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Abstract: Motivated by the interest in top and bottom quark production processes

at the LHC, we study the simulation of heavy quarks in the Herwig7 Monte Carlo

event generator. We first present a much improved treatment of heavy quarks in

the dipole shower in Herwig7 and extend the shower to handle decays of massive

coloured particles. Taking advantage of these developments, we perform an in-

depth study of the simulation of top quark pair production at the LHC, paying

particular attention to the parton shower and matching uncertainties involved. Next

we implement an algorithm in the dipole shower to include spin correlation effects.

Using this algorithm we can produce accurate predictions of the angular distributions

of top quark decay products in top pair production at the LHC.

Following this we describe a modified version of the veto algorithm used in parton

showers that enables the incorporation of weights. We show that the algorithm can

be used to significantly reduce the CPU time required to evaluate the effects of scale

variations in parton showers.

Finally, we investigate the description of gluon splittings to heavy quark pairs

in the angular-ordered and dipole parton showers in Herwig7. While both parton

showers correctly reproduce the leading-logarithmic term in the description of these

splittings, we find that the effects of subleading contributions are significant.
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Chapter 1

Introduction

The Large Hadron Collider (LHC) at CERN collides particles at energies of up

to 13 TeV, allowing us to probe our understanding of fundamental physics at en-

ergy scales inaccessible in previous collider experiments. It has produced enormous

amounts of high-quality data and continues to do so. In 2012 one of the primary

aims of the LHC was achieved with the observation of a Higgs-like scalar boson by

the ATLAS [1] and CMS [2] experimental collaborations.

Our best theoretical description of fundamental particles and their interactions

is the Standard Model (SM). It has withstood several decades of testing in collider

experiments such as the Stanford Linear Collider, the Tevatron at Fermilab, the

Large Electron-Positron Collider at CERN and, now, the LHC. So far no conclusive

deviations from SM predictions have been observed. Despite the success of the SM,

we know that it does not provide a complete theory of nature. It cannot, for example,

explain the observation of neutrino masses or provide a suitable candidate for dark

matter. Theories of physics Beyond the Standard Model (BSM) which aim to solve

these problems are therefore an area of extensive research.

Given that no conclusive deviations from SM predictions have been observed,

despite the enormous amounts of data collected by the LHC experiments, we expect

any such deviations due to BSM physics effects to be very small. In order to suc-

cessfully identify such a deviation we must be able to calculate accurate predictions
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from the SM.

The fundamental theory that describes the strong interactions of quarks and

gluons is Quantum Chromodynamics (QCD), one of the building blocks of the SM.

Hard, high transverse momentum, QCD radiation from scattering processes is well

described by fixed-order QCD calculations, however these calculations do not provide

a description of the final states observed in detector experiments. For this we turn to

Monte Carlo (MC) event generators which use a fixed-order calculation to describe

the high-energy scattering process, evolve this from high energy scales to low energy

scales using a parton shower which accurately describes soft, low-energy, and collinear

QCD radiation and then uses phenomenological models to produce a description of

the final-state hadrons that are detected in experiments. MC event generators often

provide the only way to predict SM backgrounds in collider experiments. They are

also used to simulate processes in BSM theories in order to characterise the expected

signatures of such processes in collision experiments.

The work in this thesis focuses on the simulation of heavy quarks in MC event

generators. In particular we present developments of the Herwig7 [3–5] MC event

generator, several of which apply to the dipole shower, one of the two parton showers

in Herwig7. The improvements enable the dipole shower to describe QCD radiation

to the same formal level of accuracy as the other parton shower in Herwig7, the

angular-ordered parton shower. Traditionally the hard scattering process in MC

event generators has been described to leading order (LO) accuracy in QCD. More

recently methods have been developed to combine multiple higher-multiplicity matrix

elements, and next-to-leading order (NLO) matrix elements, with parton showers

[6–25]. The Matchbox module in Herwig7 includes two NLO-matching schemes,

which combine NLO matrix elements with the parton shower in such a way that the

total cross section is correctly described to NLO accuracy while the first emission

from the Born process is corrected according to the real-emission matrix element.

With two parton showers, formally of the same accuracy but which differ greatly

in implementation and approach, and two NLO-matching schemes implemented
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in one framework, we can isolate different parts of the event simulation. We can

therefore evaluate the effects of using different models for one part of the simulation,

while keeping everything else the same. This is a valuable tool in developing our

understanding of the predictions provided by MC event generators. Furthermore a

commonly used approach in the evaluation of the uncertainty on predictions from

MC event generators is to compare the results from different event generators or

from using different models for parts of the simulation. With the developments to

the dipole shower presented in this thesis, this can be done in a single framework.

The work presented in the following chapters improves the simulation of SM

processes involving top quarks and bottom quarks. We also note that many models

of BSM physics include very heavy coloured particles, e.g. supersymmetry [26], and,

in general, improvements to the simulation of heavy quarks in SM processes are

applicable to the simulation of BSM processes. The top quark [27,28] is the heaviest

fundamental particle in the SM and there are several motivations to study it.

The top quark is the only coloured particle in the SM that decays on a shorter

timescale than the hadronization timescale. It therefore decays via a perturbative

process, rather than forming a colour-singlet hadron, such that its phenomenology

provides a unique opportunity to study perturbative QCD. In particular the theor-

etical description of its production and decay mechanism is well understood. For

example, the top quark-antiquark pair (top pair, tt̄-pair) production process in

proton-proton (pp) collisions, and the top quark decay processes, can be calculated

to next-to-next-to-leading order (NNLO) accuracy in QCD [29–34]. The predictions

from these sophisticated calculations can be compared to experimental results to

test our understanding of QCD. Top quarks can decay, via a W-boson, to produce a

bottom quark, a charged lepton and a neutrino. This gives rise to a final state in pp

collisions that can be easily identified by the presence of two bottom-tagged jets, at

least one charged lepton and significant missing transverse energy in events.

Furthermore, the lifetime of the top quark is shorter than the spin decorrela-

tion timescale [35, 36], therefore spin correlations in tt̄-pair production can affect
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the angular distribution of the decay products of the top quarks. This provides

another opportunity to test perturbative QCD, therefore it is important to be able

to accurately incorporate spin correlation effects in MC simulations.

Top quarks are produced in large numbers at the LHC, with top pair production

dominant over single top production. Many BSM models involve top quark inter-

actions with new particles, therefore top quark production is a promising area in

the search for new physics at the LHC. Conversely, due to the large cross section,

top quark production is often the largest background in searches for new physics at

the LHC. Accurate simulations of top quark signals and backgrounds are therefore

essential for new physics searches.

Finally the top quark mass is a fundamental parameter of the SM and plays an

essential role as an input to fits of electroweak parameters [37,38]. The measurement

of its mass is therefore of particular importance and several collider experiments are

working on this measurement.

A lot of interest in bottom quark physics comes from its potential as a probe

of new physics. In particular this relates to the study of the decays of bottom

hadrons. A key motivation for the study of bottom quarks at the LHC is their

importance in the measurement of properties of the Higgs-like scalar boson. An

accurate measurement of these properties is essential to determine whether or not

the observed particle is indeed the SM Higgs boson. Our work on bottom quarks in

this thesis is prompted by this motivation.

For a Higgs boson with a mass of 125 GeV, the dominant Higgs decay channel

is the h0 → bb̄ channel [39]. Bottom quarks are produced with a large cross section

in hadron colliders, which discourages searches in the direct production channel

pp → h0 → bb̄. Instead searches for Higgs boson production in association with

other objects, such as a vector boson [40, 41], are performed, in which signal events,

i.e. non-background events, are much easier to identify and have a larger cross

section relative to background events.

Another such associated production channel is production in association with a
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tt̄-pair [42]. Higgs boson production in association with a tt̄-pair with the Higgs

boson decaying to a bb̄-pair has been the subject of a number of searches by the

ATLAS [43–46] and CMS [47–50] collaborations. This channel is of particular

interest as it is directly sensitive to the top quark Yukawa coupling. The background

process pp→ tt̄bb̄, in which the bottom quark-antiquark pair (bb̄-pair) is produced

via a gluon splitting, must be well understood in order to distinguish it from the

signal process.

In the remainder of this chapter we discuss the theoretical background to the work

in this thesis, including descriptions of several of the concepts that we have implicitly

assumed knowledge of in the above discussion. In Section 1.1 we present an overview

of the theory of QCD and discuss the subtraction method for the calculation of NLO

cross sections. This is followed in Section 1.2 by an overview of MC event generators.

In particular we focus our discussion on Herwig7 and describe in detail some of

its features that are relevant to the work in this thesis. We highlight that, unless

otherwise stated, all of the results from MC simulations presented in this thesis are

obtained using Herwig7.

In Chapter 2 we describe improvements to the treatment of massive quarks in

the dipole shower in Herwig7. These improvements are essential for the accurate

simulation of the production of heavy quarks. We also discuss the extension of the

dipole shower to handle the decays of massive quarks. This development is vital for

the use of the dipole shower in the study of top quark processes at the LHC.

Chapter 3 presents a detailed study into the simulation of tt̄-pair production and

decay at the LHC using Herwig7. This study takes advantage of the improvements

presented in Chapter 2 to evaluate the performance of both parton showers in

describing this process. We also consider the performance of the two NLO-matching

schemes available in Matchbox. Particular emphasis is placed on the discussion

of uncertainties associated with the matching schemes and parton showers and we

investigate sources of uncertainty in MC@NLO-type matching schemes that have

not previously been studied in detail.
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In Chapter 4 we extend the dipole shower to include spin correlations. We

implement an algorithm which includes spin correlations between the hard scattering

process and the parton shower, between radiation processes in the parton shower

and between the parton shower and particle decays. This work is motivated by an

interest in reproducing the effects of spin correlations in tt̄-pair production events.

Chapter 5 concerns the extension of the underlying algorithm used in the angular-

ordered and dipole parton showers to include weights. We apply this modified al-

gorithm to enable the more efficient evaluation of uncertainties through the variation

of input parameters in the parton showers. In particular it enables us to evaluate

these uncertainties through a single run of the event generator rather than perform-

ing separate runs for each parameter variation of interest. The modifications to

the algorithm are process-independent, therefore we can apply it to processes that

involve massive quarks.

Motivated by the experimental and theoretical interest in the process pp→ tt̄bb̄,

in Chapter 6 we perform an investigation into the accuracy of the description of

g → bb̄ branchings in the angular-ordered and dipole parton showers. This is

preliminary work in the development of a new approach to treat large logarithmic

terms in the LO description of processes that include an outgoing bb̄-pair produced

in a g → bb̄ vertex.

Finally in Chapter 7 we summarise the work presented in this thesis.

1.1 Quantum Chromodynamics

QCD [51,52] is the theory that describes the strong interaction of quarks and gluons.

It is a non-Abelian gauge theory that is invariant under the SU(NC) colour gauge

group, where NC = 3 is the number of colour degrees of freedom in the theory.

All of the work discussed in the subsequent chapters of this thesis is based upon

the application of the theory of QCD to obtain predictions for observables that can

be measured experimentally. In order to provide some background, in Section 1.1.1
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we present the Lagrangian that describes the interactions and field-content of the

theory of QCD.

In Section 1.1.2 we discuss the general concepts in the calculation of cross sections

in perturbative QCD. Such calculations are written as an expansion in the coupling

of the theory and the accuracy of the calculated cross section is defined by the term

at which the expansion is terminated. In Section 1.1.3 we describe a technique used

to calculate the cross section up to and including the second non-trivial term in the

expansion.

1.1.1 The QCD Lagrangian

The interactions and field-content of QCD are described by the Yang-Mills Lag-

rangian density [53]

LYang−Mills = −1
4F

a
µνF

aµν +
∑

flavours
q̄i (iγµDµ −mq)ij qj, (1.1.1)

where qi is a quark field with mass mq in the fundamental representation of the

group such that the colour-index i runs over i = 1, 2, 3, the colour-indexed mass is

(mq)ij = mqδij, γµ are the Dirac matrices and the sum in the second term sums over

the quark flavours. The Einstein convention of summation over repeated indices is

used throughout this thesis.

The field strength tensor

F a
µν = ∂µA

a
ν − ∂νAaµ − gSf

abcAbµA
c
ν , (1.1.2)

where Aaµ is the gluon field, gS is the gauge coupling, fabc are the structure constants

of the group and the index a runs from a = 1 to N2
C−1 = 8. The covariant derivative

(Dµ)ij = δij∂µ + igSt
a
ijA

a
µ, (1.1.3)

where taij are the generators of the Lie group.

There are eight generators for the SU(3) group which obey the commutation
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relation [
ta, tb

]
= ifabctc. (1.1.4)

The normalisation of the generators is, by convention, defined by

taijt
b
ji = δabTR, TR = 1

2 , (1.1.5)

and the generators and structure constants obey

taijt
a
jk = δikCF, (1.1.6)

fabcf ∗abd = δcdCA, (1.1.7)

where CF and CA, the Casimirs of the fundamental and adjoint representations of

the group respectively, are

CF = NC
2 − 1

2NC
, CA = NC. (1.1.8)

CF, CA and TR are known as ‘colour factors’ and appear in many calculations in

perturbative QCD.

It is straightforward to check that the Lagrangian density in Eq. (1.1.1) is in-

variant under SU(3) gauge transformations. In order to perform calculations in

perturbative QCD it is necessary to add a gauge-fixing term to the Lagrangian, thus

breaking gauge invariance. Depending on the choice of this gauge-fixing term it

may also be necessary to include an additional ‘ghost’ term in the Lagrangian. This

term introduces ghost-fields which cancel unphysical degrees-of-freedom. We do not

require an explicit understanding of these terms in the following chapters, therefore

we do not consider them further.

1.1.2 Calculations in Perturbative QCD

We consider a hard scattering process between two point-like particles a and b with

momenta pa and pb, respectively, that produces m outgoing particles. The cross

section for the Born process, i.e. calculated to the lowest-order in the coupling
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constants for which the process occurs, is

dσ̂B = 1
φ(pa, pb)

(2π)4δ(4)
(
pa + pb −

m∑
i

pi

)[
m∏
i=1

d3~pi
(2π)32Ei

]
|M(pa, pb; p1, . . . , pm)|2,

(1.1.9)

where φ(pa, pb) is the flux of the incoming particles, pi, ~pi and Ei are the four-

momentum, three-momentum and energy of the ith outgoing particle, respectively,

and |M(pa, pb; p1, . . . , pm)|2 is the spin- and colour-summed and averaged squared

Born matrix element (ME) for the process.

The ME, and therefore the cross section, for such a process can be written as an

expansion in the strong coupling constant αS. In general we can express the cross

section for the process to order n in αS in the form

dσ̂NnLO
ab→m =

n∑
l=0

(
αS(µ2

R)
)k+l

dσ̂(l)
ab→m

(
µ2

R
Q2

)
, (1.1.10)

where Q is some characteristic scale of the scattering process, k is the lowest-order in

αS at which the process occurs and µR is the renormalisation scale, discussed below.

Each term dσ̂(l)
ab→m

(
µ2

R
Q2

)
can be written in the form given in Eq. (1.1.9) for the Born

process.

The first term in the expansion, i.e. the l = 0 term, corresponds to the Born, or

LO, process. Historically most cross sections were calculated only to LO accuracy in

QCD. More recently, techniques have been developed to automate the calculation of

the l = 1 term in Eq. (1.1.10) and the calculation of cross sections to NLO accuracy

has become the new standard. The l = 2 term in Eq. (1.1.10) has been calculated for

a small number of processes, for example top-pair production [29–34], while the l = 3

term has only been calculated for Higgs boson production via the gluon-fusion [54]

and vector-boson-fusion [55] channels.

The expression for the cross section given in Eq. (1.1.9) is appropriate for scatter-

ing processes with incoming point-like particles such as electron-positron collisions

or partonic scattering processes. The cross section for a hard scattering process

between two hadrons, such as a proton-proton collision, depends on the structure of

the incoming hadrons. In perturbation theory, the cross section for the scattering
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process between two hadrons, h1 and h2, to produce m outgoing particles is

dσh1h2→m =
∑
a,b

∫
dx1dx2fa/h1(x1, µ

2
F)fb/h2(x2, µ

2
F)dσ̂ab→m

(
x1, x2,

µ2
F
Q2 ,

µ2
R
Q2 , αS(µ2

R)
)
,

(1.1.11)

where xi is the fraction of the momentum of the ith hadron carried by the constitu-

ent parton incoming to the partonic hard scattering, µF is the factorisation scale,

discussed below, fa/hi(xi, µ2
F) is the parton distribution function, PDF, of the parton

a in the ith hadron and the sum runs over all parton species that can be incoming

to the partonic process. The complete expression for the hadronic cross section also

includes power corrections of the form O
(

Λ2

Q2

)
due to non-perturbative effects, where

Λ, the QCD scale, is the scale at which perturbation theory breaks down.

The strong coupling is defined as

αS = g2
S

4π . (1.1.12)

Following the renormalisation of ultraviolet divergences in the theory, the strong

coupling depends on the unphysical renormalisation scale µR. The running of the

strong coupling with the renormalisation scale is determined by the renormalisation

group equation

µ2
R
∂αS

∂µ2
R

= β(αS). (1.1.13)

The function β(αS) is negative, therefore at high-energy scales, or short-distance

scales, the coupling is small. This behaviour of QCD is known as ‘asymptotic

freedom’ and it enables us to calculate cross sections for partonic hard scattering

processes using perturbative QCD, i.e. using Feynman diagrams to calculate scat-

tering amplitudes. Conversely, at small-energy scales, or long-distance scales, the

strong coupling becomes large and perturbative QCD is no longer applicable.

PDFs are process-independent functions that describe the dynamics of the initial-

state partons inside the incoming hadrons. The evolution of PDFs with the scale µF

is described by the DGLAP equation [56–58]. The LO PDF1 fa/h1(x1, µ
2
F) can be

1LO here refers to the order of the contributions included in the DGLAP equation.
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considered as the probability density function for finding a parton a, inside the hadron

h1, carrying a fraction x1 of the momentum of the hadron. The PDF describes long-

distance physics effects and as such cannot be calculated using perturbation theory.

The unphysical factorisation scale µF can be interpreted as a boundary between the

long-distance and short-distance regimes. The long-distance physics in the final-state

of the process is embodied in ‘fragmentation functions’, not considered explicitly

here, which describe the non-perturbative process by which free partons combine to

produce colour-singlet hadrons. All QCD calculations of scattering processes at the

LHC are based on this factorisation principle [59], whereby the long-distance and

short-distance parts of the calculation factorise.

If all orders in the perturbation series were included, the calculated cross section

for a given process would be independent of the renormalisation and factorisation

scales. Truncating the perturbation series introduces a dependence on these scales.

The renormalisation and factorisation scales are unphysical scales which must be

chosen to enable us to calculate the cross section to a given order. There is no ‘correct’

choice for the scales, however we can choose scales that avoid the presence of large

logarithms in the perturbation series. The chosen scale is usually characteristic of

the momenta involved in the hard process.

The size of the dependence of the calculated cross section on these scales decreases

as more terms are included in the perturbation series. In general, if the cross

section has been calculated to O(αnS), changing these scales induces changes which

are O(αn+1
S ). Systematic variation of the chosen scales is therefore a standard

uncertainty measure to estimate the size of higher-order corrections to the calculated

cross section.

1.1.3 The Subtraction Method for NLO Calculations

We consider the calculation of the NLO cross section for a 2 → m process with

point-like incoming particles. In general the NLO cross section can be decomposed

into three parts according to the squared MEs that contribute to the process; the
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LO, or Born, contribution, B, a virtual-emission correction, V , that originates from

the interference between the LO and one-loop diagrams for the process, and a real-

emission correction, R, that corresponds to the radiation of an additional parton

from the process. The differential NLO cross section is

dσNLO = dφm [B (φm) + V (φm)] + dφm+1R (φm+1) , (1.1.14)

where φN ≡ {p1, . . . , pN} is a point in the N -particle phase space, where pi is the

momentum of the ith final-state particle, and the incoming particle flux is included

in the squared ME terms. The above expression can be implicitly extended to

processes with incoming hadrons by assuming that the PDFs and associated collinear

counterterms [60] are included in the squared ME terms.

The calculation of the NLO cross section is complicated considerably by diver-

gences that arise in the real- and virtual-emission contributions. There are two types

of divergences that must be considered, ultraviolet (UV) divergences and infrared

(IR) divergences. UV divergences arise in the high-energy limit of loop integrals in

the virtual-emission ME. These divergences are regularised, most commonly using di-

mensional regularisation, and then dealt with through renormalisation. Throughout

this section we assume that the UV divergences in the virtual-emission correction

have been dealt with.

IR divergences arise in the calculation of both the real- and virtual-emission

contributions to the cross section and can be further split in to soft and collinear

divergences. In the virtual-emission ME soft divergences arise in the low-energy

limit of the integral over the loop momentum. In the real-emission contribution soft

divergences arise in the limit that the radiated parton has zero-energy while collinear

divergences arise when the radiated parton becomes collinear to another initial- or

final-state parton. In the real-emission contribution the IR divergences arise on the

cross-section level, i.e. due to the integration over the final-state phase space.

The Bloch-Nordsieck [61] and Kinoshita-Lee-Nauenberg [62,63] theorems require

that, for the calculation of infrared-safe observables, these IR divergences cancel
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between the real- and virtual-emission contributions to the cross section at each

order. The computation of NLO cross sections is made more complicated by the

fact that the real- and virtual-emission contributions, and therefore the divergences

that are required to cancel each other, relate to final-states of differing numbers of

particles.

We consider one approach to the calculation of NLO cross sections, namely the

subtraction method, which takes advantage of the fact that the structure of the soft

and collinear divergences in the real-emission contribution is universal, i.e. process-

independent. In general the divergent structures in the soft and collinear limits can

be described by the convolution of Born MEs and appropriate universal splitting

kernels. It is common to regularise the singularities using dimensional regularisation

in d = 4 − 2ε dimensions, where ε < 0. For a given process one can construct a

counterterm, A (φm+1), that can be subtracted from the real-emission contribution

such that the remainder can be integrated over the phase space in four dimensions to

give a finite result. The counterterm can also be integrated over the phase space of

the additional radiated particle, in d-dimensions, and added to the virtual-emission

contribution to cancel the divergences in that contribution.

In this approach no approximation is made, i.e. the exact NLO cross section is

calculated, and the final result is given by

dσNLO = dφmB (φm) + dφm
[
V (φm) +

∫
1

dφ1A (φm+1)
]

(1.1.15)

+ dφm+1 [R (φm+1)−A (φm+1)] ,

where
∫
1 dφ1 is the integral over the one-particle phase space of the radiated particle.

Several different approaches to the subtraction method have been developed

including the Catani-Seymour (CS) dipole [60,64], the Frixione-Kunszt-Signer [65,

66] and the antenna subtraction methods [67–71]. Many of the results presented

in later chapters are built on calculations based on NLO cross sections calculated

using the CS dipole subtraction method. Furthermore some of the discussion in

Section 1.2.3 and some of the formulae presented in Chapter 2 relate directly to the
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form of the subtraction terms used in the CS dipole approach. In the remainder of

this section we therefore provide some details of this method and we consider the

simple example of a 2→ m Born process with colourless initial-state particles.

All possible pairings of coloured external2 particles in the Born-level process

are identified. Either of the particles in such a pair can radiate a parton. Each

pair corresponds to two ‘dipoles’ which are identified according to the particle that

radiates. The particle that radiates, or splits, is the ‘emitter’, while the other particle

in the dipole is the ‘spectator’. The real-emission process can be constructed by the

radiation of a parton j from any of the dipoles.

Each dipole has an associated singular factor, Vdipole, which is a function of the

momenta and quantum numbers of the emitted parton and the emitter and spectator

partons in the Born-level process. The full counterterm is constructed as a sum over

all of the dipoles in the Born process

A =
∑

dipoles
B ⊗ Vdipole. (1.1.16)

The CS dipole subtraction method was extended in Ref. [64] to include massive

outgoing partons. In this extension we must determine the singular behaviour of

the squared real-emission ME, |Mm+1|2, in the soft and quasi-collinear limits, the

extension of the collinear limit to massive partons.

We first consider the soft limit and we write the momentum, qj, of an emitted

gluon j as the product of a four-vector q and a scaling parameter λ, i.e. qj = λq. The

soft limit is then simply defined by the limit λ→ 0 and we neglect contributions to

the squared ME that are less-singular than 1/λ2 as these do not lead to divergences

in the cross section.

The divergent part of the squared ME in the soft limit is calculated from the

eikonal current of the soft gluon and the resulting singular behaviour is written as a

2External refers to non-intermediate particles, i.e. particles that are in the initial or final state.
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sum over dipoles

m+1 〈. . . , j, . . .|. . . , j, . . .〉m+1 −−→λ→0
(1.1.17)

− 8πµ2εαS

λ2

∑
i 6=j

1
pi · q

∑
k 6=j,i

m 〈. . .|Ti · Tk
[

pi · pk
(pi + pk) · q

− m2
i

2pi · q

]
|. . .〉m ,

where pi and mi are the momentum and mass, respectively, of the ith external

parton, µ is a scale associated with the dimensional regularisation procedure and

|. . .〉 is an abstract vector in colour and spin space defined such that the squared

ME for the m-parton process obtained by simply removing the soft gluon from the

(m+ 1)-parton process can be written

|Mm|2 = m 〈. . .|. . .〉m , (1.1.18)

while the squared ME for the (m+ 1)-parton process can be written

|Mm+1|2 = m+1 〈. . . , j, . . .|. . . , j, . . .〉m+1 . (1.1.19)

In the construction of Eq. (1.1.17) each standard eikonal term is split up using

pi · pk
(pi · q)(pk · q)

= pi · pk
pi · q (pi + pk) · q

+ pi · pk
pk · q (pi + pk) · q

, (1.1.20)

in order to separate the collinear divergences associated with the emission of a gluon

from each of the partons i and k. Ta is the colour-charge operator [60] associated

with the emission of a gluon from the ath external parton and the colour-charge

algebra is

Ta · Tb = Tb · Ta if a 6= b, (1.1.21)

T 2
a = Ca, (1.1.22)

where Ca = CA if the ath parton is a gluon and Ca = CF if it is a quark or

antiquark. Each vector |. . .〉m is, by definition, a colour-singlet state, such that

colour conservation is written as

∑
i=1

Ti |. . .〉m = 0, (1.1.23)
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where the sum runs over all external partons.

Before we consider the singular behaviour of the real-emission ME in the quasi-

collinear limit, we first identify the source of a collinear divergence. Consider a

coloured particle that splits to produce two coloured particles i and j. The propagator

for this branching, along with the phase-space integral, contributes a term

K
1

qi · qj
d cos θij = K

1
EiEj(1−B cos θij)

d cos θij, (1.1.24)

to the cross section for the process, where Ei (Ej) is the energy of parton i (j), θij

is the angle of separation between partons i and j, B is a factor that depends on

the masses of i and j, and K contains all additional factors in the term. If i and

j are massless, B = 1, in the limit that i and j become collinear, i.e. θij → 0, this

term produces a logarithmic divergence in the real-emission cross section.

If either i or j is massive, B 6= 1, there is no singularity in the collinear limit. Re-

gardless, the cross section in this phase-space region is still logarithmically enhanced

if the parton mass is small. We therefore consider the ME in the quasi-collinear limit

in order to control these enhancements. We consider the splitting of a parton ĩj to

produce partons i and j with momenta qi and qj, respectively, which we write using

the quasi-collinear Sudakov parameterisation

qi = zp̃ij +
m2
i − z2m2

ij − k2
T

2p̃ij · nz
n+ kT, (1.1.25)

qj = (1− z)p̃ij +
m2
j − (1− z)2m2

ij − k2
T

2p̃ij · n(1− z) n− kT, (1.1.26)

where p̃ij is the momentum of parton ĩj, n is a light-like vector, z is the light-cone

momentum fraction, kT is a space-like transverse momentum component that obeys

p̃ij · kT = n · kT = 0 and k2
T = −p2

T, where pT is the magnitude of the transverse

momentum, andmij,mi andmj are the masses of the partons ĩj, i and j, respectively.

The invariant mass of the splitting products is

(qi + qj)2 = − k2
T

z(1− z) + m2
i

z
+

m2
j

1− z . (1.1.27)

We define the quasi-collinear region as the region in which pT is small and
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of roughly the same size as the parton masses. The quasi-collinear limit is then

identified by scaling the transverse momentum vector and the parton masses by a

scale factor λ [64, 72]

kT → λkT, mi → λmi, mj → λmj, mij → λmij, (1.1.28)

and considering the limit λ→ 0. Terms less singular than 1/λ2 do not give rise to

logarithms in the cross section and are neglected. In this limit the (m+ 1)-parton

matrix element can be written as

m+1 〈. . . , i, j, . . .|. . . , i, j, . . .〉m+1 −−→λ→0
(1.1.29)

1
λ2

8πµ2εαS

(qi + qj)2 −m2
ij

m

〈
. . . , ĩj, . . .

∣∣∣P̂
ĩj,i

(z, kT)
∣∣∣. . . , ĩj, . . .〉

m
,

where P̂
ĩj,i

(z, kT; ε) is the quasi-collinear Altarelli-Parisi splitting function for the

splitting and
∣∣∣. . . , ĩj, . . .〉

m
corresponds to the ME for the m-parton process obtained

by replacing the partons i and j in the (m+ 1)-parton process with the parton ĩj.

Now that we have identified the behaviour of the (m+ 1)-parton ME in the soft

and quasi-collinear limits we can write it using the dipole factorisation formula

|M|2 =
∑
i,j

∑
k 6=i,j
Dij,k + . . . , (1.1.30)

where the dipole contribution Dij,k contains the singular behaviour of the (m+ 1)-

parton matrix element while the dots represent the remaining finite contributions.

The counterterms in the CS dipole subtraction method are constructed as the sum

of these dipole contributions. The dipole contribution for a splitting from a dipole

that consists of a final-state emitter ĩj and a final-state spectator k̃ that produces

partons i and j with momenta qi and qj, respectively, is

Dij,k(q1, . . . , qm+1) = − 1
(qi + qj)2 −m2

ij
m 〈. . .|

Tk · Tij
T 2
ij

Vij,k|. . .〉m , (1.1.31)

where mij is the mass of the parton ĩj, Tk and Tij are the colour-charge operators

of the spectator and emitter, respectively, and Vij,k is the ‘dipole splitting kernel’ for

the splitting.
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1.2 Monte Carlo Event Generators

MC event generators [73] are the tools that we use to predict exclusive final states

in collider experiments. They apply the theory of QCD described in Section 1.1 to

generate a hard scattering process according to the matrix element for the process,

and then evolve this into the non-perturbative regime to produce a fully exclusive

hadronic final state. These are the particles that are detected in collider experiments

such as ATLAS and CMS at the LHC. Modern MC event generators not only include

QCD evolution of hard scattering processes but have also been extended to include

many other features including photon radiation, simulations of BSM physics and

simulations of soft physics required to describe minimum bias events at the LHC.

The work presented in this thesis is centred around the development of the

Herwig7 MC event generator, however some of the developments are applicable to

other MC event generators. Unless otherwise stated, all of the predicted distributions

presented in this thesis are generated using the Herwig7 event generator. Two

other widely-used general-purpose MC event generators are Pythia [74, 75] and

Sherpa [76]. These three independently developed MC event generators use different

techniques and models to describe particle collision events. While the formal accuracy

of the simulations provided by these three generators are similar in many respects,

each has capabilities that differ from the others.

In Section 1.2.1 we begin by giving a step-by-step description of how MC event

generators work. Following this overview, in Section 1.2.2 we discuss the principles

behind a parton shower, the component of a MC event generator that evolves

a process from a high-energy scale to a low-energy scale. As much of the work

presented in this thesis is based around its development, in Section 1.2.3 we discuss

in detail the dipole shower in Herwig7. Finally in Section 1.2.4 we discuss NLO

matching in Herwig7. These are the methods used to improve the accuracy of MC

simulations by combining the parton shower with a description of the hard collision

process that is accurate to NLO in QCD.
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1.2.1 Overview of Monte Carlo Event Generators

In Section 1.1.2 we described how the calculation of the cross section for a hard

scattering event in a hadron-hadron collision is factorised into low-energy and high-

energy regimes. In particular the hard partonic scattering involves a high momentum-

transfer while the formation of colour-singlet hadrons from partons due to colour-

confinement is a low-energy process. MC event generators use this principle of

factorisation to break down the evolution of a hard collision process into steps

characterised by the scale of the momentum transfer involved in each part of the

evolution [73].

A step-by-step description of the simulation of a high-energy collision by a MC

event generator is given below. Some of the details given and the references therein

are specific to Herwig7.

• Hard Process: Incoming fundamental particles interact to produce a small

number of outgoing fundamental particles. The particles incoming to and

outgoing from the hard process, and their momenta, are generated according

to the ME for the process. This has usually been calculated to LO accuracy,

however nowadays NLO MEs are increasingly being used. The colour-flow

information and scales involved in the hard process are used to set the initial

conditions for the next stage of the evolution, the parton shower.

• Parton Shower: Coloured particles in the initial or final state of the hard

process are perturbatively evolved from the high momentum-transfer scale of

the hard process to a low-energy IR cutoff scale, below which perturbation

theory is no longer applicable. This evolution takes place through the radiation

of other coloured particles. Two parton showers are available in Herwig7;

the angular-ordered parton shower [77] and the dipole shower [78, 79]. The

generalities of parton showers are discussed in Section 1.2.2 and the dipole

shower is described in detail in Section 1.2.3.

• Decays of Fundamental Particles: Following the parton shower evolution
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of the hard process, any massive fundamental final-state particles that are

unstable on collider timescales are identified and decayed. Examples include

the electroweak bosons, the Higgs Boson, the top quark3 and many BSM

particles. In general the decay mode is selected according to experimentally

measured branching ratios and the momenta of the outgoing decay products

are generated according to a matrix element. If applicable, the system formed

by the particle incoming to the decay and its decay products undergoes parton

shower evolution.

• Multiple Partonic Interactions: In a hadron-hadron collision partons in

the incoming hadrons that are not involved in the hard process can interact

with each other. Such multiple partonic interactions (MPI), or secondary inter-

actions, produce additional outgoing partons that can contribute to observables

of interest. Those secondary interactions that take place at a scale above the

IR cutoff are generated according to an eikonal model [80] and undergo par-

ton shower evolution. In addition partonic scatterings that take place below

the IR cutoff, non-perturbative scatterings, can also be simulated using a soft

interaction model [81].

• Hadronization: The parton shower evolves the particles involved in the

hard process, multiple partonic interactions and particle decays from high

momentum-transfer scales to the IR cutoff scale. At this scale, often taken to

be O(1 GeV), perturbation theory breaks down and the cluster hadronization

model [82] is used to form colour-singlet hadrons from the system of final-state

coloured particles.

• Hadron and Tau Decays: Any hadrons that are unstable on the distance

scales of particle colliders are decayed. The decay modes are selected according

to experimentally measured branching ratios while the distributions of the

3The decay width of the top quark is comparable to the IR cutoff scale, therefore it is decayed
perturbatively rather than undergoing hadronization



1.2. Monte Carlo Event Generators 34

decay products are generated according to matrix element calculations. Decays

of tau leptons are also performed at this stage.

The components of a MC simulation can be identified with the perturbative had-

ronic cross section in Eq. (1.1.11) and the power corrections due to non-perturbative

effects. In particular the hard process, parton shower and decays of fundamental

particles, other than the tau lepton, contribute to the perturbative cross section,

while MPI, hadronization and hadron and tau lepton decays contribute power correc-

tions. In practice this picture is somewhat simplified as there is non-trivial interplay

between the different components, for example the choice for the IR cutoff scale in

the parton shower affects the input to the hadronization model, thus affecting the

contribution from the hadronization model.

The generation of the hard process can be performed in a number of ways. The

Matchbox [79] module in Herwig7, discussed in more detail in Section 1.2.4, can

use tree-level, i.e. no loop, and one-loop matrix elements from external providers to

construct LO and NLO cross section calculations, using the subtraction method to

deal with divergences in the latter case. The functionality provided by Matchbox

to simulate hard processes to NLO accuracy in QCD for a wide range of Standard

Model processes was a major feature in the development of Herwig7. A limited

number of built-in LO and NLO MEs are also available in Herwig7 separately from

the Matchbox module. Alternatively an external code can be used to generate the

hard process which can be passed to Herwig7 in the Les Houches Event [83, 84]

file format using the interface provided.

In most MC event generators a single scale is chosen for both the renormalisation

and factorisation scales used to calculate the cross section for a given hard process.

In Herwig7 we choose a ‘hard process scale’ µH and use µR = µF ≡ µH.

The angular-ordered shower includes photon radiation from charged particles

while the dipole shower has not yet been extended to include this. Photon radiation

from perturbative particle decays can, however, be included using the approach

described in Ref. [85].
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Spin correlations between the production and decay of fundamental particles are

implemented according to the procedure described in Ref. [86]. Spin correlations

in hadronic decays are integrated with the treatment used in the production and

decay processes of fundamental particles such that spin correlations between the

production and decay of particles such as the tau lepton are treated correctly. The

parton showers have recently been extended to include spin correlations [87] accord-

ing to the algorithm of Refs. [86, 88–91] such that spin correlations are included

consistently between the hard process, the parton shower and decay processes. The

implementation in the dipole shower is the topic of Chapter 4.

1.2.2 Parton Showers

In practice MEs cannot be calculated for processes with large numbers of final-state

partons. In order to generate events with exclusive final states we therefore use

parton showers which include emissions in the regions of phase space which are

enhanced, i.e. the soft and collinear regions, and take account of these to all orders

in perturbation theory. Parton showers evolve final-state partons from high energy

scales to low energy scales through the radiation of gluons and the splitting of

gluons into quark-antiquark pairs. Initial-state partons are evolved, via a backward

evolution, from the energy scale of the hard process to the energy scale of the parton

incoming from the hadron.

Parton showers are based on the principles discussed in the context of NLO

calculations in Section 1.1.3. Consider a real emission from a given Born process.

In the limiting cases that the emission is soft or collinear to another parton the

squared ME that describes the real-emission process factorises and can be written

as the convolution of the squared Born ME and a sum of universal splitting kernels.

The sum of the splitting kernels defines the probability distribution that describes

the real emission. The parton shower iteratively generates emissions from a given

process,4 each described by a probability distribution defined by the splitting kernels.

4This can be a hard process, a secondary interaction or a decay process.
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In general, parton showers start from some large scale and evolve downwards

to some lower scale. More specifically, some characteristic scale of each emission is

defined, for example its virtuality or transverse momentum, and the parton shower

generates successive emissions that decrease in this scale. All sensible choices of this

‘evolution scale’ produce equivalent behaviour in the limit of a collinear emission.

Parton showers are ordered in this way to avoid issues of double counting. Additional

orderings can also be enforced. For example, in the angular-ordered shower, soft

effects, or colour coherence effects, are implemented through an angular-ordering of

emissions [92].

To illustrate the principles of parton showers we follow the example of a final-

state shower, after which we summarise the modifications required for the evolution

of initial-state partons. We consider the simple case of a parton a that can undergo

a single type of splitting.

The emission probability contains singularities in the soft and collinear limits,

which in the calculation of a NLO cross section would cancel with those in the virtual-

emission correction. We do not treat virtual-emission corrections explicitly. Instead

we implement an IR cutoff on the scale of the radiation and consider emissions

produced above this cutoff to be ‘resolvable’.

The splitting kernel P (q, x) describes the probability distribution for a splitting

to occur at some scale q, where x is some other splitting variable, or in general a set

of splitting variables, that defines the kinematics of the splitting. We assume that

P (q, x) is positive for all q and x. Naively, without considering the evolution prior

to the splitting, the probability distribution for a resolvable branching to occur at a

scale between q and q + dq and with a splitting variable between x and x+ dx is

dP = P (q, x)dqdx. (1.2.1)

It follows from unitarity that the corresponding no-branching probability, or the

probability of no resolvable branching, is 1− dP. The virtual-emission corrections

contribute to the no-branching probability implicitly through unitarity.
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The probability that the parton does not undergo a resolvable branching between

the starting scale Q and the scale q is equal to the product of the probabilities that it

did not branch in any of the intervals dq between the two scales. In the infinitesimal

limit, dq → 0, the no-branching probability exponentiates to give the ‘Sudakov form

factor’

∆P (Q, q) = exp
(
−
∫ Q

q
dk
∫ x+

x−
dxP (q, x)

)
. (1.2.2)

The Sudakov form factor sums enhanced virtual and divergent real contributions to

all orders in perturbation theory. The probability for the first branching to occur at

a scale q is

dPbranching

dq = −dPno−branching

dq =
(∫ x+(q)

x−(q)
dxP (q, x)

)
∆P (Q, q), (1.2.3)

where Pno−branching = ∆P (Q, q) and x±(q) are the bounds on the allowed values of x.

Monte Carlo techniques are the tools required to sample events at a rate described

by a probability distribution. The method used to generate a parton shower is the

‘veto algorithm’ [73, 74]. Starting from some scale Q, with associated parameter

point xQ, we need to generate the scale q of the next emission and the associated

splitting variable(s) x according to the distribution

dSP (Q, xQ|q, x;µ, xµ) = (1.2.4)

dq ddx [∆P (Q, µ)δ(q − µ)δ(x− xµ) + ∆P (Q, q)P (q, x)θ(Q− q)θ(q − µ)] ,

where xµ is a parameter point associated with the IR cutoff scale µ. The distribution

SP is normalised to unity and the subscript P indicates that this distribution cor-

responds to the splitting kernel P (q, x). The first term in the brackets corresponds

to the probability that no radiation is generated above the IR cutoff scale while the

second term corresponds to the probability that the first branching is at a scale q.

In practice, in order to generate variables according to the distributions defined

by the Sudakov form factor and splitting kernel, we need a splitting kernel whose

integral is calculable and invertible. In general there is no guarantee that the splitting

kernel P satisfies this requirement, therefore we introduce an overestimate function,
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R(q, x), that satisfies

R(q, x) ≥ P (q, x) ∀ q, x, (1.2.5)

and whose integral is calculable and invertible.5 The ‘overestimated distribution’

that corresponds to the function R(q, x) is

dSR(Q, xQ|q, x;µ, xµ) = (1.2.6)

dq ddx [∆R(Q, µ)δ(q − µ)δ(x− xµ) + ∆R(Q, q)R(q, x)θ(Q− q)θ(q − µ)] ,

where the Sudakov form factor is

∆R(Q, q) = exp
(
−
∫ Q

q
dk
∫ x+

x−
dxR(q, x)

)
. (1.2.7)

Starting at a scale k = Q, the veto algorithm proceeds as follows:

1. Trial splitting variables q and x are generated according to SR(k, xk|q, x;µ, xµ):

(a) The scale q is generated by solving

∆R(Q, q)
∆R(Q, k) = r, (1.2.8)

for q, where r is a random number between 0 and 1 generated according

to a uniform distribution;

(b) The splitting variable x is generated by solving

∫ x

x−(q)
dx′R(q, x′) = r′

∫ x+(q)

x−(q)
dx′R(q, x′), (1.2.9)

for x, where r′ is another random number between 0 and 1 generated

according to a uniform distribution;

2. If the scale q ≤ µ, no emission is generated and the cutoff scale µ and associated

parameter point xµ are returned;

5The overestimate function can either be an analytic function, as in the angular-ordered shower,
or numerical techniques can be used to construct an appropriate function, which is done in the
dipole shower using the Exsample library [93].
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3. The trial scale and splitting variable(s) are accepted with probability

P (q, x)
R(q, x) , (1.2.10)

otherwise set k = q and return to Step 1.

The parton shower repeats this series of steps to generate a cascade of partons and

terminates only when no emission can be generated with a scale above the IR cutoff,

i.e. if Step 2 occurs.

To show that the veto algorithm does indeed generate emissions according to the

correct probability distribution we consider the probability density for the algorithm

to traverse a sequence (q1, x1| . . . |qn, xn|q, x) of n−1 veto steps to return q, x starting

from the initial conditions Q ≡ q1, xQ ≡ x1

dS(n)
R (q1, x1| . . . |qn, xn|q, x;µ, xµ)

= dq ddx
[

∆R(q1, µ)
∆R(q1, qn)δ(q − µ)δ(x− xµ) (1.2.11)

+ P (q, x)
R(q, x)

∆R(q1, q)
∆R(q1, qn)R(q, x)θ(qn − q)θ(q − µ)

]

×
n∏
i=2

∆R(q1, qi)
∆R(q1, qi−1)R(qi, xi)

(
1− P (qi, xi)

R(qi, xi)

)
θ(qi−1 − qi)θ(qi − µ) dqi ddxi,

= dq ddx [∆R(q1, µ)δ(q − µ)δ(x− xµ) + P (q, x)∆R(q1, q)θ(q1 − q)θ(q − µ)] (1.2.12)

×
n∏
i=2

(R(qi, xi)− P (qi, xi)) θ(qi−1 − qi)θ(qi − q) dqi ddxi,

where the theta functions in the two expressions give rise to the same allowed regions

for each step.

In order to obtain the probability distribution for selecting values q, x starting

from Q, xQ we sum over all possible numbers of veto steps and perform the integ-

ration for each veto step. Doing this exponentiates the integral over the difference

(R(qi, xi)− P (qi, xi)) to give

∞∑
n=1

∫
q2,x2,...,qn,xn

dS(n)
R (q1, x1| . . . |qn, xn|q, x;µ, xµ) (1.2.13)

= dq ddx [∆R(q1, µ)δ(q − µ)δ(x− xµ) + P (q, x)∆R(q1, q)θ(q1 − q)θ(q − µ)]
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× exp
(∫ q1

q
dk
∫

ddx (R(k, x)− P (k, x))
)
,

which is equivalent to dSP (Q, xQ|q, x;µ, xµ) in Eq. (1.2.4) as required.

We have considered the simplified example of a parton that can undergo a single

type of branching. It is straightforward to extend the veto algorithm to include

competing branching processes from one or several partons. This can be handled

using the competition algorithm, whereby a trial emission is generated for each of

the possible splittings and the splitting with the highest emission scale is selected.

The same algorithm can be used to generate radiation from initial-state partons

with a few modifications. Initial-state partons are showered using a backward evol-

ution away from the hard process and towards the incoming hadron. Consider the

parton ãj incoming to the hard process, which branches to produce its space-like

parent a and an outgoing parton j. The proton momentum fraction carried by the

parton ãj is xaj and its PDF is f̃aj while the PDF of the parton a is fa. The splitting

variable x is defined such that the proton momentum fraction carried by parton a is

given by xaj/x. The Sudakov form factor for the backward evolution of ãj is

∆P (Q, q;x) = exp
(
−
∫ Q

q
dk
∫ x+

x−
dx

xaj
x
fa(xajx , k)

xaj f̃aj(xaj, k)
P (k, x)

)
. (1.2.14)

In the veto algorithm for initial-state partons the variable x is generated according

to the probability distribution defined by

xaj
x
fa(xajx , q)

xaj f̃aj(xaj, q)
P (q, x). (1.2.15)

Compared to the final-state shower the splitting kernel now comes with a prefactor

of a ratio of PDFs, accordingly an overestimate for the PDFs is required that satisfies

RPDF(q, x;xaj) ≥
xaj
x
fa(xajx , q)

xaj f̃aj(xaj, q)
∀ q, x, xaj, (1.2.16)

and the integral of the product RPDF(q, x;xaj)R(q, x) must be calculable and invert-
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ible. Trial emissions in the veto algorithm are accepted with probability
xaj
x
fa(

xaj
x
,q)

xaj f̃aj(xaj ,q)
P (q, x)

RPDF(q, x;xaj)R(q, x) . (1.2.17)

We have presented a very general algorithm for parton shower evolution. Two of

the primary differences between different parton showers are the choice of ordering

variable and the form of the splitting kernels P (q, x), and accordingly the definition

of the Sudakov form factor. For example, the splitting kernels used in the angular-

ordered shower are the quasi-collinear Altarelli-Parisi splitting functions [58, 72]

which are written in terms of the light-cone momentum fraction z. The ordering

variable in the final-state shower is q̃ = (q2
ij−m2

ij)/z(1−z) where qij and mij are the

four-momentum and mass of the branching particle. In contrast the dipole shower

is based on the Catani-Seymour splitting kernels and the ordering variable used is

the transverse momentum of the emitted parton relative to the radiating parton.

Our general splitting kernel P (q, x) includes a factor of the strong coupling and

comes with a prefactor of PDFs in initial-state branchings. We must make a choice

for the scales used in the arguments of the strong coupling and the PDFs. For

example in the dipole shower the scale used in both is the transverse momentum

of the emitted parton. In the angular-ordered shower the argument of the strong

coupling is the transverse momentum of the emitted parton in the limit that all of

the partons in the branching are massless while the argument of the PDFs is simply

the ordering variable for initial-state evolution. In this thesis we consider variations

of these scales and we always apply the same scale factor to the argument of the

strong coupling and the PDFs. We therefore use a common notation for these scales

which we refer to as the ‘shower scale’, µS.

Finally, the starting conditions for the parton shower must be chosen. First, we

consider the colour flow in the hard process in the large-NC limit. This is required to

properly implement colour coherence effects. In particular, the bulk of radiation from

colour-connected partners should only be emitted into a cone around the emitter

with an opening angle given by the difference in direction of the colour partners.
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In some showers, for example the angular-ordered shower, this information is used

to implement an additional angular-ordering condition on radiation. In the dipole

shower it is used to arrange the external partons into dipoles and arrange these

dipoles into colour-singlet systems that undergo independent evolution as described

in Section 1.2.3.

It is also necessary to choose a starting value, or upper limit, for the evolution

scale. The choice of this scale is commonly related to the colour flow established

in the previous step. The primary motivation to define such an upper limit is the

avoidance of double counting between the hard process and the parton shower.

We complete our discussion of parton showers by highlighting that the expressions

for the branching probabilities can be further generalised by the inclusion of a

function that multiplies the splitting kernel and the overestimate. This is possible

because the splitting kernel is only required to reproduce the divergent behaviour

of the squared real-emission ME in the exact soft and collinear limits. The only

requirement on such a function is therefore that it is equal to unity in the soft and

collinear limits.

We define such a function, the ‘profile scale’ κ(Q⊥, pT) where pT is the transverse

momentum of the emission under consideration and Q⊥, the hard veto scale, is a

scale chosen to characterise the region of hard emissions. By default in Herwig7,

the hard veto scale is set equal to the hard process scale µH in the showering of

the hard process, while in secondary interactions it is set to the smallest transverse

mass of the partons outgoing from the process. The profile scale is chosen such

that 0 ≤ κ(Q⊥, pT) ≤ 1 and it is used to suppress parton shower radiation in the

hard-emission region where the parton shower performs poorly. We return to this

function in Section 1.2.4 and Chapter 3.

1.2.3 The Dipole Shower in Herwig7

The dipole shower formulation of parton showers, in which radiation is emitted from

pairs of colour-connected partons in 2 → 3 splittings, was first used in Ref. [94].
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Dipole showers based on the CS dipole subtraction terms were first suggested in

Refs. [95, 96] and the first implementations are described in Refs. [97, 98]. The

implementation in Herwig7 is described in Refs. [78,79].

Much of the work in this thesis is based around the development of the dipole

shower in Herwig7, therefore we take this opportunity to provide details of the

dipole shower that are important in later chapters. We first describe the construction

of the initial conditions of the dipole shower, following which we consider the splitting

kernels used in the shower. Prior to the work described in Section 2.3 the dipole

shower could not handle the decays of unstable particles, therefore in this outline we

consider only the shower evolution of the hard process. Much of what is discussed in

this section is also applicable to the showering of secondary interactions. Following

a description of the shower evolution of the hard process, we outline the procedure

that follows the completion of the shower evolution in order to prepare the event for

the next step, i.e. hadronization.

The process is first assigned colour-flow information in the large-NC limit which

is used to sort the external partons into colour singlets. To do this we make use of

the fact that a colour singlet is ‘simply connected’, that is any parton in a colour

singlet can be reached from another parton in the same singlet by following colour

lines and changing from a colour line to an anti-colour line when an external gluon

is encountered.

The partons in each colour singlet are sorted into a sequence in which colour-

connected partons are located in neighbouring positions. Each pair of neighbouring

colour-connected partons corresponds to two dipoles and the sorted colour singlet

sequences are known as ‘dipole chains’. Dipole chains are the structures that are

independently evolved from the starting value of the ordering scale to the IR cutoff.

As described in Section 1.1.3, each dipole consists of an emitter and a spectator.

The emitter is the parton that branches while the spectator is inherent to the

treatment of soft divergences in the dipole shower. Momentum conservation is

enforced in each splitting and in some cases the spectator is used to absorb the
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recoil momentum. Dipoles are identified by the configuration of the emitter and

spectator and there are four such configurations in the treatment of hard processes

and secondary interactions. Final-final and final-initial dipoles consist of a final-state

emitter with a final-state and initial-state spectator, respectively, while initial-final

and initial-initial dipoles consist of an initial-state emitter with a final-state and an

initial-state spectator, respectively.

The evolution scale used in the dipole shower is the transverse momentum of

the radiated parton relative to the emitter. This choice takes into account QCD

coherence effects [99] and simplifies matching to NLO hard process calculations,

discussed in Section 1.2.4. The initial value of the evolution scale is the hard veto

scale Q⊥.

The splitting kernels used in the dipole shower are the spin-averaged Catani-

Seymour dipole kernels, each of which is expressed in terms of two ‘dipole splitting

variables‘ defined in Refs. [60, 64]. The azimuthal angle of the branching plane,

defined in some frame, is also required to fully define the kinematics of a splitting.

As the spin-averaged, or equivalently the azimuthally-averaged, splitting kernels

are used, the azimuthal angle is generated according to a uniform distribution. In

Chapter 4 the implementation of spin correlations in the dipole shower is described

in which spin-dependent splitting kernels are used to generate the azimuthal angle

of the branching.

The colour-dependence in the CS subtraction terms, e.g. in Eq. (1.1.31), is

contained in the colour-charge operators. These colour-charge operators are used

to define which partons are considered to be colour-connected in the large-NC limit.

In particular, for a splitting from a quark or antiquark ĩj, the colour-connected

spectator parton k is defined to be that for which

− Tk · Tij
T 2
ij

→ 1 +O
(

1
N2

C

)
, (1.2.18)

in the large-NC limit, where Tij and Tk are the colour-charge operators associated
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with ĩj and k. Similarly, if ĩj is a gluon, the spectator parton is that for which

− Tk · Tij
T 2
ij

→ 1
2 +O

(
1
N2

C

)
. (1.2.19)

in the large-NC limit. Given that we use the spin-averaged dipole splitting kernels,

the squared Born ME and the distribution that describes the real-emission process

in Eq. (1.1.31), i.e. the branching probability used in the dipole shower, completely

factorise in the large-NC limit.

With the initial conditions set, the showering of the process proceeds using the

veto algorithm. As long as the set of dipole chains to be evolved is not empty the

dipole shower proceeds by selecting a chain to evolve, referred to as the ‘current chain’.

All possible splittings from all of the dipoles in the current chain are considered to

be in competition, therefore all of these possible splittings are trialled. The trialled,

non-vetoed, splitting with the largest transverse momentum is chosen.

A splitting erases those dipoles which contained the emitter and produces new

dipoles which contain the splitting products. If the selected splitting was a g → qq̄

splitting then the structure of the current dipole chain changes due to the colour

structure of this splitting. In the case that the current dipole chain breaks up into

two independent chains, the newly produced chain is added to the list of chains to

be evolved.

The evolution of the current chain now continues until no trial splittings are

generated with a scale above the IR cutoff. The current chain is removed from the

set of chains to be evolved and the shower algorithm continues with the next chain.

The showering of the hard process terminates once all of the dipole chains have been

evolved.

The partons outgoing from the hard process are now reshuffled from their per-

turbative mass-shell onto their respective ‘constituent mass’-shell as required by the

cluster hadronization model. The value of the constituent mass for each parton is

set by tuning the hadronization model to data. The final-state partons are reshuffled

using the method described in Ref. [100], whereby their three-momenta are rescaled



1.2. Monte Carlo Event Generators 46

by a factor ξ, obtained by solving

∑
i

√
p2
i +m2

i =
∑
i

√
ξ2p2

i +M2
i , (1.2.20)

where pi, mi and Mi are the three-momentum, pole mass and constituent mass,

respectively, of the ith outgoing parton and the sum runs over all final-state partons.

1.2.4 NLO Matching in Herwig7

Our discussion of parton showers so far is sufficient to perform the parton shower

evolution of a hard process that has been simulated according to a LO ME, this is

a ‘LO simulation’. In this case a specific subprocess, e.g. a particular configuration

of external particle flavours, must be chosen for the hard process and the initial

conditions of the shower are set from this process as discussed in Section 1.2.2. The

starting value of the evolution scale in the parton shower is chosen to avoid issues

of double counting.

LO simulations have traditionally been the standard approach to MC event

generation, however the increasing precision of experimental measurements over

time has demanded an increase in the precision of MC simulations. Parton showers

produce an accurate description of soft and collinear emissions, however they provide

a poor description of hard radiation which, instead, requires full ME calculations to

provide an accurate description. In this section we consider some of the techniques

used to describe the hardest emission from a hard process according to the full

real-emission ME and to then use a parton shower to generate softer emissions to

produce an exclusive final state.

The difficulty in achieving this lies in avoiding double-counting, i.e. over- or under-

populating, regions of phase space that are populated by both the real-emission ME

and the parton shower. For simple processes, it has been possible to describe the first

emission according to the full real-emission ME for a long time [101–104], however

in this approach the real-emission ME correction is applied to the event shape only

and the inclusive cross section is described only to LO accuracy.
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More recently ‘NLO-matching’ techniques have been developed which enable MC

simulations in which the inclusive cross section is computed to NLO accuracy in

QCD, the hardest emission from the Born process is described by the real-emission

ME and the exclusive final-state is determined using the parton shower. The first

widely-used NLO-matching procedures to be developed were the MC@NLO [6,105],

and POWHEG [7, 8] methods. Variants of both of these methods, referred to as

MC@NLO-type and POWHEG-type matching schemes, respectively, are implemen-

ted in the Matchbox module in Herwig7.

In Chapter 3 we discuss the uncertainties on predictions made using the NLO-

matching schemes in Matchbox. In this section we therefore describe these al-

gorithms [106,107]. We first outline the factors common to the description of both

matching schemes. This is followed by separate descriptions of the implementation

of the MC@NLO-type and POWHEG-type matching schemes in Matchbox.

NLO Matching Generalities

We first make explicit the relations between the m-particle, (m + 1)-particle and

single-particle emission phase spaces, introduced in Section 1.1.3. We associate with

the Born process an m-particle phase-space point

φm ≡ {p1, . . . , pm}, (1.2.21)

where pn is the momentum of the nth particle outgoing from the Born process. Any

dipole i in the Born process can radiate a parton. Such an emission process is

parameterised by three splitting variables φ(i)
1 such that the corresponding (m+ 1)-

particle phase-space point can be written

Φ(i)
m+1

(
φm, φ

(i)
1

)
≡
{
q

(i)
1

(
φm, φ

(i)
1

)
, . . . , q

(i)
m+1

(
φm, φ

(i)
1

)}
, (1.2.22)

where qn is the momentum of the nth particle outgoing from the real-emission process.

We also define the inverse mapping from the (m+ 1)-particle phase-space point

φm+1 ≡ {q1, . . . , qm+1}, (1.2.23)
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to the m-particle phase-space point Φ(i)
m (φm+1) and corresponding splitting variables

φ̃
(i)
1 ≡ φ̃

(i)
1 (φm+1) associated with each dipole of the underlying Born process.

The above mappings indicate two factorisations of the (m + 1)-particle phase-

space element. Starting from a (m+1)-particle phase-space point, the corresponding

phase-space element dφm+1 factorises as

dφm+1 = dφmdφ(i)
1 |φm=Φ(i)

m (φm+1), φ(i)
1 =φ̃(i)

1
. (1.2.24)

Starting from a m-particle phase-space point, the (m + 1)-particle phase-space

element associated with the (m + 1)-particle phase-space point produced by an

emission from the dipole i is

dφm+1|φm+1=Φ(i)
m+1(φm,φ(i)

1 ) = dφmdφ(i)
1 . (1.2.25)

In both of these expressions an associated Jacobian factor is implicitly included in

the phase-space element dφ(i)
1 .

In order to discuss NLO matching techniques we introduce an arbitrary observable

O (φN), defined on a phase-space point φN . We consider the NLO cross section in

Eq. (1.1.15) and define the contributions to the observable O from the Born, virtual-

emission and real-emission cross sections

dσLO[O] = dφmB (φm)O (φm) , (1.2.26)

dσV+A[O] = dφm
[
V (φm) +

∫
1

dφ1A (φm+1)
]
O (φm) , (1.2.27)

dσR−A[O] = dφm+1

[
R (φm+1)O (φm+1)−

∑
i

A(i) (φm+1)O
(
Φ(i)
m (φm+1)

)]
, (1.2.28)

respectively, where the counterterm in the real-emission contribution has been re-

written as a sum over the dipoles indexed by i. The expected value of the observable,

calculated to NLO accuracy, is given by

〈O〉NLO =
∫

dσLO[O] +
∫

dσV+A[O] +
∫

dσR−A[O]. (1.2.29)

It is not immediately obvious how to proceed from Eqs. (1.2.26)-(1.2.28) and

Eq. (1.2.29) to MC event generation. In particular in the first term of Eq. (1.2.28)
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the observable is defined on the (m + 1)-particle phase space while in the second

term it is defined on the m-particle phase space. A naive first attempt at MC

event generation would be to generate Born configurations according to the cross

section corresponding to the sum of Eq. (1.2.26), Eq. (1.2.27) and the second term

of Eq. (1.2.28) and to generate real-emission configurations according to the first

term of Eq. (1.2.28). This approach suffers from the presence of divergences in both

of these cross sections.

We introduce an additional subtraction term given by the cross section that

corresponds to the O(αS) term in the expansion of the action of a parton shower

from the Born process. The contribution of this cross section to the observable O is

dσPS (i)
M [O] = dφm+1Q(i)

M (φm+1)
(
O (φm+1)−O

(
Φ(i)
m (φm+1)

))
, (1.2.30)

where

Q(i)
M (φm+1) = B (φm)Q(i)

M (φm+1)κ
(
Q⊥ (φm+1) , pT

(
φ

(i)
1

))
, (1.2.31)

where κ
(
Q⊥ (φm+1) , pT

(
φ

(i)
1

))
is the profile scale introduced in Section 1.2.2 and

Q
(i)
M (φm+1) is a function that describes the first shower emission from the Born

process, e.g. a shower splitting kernel. The choice of the function Q(i)
M (φm+1) defines

the NLO-matching scheme, M. In the matching procedure the profile scale plays

the role of the smoothing functions suggested in Ref. [6] to ‘smooth’ the matching

between the hard process and parton shower in the MC@NLO matching method.

Eq. (1.2.30) includes two contributions, O (φm+1) and O
(
Φ(i)
m (φm+1)

)
, to the

observable, which correspond to the emission and no-emission contributions from

the parton shower, respectively. Upon integration over phase space the contribution

of these terms to the inclusive cross section vanishes, this is a consequence of parton

shower unitarity. We now have the ingredients required to construct the MC@NLO-

type and POWHEG-type matching schemes implemented in Matchbox.
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MC@NLO-type Matching

The subtraction term in MC@NLO-type matching schemes is constructed by finding

the parton shower approximation to a given real-emission process, i.e. we have an

(m + 1)-particle phase-space point and need to find the corresponding m-particle

phase-space point and shower emission. We use the parton shower splitting kernel

Q
(i)
MC@NLO (φm+1) = Q

(i)
MC@NLO

(
Φ(i)
m (φm+1) , φ̃(i)

1

)
= P (i)

(
φ̃

(i)
1

)
. The contribution to

the observable O from the full subtraction cross section is

dσsub
MC@NLO[O] =

∑
i

dσPS (i)
MC@NLO[O] θ

(
q(i) (φm+1)− µ

)
, (1.2.32)

where θ
(
q(i) (φm+1)− µ

)
enforces the IR cutoff implemented in parton showers and

q(i) is the scale of the shower emission from dipole i.

The expectation value of O is now

〈O〉NLO, sub
MC@NLO =

∫
dσNLO[O]−

∫
dσsub

MC@NLO[O]. (1.2.33)

In practice a MC event generator produces a hard process and showers it without

regard to any specific observable. We consider the observable O to enable us to

describe the matching method and to separate the contributions to the cross section

according to their association with the observable defined on m-particle states and

(m+ 1)-particle states. These correspond to two types of events; S-events which are

in the Born configuration and H-events which are real-emission processes.

We require that these contributions to the cross section are separately finite,

however this is not currently the case as there are remaining infrared divergences

due to the cutoff on the parton shower contributions. An auxiliary cross section

is therefore required that cancels these divergences. In Matchbox the CS dipole

subtraction terms are used to construct this additional contribution

dσaux[O] = dφm+1
∑
i

A(i) (φm+1) θ
(
µ− q(i) (φm+1)

) (
O (φm+1)−O

(
Φ(i)
m (φm+1)

))
.

(1.2.34)

If the observable is fully inclusive, this subtraction term, and the parton shower
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subtraction term in Eq. (1.2.32), integrate to exactly zero. If, however, cuts are

applied to the m-parton or (m+ 1)-parton process, these subtraction terms give rise

to contributions that are proportional to the shower cutoff scale.

Finally the expectation value of O is

〈O〉MC@NLO =
∫

dσNLO[O]−
∫

dσsub
MC@NLO[O]−

∫
dσaux[O]. (1.2.35)

The corresponding cross section is given by

dσMC@NLO = dσMC@NLO
S + dσMC@NLO

H (1.2.36)

where

dσMC@NLO
S = dφm

[
B (φm) + V (φm) +

∫
1

dφ1A (φm+1)
]

(1.2.37)

+ dφm+1
∑
i

[
Q(i)

MC@NLO (φm+1) θ
(
q(i) (φm+1)− µ

)
−A(i) (φm+1)

(
1− θ

(
µ− q(i) (φm+1)

))]
,

dσMC@NLO
H = dφm+1

[
R (φm+1)−

∑
i

Q(i)
MC@NLO (φm+1) θ

(
q(i) (φm+1)− µ

)
(1.2.38)

−
∑
i

A(i) (φm+1) θ
(
µ− q(i) (φm+1)

)]
.

In MC@NLO-type matching a MC event generator produces m-particle hard pro-

cesses, S-events, according to the distribution defined by dσS, and it produces (m+1)-

particle hard processes, H-events, according to the distribution defined by dσH. The

initial conditions for the parton shower are constructed from the hard process and

the process is showered.

POWHEG-type Matching

POWHEG-type matching schemes are characterised by their use of a ME-corrected

hardest first emission from the Born process, i.e. in S-events. In particular, for the

first emission from S-events, the splitting kernels in the parton shower are replaced
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by a ratio of real-emission and Born MEs. In this way the first emission is generated

according to the real-emission ME correction, suppressed by the modified ‘POWHEG

Sudakov form factor’.

The function Q(i)
POWHEG

(
φm, φ

(i)
1

)
is

Q
(i)
POWHEG

(
φm, φ

(i)
1

)
=

w(i)
(
Φ(i)
m+1

(
φm, φ

(i)
1

))
∑
j w(j)

(
Φ(i)
m+1

(
φm, φ

(i)
1

))R
(
Φ(i)
m+1

(
φm, φ

(i)
1

))
B (φm) , (1.2.39)

where the w(i) are weights, in practice the eikonal factors used in the CS dipole

subtraction method in Eq. (1.1.17), that separate out the different singular regions

i of the real-emission phase space. This expression, which describes a ME-corrected

hardest shower emission, is used to construct the function Q(i)
POWHEG (φm, φ1) in

Eq. (1.2.31).

The total contribution to the observable O from the corresponding subtraction

terms is

dσsub
POWHEG[O] =

∑
i

dσPS (i)
POWHEG[O]. (1.2.40)

Including this contribution, the expectation value of O is

〈O〉NLO, sub
POWHEG =

∫
dσNLO[O]− dσsub

POWHEG[O].

We write the corresponding cross section as

dσPOWHEG = dσPOWHEG
S + dσPOWHEG

H , (1.2.41)

where

dσPOWHEG
S = dφm

[
B (φm) + V (φm) +

∫
1

dφ1A (φm+1)
]

(1.2.42)

+ dφm+1
∑
i

[
Q(i)

POWHEG (φm, φ1)−A(i) (φm+1)
]
,

dσPOWHEG
H = dφm+1

[
R (φm+1)−

∑
i

Q(i)
POWHEG (φm, φ1)

]
. (1.2.43)

These two expressions are separately finite.

In the POWHEG-type matching scheme in Matchbox m-particle hard processes
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are generated according to the distribution defined by dσS, these are S-events, and

(m+ 1)-particle hard processes are generated according to the distribution defined

by dσH, these are H-events. In S-events a real-emission ME correction is applied to

the hardest shower emission as described at the beginning of this section.

The original POWHEG method [7, 8] is obtained by setting the profile scale

equal to one. With this choice only S-events are produced.



Chapter 2

The Treatment of Massive Quarks

in Dipole Showers

In this chapter we discuss the treatment of massive quarks in the Herwig7 dipole

shower. We use the term ‘massive dipole’ to refer to any dipole that includes a

massive particle or that splits into one or more massive particles. We use the term

‘massless dipole’ to refer to any dipole that includes only massless particles and splits

into only massless particles.

We first consider the treatment of massive quarks in production processes. The

dipole shower cannot treat incoming massive partons so we only consider final-state

massive partons. As such there are three types of massive dipole that are relevant:

final-final, final-initial and initial-final dipoles.

The treatment of massless partons in the dipole shower is described in Ref. [78]. A

later development to include massive quarks, based on the implementation described

in Ref. [97], is documented in Ref. [108]. In this implementation the formulation of the

kinematics used to describe splittings, splitting kinematics, from massive dipoles had

several shortcomings. In Section 2.1 we present a revised set of splitting kinematics

for each of the massive dipoles. This revision includes a full reformulation of the

kinematics used to describe splittings from massive final-final dipoles. In Section 2.2

we present results that demonstrate the improvements in the treatment of massive
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partons.

In the second part of this chapter, Section 2.3, we consider the treatment of

decays of coloured particles in the dipole shower. The decay of a coloured particle,

such as a top quark, produces a new type of dipole that is not discussed in the

first part of this chapter. These dipoles consist of the coloured particle incoming

to the decay and a colour-connected particle outgoing from the decay. Prior to this

work there was no treatment for the decays of coloured particles implemented in the

dipole shower. We therefore provide a full description here, including tests of the

new implementation.

2.1 The Splitting Kinematics for Massive

Dipoles

In the previous treatment of splittings from final-final and initial-final dipoles with a

massive spectator, the definition of the transverse momentum of the emitted parton

was not equal to the ordering variable. This is addressed for splittings from final-

final dipoles in Section 2.1.3 through a reformulation of the splitting kinematics

which takes advantage of the implementation of the dipole shower. The issues in the

description of splittings from initial-final dipoles are addressed in the formulation

presented in Section 2.1.2.1

In addition there were neglected mass-dependent terms in the expressions for the

single-particle emission phase space required to express the branching probabilities

for splittings from each of the massive dipoles. We therefore also present the split-

ting kinematics for final-initial dipoles and we derive the correct expression for the

branching probability for each of the dipoles.

In this section we present a complete record of the splitting kinematics used to

describe splittings from massive final-final, final-initial and initial-final dipoles in the

1The expressions for the momenta of the partons following a splitting given in Ref. [108]
and Section 2.1.2 are the same, however the remainder of the formulation used in the previous
implementation was not included in Ref. [108].
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dipole shower. We note that the splitting kinematics agree, in the massless limit,

with those presented in Ref. [78] and are given in a covariant formulation, that is they

are written in terms of other physical momenta and as such are frame-independent

and are not constructed in a component-wise fashion. In order to be consistent, a

formulation written in terms of the relevant dipole splitting variables is given in each

case. These improved splitting kinematics were first included in Herwig 7.1.

In practice in the dipole shower we do not directly generate the dipole splitting

variables but instead generate the transverse momentum, pT, and light-cone mo-

mentum fraction, z. These are the variables used in the quasi-collinear Sudakov

parameterisation of splitting momenta, i.e. the momenta of the partons involved in

a splitting following the splitting. This is the parameterisation used in the angular-

ordered shower in Herwig7 and is intended to enable comparisons between the

angular-ordered and dipole parton showers.

In the quasi-collinear Sudakov parameterisation of the splitting momenta, de-

scribed briefly in Section 1.1.3, we choose a light-like vector n to define the collinear

direction of the splitting. In a splitting from a final-state parton with momentum

p̃ij, the momentum of the emitted parton is

qj = (1− z)p̃ij +
m2
j − (1− z)2m2

ij + p2
T

2p̃ij · n(1− z) n− kT, (2.1.1)

where kT is the space-like transverse momentum vector which satisfies k2
T = −p2

T

and kT · p̃ij = kT · n = 0. In the case of a splitting from a massless parton with

momentum qa incoming from a hadron, the momentum of the emitted parton is

qj = (1− z)qa + p2
T

2qa · n(1− z)n− kT, (2.1.2)

where kT satisfies kT · qa = kT · n = 0. Given that the dipole splitting kernels are

expressed in terms of the dipole splitting variables, we require mappings between

the variables pT and z and the dipole splitting variables for each type of dipole.

In order to fully define the vector kT we also require its azimuthal angle, φ,

specified in a frame appropriate to the dipole under consideration. We use the
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centre-of-momentum frame of a final-final dipole and the Breit frame in the case of

a final-initial or initial-final dipole. In both cases we choose that the emitter lies

along the positive z-axis. In this frame the transverse momentum vector is written,

kT = (0, pT cosφ, pT sinφ, 0). As the dipole splitting kernels are spin-averaged, φ

is generated according to a uniform distribution. In Chapter 4 we include spin

correlations between splittings in the dipole shower, in which case the azimuthal

angle for each splitting is generated according to helicity-dependent splitting kernels.

In the following subsections, for each type of dipole, we first state the definitions

of the dipole splitting variables in terms of physical momenta and we give the four-

momentum quantity that is conserved in splittings from the given dipole. In the

original specification of the kernels in Refs. [60,64], the momenta of the emitter and

spectator partons that make up the dipole, dipole momenta, are expressed in terms

of the momenta of the partons following the splitting. We give expressions for the

splitting momenta, written in terms of the dipole splitting variables, which satisfy

these expressions for the dipole momenta. Following this we provide expressions for

the dipole splitting variables in terms of pT and z as required for the evaluation of

the dipole splitting kernels.

We must also consider the available phase space for an emission from the dipole.

To enable efficient sampling of the variables pT and z we rewrite the limits on the

dipole splitting variables given in Refs. [60, 64] as limits on pT and z. Finally we

consider the differential branching probability and express the phase-space integral

in terms of pT and z.

We have stated that in Section 2.1.3 we present a new formulation for the splitting

kinematics for emissions from final-final dipoles. The splitting momenta for a given

dipole are fully defined by the momentum conservation requirement for that dipole,

the required form for the dipole momenta, the azimuthal angle of the transverse

momentum component and the dipole splitting variables. To show this we consider

a splitting from a dipole following which three momenta need to be determined,

the momenta of the emitter, the spectator and the emitted parton. Given that we
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know the mass of each of these partons this system contains nine degrees-of-freedom.

These are the energy, polar angle and azimuthal angle of each parton.

The momentum conservation requirement, written as an equation in terms of the

dipole momenta and the splitting momenta, removes four degrees-of-freedom. We

consider the splitting in an appropriate frame, chosen according to the type of dipole

as described earlier in this section, in which the emitter lies along the positive z-axis.

It is implicit that the spectator must lie along the negative z-axis. The requirement

on the dipole momenta specifies that, in the given frame, either the spectator or

emitter parton absorbs only longitudinal recoil momentum in the splitting. As such

the azimuthal and polar angles of this parton following the splitting are both zero.

There are three remaining degrees-of-freedom. One is the azimuthal angle of

the transverse momentum component of the emitted parton in the chosen frame

and the remaining two are specified by the dipole splitting variables. Independently

of the formulation used, a given configuration of the splitting momenta therefore

corresponds to a particular value of the dipole splitting kernel.

2.1.1 Final-Initial Dipoles

The final-initial dipole is the simplest of the massive dipoles as it necessarily involves

a massless spectator. Additional details of the derivation of the results in this section

are given in App. A.1.

Splitting Kinematics

We consider a splitting from a massive final-initial dipole. The momenta of the

emitter and spectator prior to the splitting are p̃ij and p̃b respectively, while the

momenta of these partons following the splitting are qi and qb respectively. The

momentum of the emitted parton is qj. The masses of the emitter prior to the

splitting, the emitter following the splitting and the emitted parton are mij, mi and

mj, respectively.

The final-initial dipole splitting kernels are written in terms of the dipole splitting
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variables zi and xij,b, where

zi = qi · qb
(qi + qj) · qb

, (2.1.3)

xij,b =
qi · qb + qj · qb − qi · qj + 1

2

(
m2
ij −m2

i −m2
j

)
(qi + qj) · qb

. (2.1.4)

We define the conserved momentum transfer

Q = p̃ij − p̃b = qi + qj − qb, (2.1.5)

and the invariant

sij,b = 2p̃ij · p̃b. (2.1.6)

We require that the dipole momenta can be written as

p̃b = xij,b qb, (2.1.7)

p̃ij = qi + qj − (1− xij,b)qb. (2.1.8)

We could use a straightforward quasi-collinear Sudakov parameterisation of the split-

ting momenta, simply defining the light-like vector n in Eq.(2.1.1) as the momentum

of the spectator parton. Instead, to be consistent with the formulations presented

for the other dipoles, we choose to present a formulation written in terms of the

dipole splitting variables. The momenta of the partons following the splitting are

qb = 1
xij,b

p̃b, (2.1.9)

qi = zip̃ij +
[
(1− zi)

(
1− xij,b
xij,b

)
+ 1
sij,b

(
m2
i −m2

j + (1− 2zi)m2
ij

)]
p̃b + kT, (2.1.10)

qj = (1− zi)p̃ij +
[
zi

(
1− xij,b
xij,b

)
+ 1
sij,b

(
−m2

i +m2
j − (1− 2zi)m2

ij

)]
p̃b − kT.

(2.1.11)

The dipole splitting variable zi is identical to the variable z. The dipole splitting

variable xij,b is written in terms of z and pT as

xij,b =
[
1 +

p2
T + (1− z)m2

i + zm2
j − z(1− z)m2

ij

sij,bz(1− z)

]−1

. (2.1.12)
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Emission Phase-Space Limits

The upper limit on xij,b is

xij,b,+ = sij,b
sij,b −m2

ij + (mi +mj)2 . (2.1.13)

The momentum of the incoming proton is P and the proton momentum fraction

carried by the spectator prior to the splitting is xs. We can write

qb = 1
xij,b

p̃b = 1
xij,b

(xsP ) < P, (2.1.14)

such that we find the lower limit on xij,b to be

xij,b,− = xs. (2.1.15)

Starting from the inequality xij,b > xs we derive an upper limit on the transverse

momentum

p2
T,max =

s′ij,b
4 λ

(
1, m

2
i

s′ij,b
,
m2
j

s′ij,b

)
, (2.1.16)

where λ is the standard Kallen function, λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc,

and for convenience we have defined the modified invariant

s′ij,b = sij,b

(1− xs
xs

)
+m2

ij. (2.1.17)

The limits on z, or equivalently zi, are derived from the same inequality and can be

written as

z± = zi,± = 1
2

1 +
m2
i −m2

j

s′ij,b
±

√√√√λ(1, m
2
i

s′ij,b
,
m2
j

s′ij,b

)√√√√1− p2
T

p2
T,max

 . (2.1.18)

Branching Probability

The spin-averaged dipole splitting kernel that describes a splitting from a massive

final-initial dipole is 〈V b
ij (zi, xij,b)〉 where i is the emitter following the splitting, j is

the emitted parton and b is the initial-state spectator. The branching probability
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for such a splitting is

dP = 1
(qi + qj)2 −m2

ij

1
xij,b

fb(xs/xij,b)
fb(xs)

〈V b
ij (zi, xij,b)〉dqj, (2.1.19)

where fb(x) is the PDF of the incoming spectator evaluated at momentum fraction

x, and the single-particle emission phase-space element, dqj, is expressed in terms

of the dipole splitting variables as

dqj = 1
16π2 2p̃ij · qbdzidxij,b

dφ
2π . (2.1.20)

As we consider spin-averaged splitting kernels, the azimuthal angle is averaged over

and we do not include it explicitly in the remainder of this discussion.

Expanding the terms in Eq. (2.1.19) we can write the branching probability as

dP = 1
16π2

fb(xs/xij,b)
fb(xs)

〈V b
ij (zi, xij,b)〉

1
xij,b(1− xij,b)

dzidxij,b, (2.1.21)

where we can express the phase-space integral in terms of pT and z using the

replacement

dzidxij,b
xij,b(1− xij,b)

→
[

p2
T

p2
T + (1− z)m2

i + zm2
j − z(1− z)m2

ij

]
dp2

T
p2

T
dz. (2.1.22)

2.1.2 Initial-Final Dipoles

The description of a splitting from a massive initial-final dipole is complicated by the

presence of a massive spectator. A detailed derivation of the results in this section

is provided in App. A.2.

Splitting Kinematics

We consider a splitting from a massive initial-final dipole. The momenta of the

emitter and spectator prior to the splitting are p̃aj and p̃k respectively, while the

momenta of these partons following the splitting are qa and qk respectively. The

momentum of the emitted parton is qj and the mass of the spectator is mk.

The initial-final dipole splitting kernels are written in terms of the dipole splitting
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variables uj and xjk,a, where

uj = qa · qj
(qj + qk) · qa

, (2.1.23)

xjk,a = qa · qj + qa · qk − qj · qk
(qj + qk) · qa

. (2.1.24)

We define the conserved momentum transfer

Q = p̃k − p̃aj = qj + qk − qa, (2.1.25)

and invariant

saj,k = 2p̃aj · p̃k. (2.1.26)

We require that the dipole momenta can be written as

p̃aj = xjk,aqa, (2.1.27)

p̃k = qj + qk − (1− xjk,a)qa. (2.1.28)

This specification requires that the momentum of the spectator following the splitting

must include a contribution from the transverse momentum vector. This is in contrast

to the case of splittings from final-initial and final-final dipoles in which the spectator

is used only to absorb longitudinal recoil through a simple rescaling of its momentum.

The momenta of the partons following the splitting are

qa = 1
xjk,a

p̃aj, (2.1.29)

qj =
[(

1− xjk,a
xjk,a

)
(1− uj)− 2uj

m2
k

saj,k

]
p̃aj + uj p̃k − kT, (2.1.30)

qk =
[(

1− xjk,a
xjk,a

)
uj + 2uj

m2
k

saj,k

]
p̃aj + (1− uj)p̃k + kT. (2.1.31)

The dipole splitting variables uj and xjk,a are expressed in terms of z and pT as

uj = xjk,a

(
r

1− z

)
, (2.1.32)

xjk,a = 1

2r
(

1− m2
k

saj,k

)(1− z + r)
1−

√√√√1− 4r
(

1− m2
k

saj,k

)
z(1− z)

(1− z + r)2

 , (2.1.33)
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where for convenience we have defined r = p2
T/saj,k.

Emission Phase-Space Limits

The limits on uj are

uj,− = 0, (2.1.34)

uj,+ = 1− xjk,a
1− xjk,a

(
1− m2

k

saj,k

) , (2.1.35)

and the upper limit on xjk,a is

xjk,a,+ = 1. (2.1.36)

Following an analogous argument to that used to derive xij,b,− in Eq. (2.1.15) we

find the lower limit on xjk,a to be

xjk,a,− = xe, (2.1.37)

where xe is the proton momentum fraction carried by the emitter prior to the

splitting.

From the inequality xjk,a > xe we derive an upper limit on the transverse mo-

mentum

p2
T,max =

s′aj,k
2

4

[
1

m2
k + s′aj,k

]
, (2.1.38)

where for convenience we have defined the rescaled invariant

s′aj,k = saj,k

(1− xe
xe

)
. (2.1.39)

The limits on z, derived from the same inequality, are

z± = 1
2

(1 + xe)± (1− xe)
√√√√1− p2

T
p2

T,max

 . (2.1.40)

Branching Probability

The spin-averaged dipole splitting kernel that describes a splitting from a massive

initial-final dipole is 〈V aj
k (uj, xjk,a)〉 where a is the initial-state emitter following the
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splitting, j is the emitted parton and k is the final-state spectator. The branching

probability for such a splitting is

dP = 1
2qa · qj

1
xjk,a

fa(xe/xjk,a)
f̃aj(xe)

〈V aj
k (uj, xjk,a)〉dqj, (2.1.41)

where f̃aj(x) and fa(x) are the PDFs of the incoming emitter before and after

the splitting respectively, evaluated at momentum fraction x. The single-particle

emission phase-space element is expressed in terms of the dipole splitting variables

as

dqj = 1
16π2 2qa · p̃kdujdxjk,a

dφ
2π . (2.1.42)

Again the azimuthal angle is averaged over.

Expanding the terms in Eq. (2.1.41) we can write the branching probability as

dP = 1
16π2

fa(xe/xjk,a)
f̃aj(xe)

〈V aj
k (uj, xjk,a)〉

1
uj

1
xjk,a

dujdxjk,a, (2.1.43)

where we can express the phase-space integral in terms of pT and z using the

replacement

1
uj

1
xjk,a

dujdxjk,a →
[
uj + xjk,a − 2ujxjk,a

(
1− m2

k

saj,k

)]−1 dp2
T

p2
T

dz. (2.1.44)

2.1.3 Final-Final Dipoles

As for the initial-final dipole, the case of the final-final dipole is complicated by the

presence of a massive spectator parton, while the masses of the other partons in the

splitting further complicate the expressions involved. We first provide expressions

for the splitting momenta written in terms of the dipole splitting variables. The

derivation of these results is described in App. A.3.1. Due to the complexity of the

expressions involved, this formulation of the splitting kinematics is not convenient

for implementation in the dipole shower.

We instead construct the splitting kinematics using a modified quasi-collinear

Sudakov parameterisation written in terms of pT and z and find mappings to the

dipole splitting variables starting from these variables. The derivation of these results
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is described in detail in App. A.3.2.

Another formulation of the splitting momenta for final-final dipoles is described

in Ref. [109]. This formulation is similar to that presented here, however it differs

in the definition of the splitting momenta and the variables used.

Splitting Kinematics

We consider a splitting from a massive final-final dipole. The momenta of the emitter

and spectator prior to the splitting are p̃ij and p̃k respectively, while the momenta of

these partons following the splitting are qi and qk, respectively. The momentum of

the emitted parton is qj. The masses of the emitter prior to the splitting, the emitter

following the splitting and the emitted parton are mij, mi and mj, respectively, and

the mass of the spectator is mk.

The final-final dipole splitting kernels are written in terms of the dipole splitting

variables zi and yij,k, where

zi = qi · qk
(qi + qj) · qk

, (2.1.45)

yij,k = qi · qj
qi · qj + qi · qk + qj · qk

. (2.1.46)

The total momentum of the dipole

Q = p̃ij + p̃k = qi + qj + qk, (2.1.47)

is conserved in the splitting and its self-product is s = Q2.

We require that the dipole momenta can be written as

p̃ij = Q− p̃k, (2.1.48)

p̃k =

√
λ(s,m2

ij,m
2
k)√

λ(s, (qi + qj)2,m2
k)

(
qk −

Q · qk
s

Q
)

+
s+m2

k −m2
ij

2s Q. (2.1.49)

This requirement is satisfied by

qi = AiQ+Biv‖ + kT, (2.1.50)

qj = AjQ+Bjv‖ − kT, (2.1.51)

qk = AkQ+Bkv‖, (2.1.52)
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where

Ai = 1
s

[
m2
i + s̄

2 (yij,k + zi(1− yij,k))
]
, (2.1.53)

Aj = 1
s

[
m2
j + s̄

2 (1− zi(1− yij,k))
]
, (2.1.54)

Ak = 1
s

[
m2
k + s̄

2(1− yij,k)
]
, (2.1.55)

Bi = 1
Bk

(
sAiAk −

s̄

2zi(1− yij,k)
)
, (2.1.56)

Bj = 1
Bk

(
sAjAk −

s̄

2(1− zi)(1− yij,k)
)
, (2.1.57)

Bk = −
√

1
s

(
m2
k + s̄

2(1− yij,k)
)2
−m2

k , (2.1.58)

where the invariant s̄ is

s̄ = s−m2
i −m2

j −m2
k, (2.1.59)

and the four-vector v‖ is

v‖ = −
√√√√ 4s
λ(s,m2

k,m
2
ij)

(
p̃k −

Q · p̃k
s

Q
)
. (2.1.60)

While it is straightforward to write an expression pT = pT(zi, yij,k), it is considerably

more complicated to construct expressions for the dipole splitting variables in terms

of pT and z starting from the above expressions.

We consider an alternative formulation in which we take advantage of the imple-

mentation of the dipole shower to write the splitting momenta in terms of pT and z

using a modified quasi-collinear Sudakov parameterisation. We introduce light-like

vectors, nij and nk, to define a collinear direction. These vectors are required to

satisfy

n2
ij = n2

k = kT · nij = kT · nk = 0, (2.1.61)

2nij · nk ≡ sij,k, (2.1.62)

and relate to the momenta of the emitter and spectator as

nij =
s2
ij,k

s2
ij,k −m2

ijm
2
k

(
p̃ij −

m2
ij

sij,k
p̃k

)
, (2.1.63)
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nk =
s2
ij,k

s2
ij,k −m2

ijm
2
k

(
p̃k −

m2
k

sij,k
p̃ij

)
, (2.1.64)

where the invariant quantity sij,k is derived by solving n2
ij = 0, or n2

k = 0, giving

sij,k = 1
2
(
s−m2

ij −m2
k +

√
λ(s,m2

ij,m
2
k)
)
. (2.1.65)

We introduce two scaling parameters, xij and xk, and construct the scaled mo-

menta

qij = xijnij +
m2
ij

xijsij,k
nk, (2.1.66)

qk = xknk + m2
k

xksij,k
nij. (2.1.67)

We use qij and nk as inputs to the usual quasi-collinear Sudakov parameterisation

of the splitting momenta

qi = zqij +
p2

T +m2
i − z2m2

ij

2qij · nkz
nk + kT, (2.1.68)

qj = (1− z)qij +
p2

T +m2
j − (1− z)2m2

ij

2qij · nk(1− z) nk − kT. (2.1.69)

The scaling parameters are written in terms of pT and z as

xij = 1− m2
k

sij,k

(1− xk)
xk

, (2.1.70)

xk = 1
2λk

(λijλk + m2
k

sij,k
−
Q2
ij

sij,k

)
±

√√√√(λijλk + m2
k

sij,k
−
Q2
ij

sij,k

)2

− 4λijλk
m2
k

sij,k

 ,
(2.1.71)

where

λij = 1 +
m2
ij

sij,k
, λk = 1 + m2

k

sij,k
, (2.1.72)

and for convenience we have introduced the virtuality, Q2
ij, of the pair formed by

the emitter and the emitted parton following the splitting

Q2
ij = (qi + qj)2 , (2.1.73)

= 1
z(1− z)

[
p2

T + (1− z)m2
i + zm2

j

]
. (2.1.74)
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Finally, the dipole splitting variable yij,k is written in terms of pT and z as

yij,k = 1
s̄z(1− z)

[
p2

T + (1− z)2m2
i + z2m2

j

]
, (2.1.75)

while we express zi as

zi = 2qi · qk
(1− yij,k)s̄

. (2.1.76)

The denominator in this expression is written in terms of pT and z as

(1− yij,k)s̄ = 1
z(1− z)

[
s̄z(1− z)− (1− z)2m2

i − z2m2
j − p2

T

]
, (2.1.77)

and we can write the numerator as

2qi · qk = zxijxksij,k + m2
k

zxijxksij,k

(
p2

T +m2
i

)
, (2.1.78)

where

xijxksij,k = 1
2
[
(1− yij,k)s̄+

√
(1− yij,k)2s̄2 − 4m2

kQ
2
ij

]
, (2.1.79)

which can be expanded using the result in Eq. (2.1.77) to express zi in terms of pT

and z.

Emission Phase-Space Limits

The limits on the dipole splitting variables zi and yij,k are

yij,k,− = 2mimj

s̄
, (2.1.80)

yij,k,+ = 1− 2mk(
√
s−mk)
s̄

, (2.1.81)

zi,±(yij,k) = 2m2
i + s̄yij,k

2
[
m2
i +m2

j + s̄yij,k
](1± vij,ivij,k), (2.1.82)

where the relative velocities vij,k and vij,i are expressed as functions of yij,k,

vij,k =

√
[2m2

k + s̄(1− yij,k)]2 − 4m2
ks

s̄(1− yij,k)
, (2.1.83)

vij,i =

√
s̄2y2

ij,k − 4m2
im

2
j

s̄yij,k + 2m2
i

. (2.1.84)
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We can rewrite the inequality yij,k < yij,k,+ to find limits on pT and z,

p2
T,max = 1

4(
√
s−mk)2λ

(
m2
i ,m

2
j , (
√
s−mk)2

)
, (2.1.85)

z± = 1
2 (
√
s−mk)2

m2
i −m2

j +
(√

s−mk

)2

±
√
λ
(
m2
i ,m

2
j ,
(√

s−mk

)2
)√√√√1− p2

T
p2

T,max

 . (2.1.86)

Branching Probability

The spin-averaged dipole splitting kernel that describes a splitting from a massive

final-final dipole is 〈Vij,k (zi, yij,k)〉 where i is the final-state emitter following the

splitting, j is the emitted parton and k is the final-state spectator. The branching

probability for such a splitting is

dP = 1
(qi + qj)2 −m2

ij

〈Vij,k (zi, yij,k)〉dqj, (2.1.87)

where the single-particle emission phase-space element is expressed in terms of the

dipole splitting variables as

dqj = 1
16π2

s̄2√
λ
(
s,m2

ij,m
2
k

) (1− yij,k) dyij,kdzi
dφ
2π . (2.1.88)

Again the azimuthal angle is averaged over.

Expanding the terms in Eq. (2.1.87) we can write the branching probability as

dP = 1
16π2 〈Vij,k (zi, yij,k)〉

1(
1 + m2

i+m
2
j−m

2
ij

s̄yij,k

)
× s̄√

λ
(
s,m2

ij,m
2
k

) (1− yij,k)
dyij,k
yij,k

dzi , (2.1.89)

where we can express the phase-space integral in terms of pT and z using the

replacement

dyij,k
yij,k

dzi →
[

p2
T

p2
T + (1− z)2m2

i + z2m2
j

] ∣∣∣∣∣1− 2 1
s̄(1− yij,k)

m2
kQ

2
ij

xijxksij,k

∣∣∣∣∣ dp2
T

p2
T

dz.

(2.1.90)
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2.2 Results

The kinematics formulation presented in this chapter was first included in Her-

wig 7.1, replacing the old implementation in Herwig 7.0. In order to investigate

the effects of the reformulation of the splitting kinematics and the inclusion of the

missing mass terms in the single-particle emission phase-space elements, we imple-

mented the previous and new formulations of the kinematics in Herwig 7.1. In this

way we isolate the changes to the splitting kinematics from any other developments

between Herwig 7.0 and Herwig 7.1.

In addition to the changes described in Section 2.1 between the previous and

new formulations of the splitting kinematics, the z-boundaries on the emission phase

space have also changed. The limits on z used in the new formulation are given in

Eq. (2.1.18), Eq. (2.1.40) and Eq. (2.1.86) for emissions from massive final-initial,

initial-final and final-final dipoles, respectively. In the previous implementation the

term p2
T/p

2
T,max in each of these equations was replaced by p2

T/min
(
p2

T,max, p
2
T,hard

)
where pT,hard is the transverse momentum of the parton emitted in the previous

splitting.2 The analogous difference was also present in the splitting kinematics for

emissions from massless dipoles, including initial-initial dipoles.

It is clear that the ‘closed’ emission phase space in the previous implementation

of the kinematics is more restricted than the emission phase space in the new

kinematics. In order to isolate any effects due to the changes in the emission phase-

space boundaries from the other changes in the splitting kinematics we present three

predictions for each distribution in the following subsections. We show predictions

obtained using the previous implementation of the splitting kinematics, the new

formulation of the splitting kinematics with the more restrictive closed emission

phase space and the new formulation of the splitting kinematics as it is presented

in this chapter. Note that in this final prediction, the less restrictive phase space is

used in the splitting kinematics for emissions from all dipole types.

2In the first shower splitting, pT,hard is set to the hard veto scale, Q⊥, defined in Section 1.2.2.
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We present predictions for observables that are sensitive to the treatment of

massive quarks in the parton shower. In Section 2.2.1 we present a result for bottom

quark fragmentation measured in electron-positron collisions and in Section 2.2.2 we

present results for observables measured in pp→ tt̄ collisions. All predictions shown

are made using the tune for the old implementation of the kinematics.

2.2.1 Bottom Quark Fragmentation

Fig. 2.1 shows the distribution of the weakly-decaying scaled B-hadron energy meas-

ured by SLD [110] in electron-positron collisions at the Z0 mass. The scaled B-hadron

energy is defined as

xB = 2EB√
s
, (2.2.1)

where EB is the energy of a B-hadron and
√
s is the centre-of-collision energy. The

uncertainty on the experimental measurement is shown by the error bars. The

predictions obtained using LO simulations with the dipole shower are also included.

Error bars which show the statistical uncertainty on these predictions are included

but are too small to be visible.

The description of the energy distribution of B-hadrons is necessarily dependent

on the parton shower description of the bottom quarks, which, through hadronization,

form B-hadrons. This distribution is therefore sensitive to the treatment of massive

quarks in the parton shower. The improvement in the description of the data using

the new splitting kinematics compared to the previous implementation is evident.

In particular, using the previous implementation of the splitting kinematics, the

dipole shower predicted an increase in the distribution with decreasing xB in the

low-xB bins, whereas the data, and the predictions obtained using the new splitting

kinematics, display the opposite behaviour.

To understand the differences between the predictions in the low-xB bins, we

consider a splitting from a final-final dipole with a massless spectator. For such

a splitting, the branching probability in the new splitting kinematics includes a
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Figure 2.1: The scaled B-hadron energy distribution measured by SLD in
electron-positron collisions at 91.2 GeV and predicted using the dipole shower.
Predictions obtained using the previous implementation (Old Kinematics) of
the splitting kinematics, the new implementation of the splitting kinematics
with the ‘closed’ emission phase space (New Kinematics (Closed)) described
in the text and the new implementation of the splitting kinematics (New
Kinematics) are shown.

multiplicative factor

J = 1(
1 + m2

i+m
2
j−m

2
ij

s̄yij,k

) [ p2
T

p2
T + (1− z)2m2

i + z2m2
j

]
, (2.2.2)

= 1
1 + (1− z)m

2
i

p2
T

+ z
m2
j

p2
T
− z(1− z)m

2
ij

p2
T

, (2.2.3)

relative to the branching probability in the previous implementation.

In a g → bb̄ splitting the factor J simplifies to

J = 1
1 + m2

p2
T

, (2.2.4)

where m is the mass of the bottom quark, while in a b→ bg splitting it is

J = 1
1 + (1− z)2m2

p2
T

. (2.2.5)

In both splittings J is less than one, correspondingly the branching probability in

the new splitting kinematics is smaller than in the previous implementation. In

b→ bg splittings, J decreases as as z decreases . It follows that, in the new splitting
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kinematics, the branching probability decreases, relative to the branching probability

in the previous implementation, as z decreases. Accordingly, b → bg splittings in

which the energy of the outgoing bottom quark is small are suppressed and we

observe a decrease in the B-hadron energy distribution in the low-xB bins.

The differences in the predictions due to the change in the phase space boundaries

are small across much of the distribution, with the largest differences in the low-xB

bins. The prediction of this observable is sensitive to the tune used. We would

therefore expect to see further improvements in each of the predictions made using

the new formulation of the splitting kinematics if a custom-made tune was used for

each of the predictions.

2.2.2 Top Pair Production

The reader should note that top quark decays could not be handled by the dipole

shower in Herwig 7.0. The developments to include top quark decays in the dipole

shower, described in Section 2.3, were included in Herwig 7.1. In the results

presented in this section, top quark decays are treated exactly as described in

Section 2.3 for all of the predictions. In particular the splitting kinematics and

emission phase-space boundaries used in the description of radiation from dipoles

that include a decayed top quark are the same in all of the predictions.

Fig. 2.2 shows the distributions of the transverse momentum, pT(th), and absolute

rapidity, |y (th)|, of the reconstructed hadronically decaying top quark in semileptonic

pp→ tt̄ events at a centre-of-collision energy of 7 TeV, measured by ATLAS [111].

Semileptonic events are those in which one final-state lepton, an electron or muon,

passes the analysis cuts. The uncertainty on these experimental measurements is

shown by the error bars on the results. The predictions obtained using LO simulations

with the dipole shower are also included. These results are produced using the same

input settings, and normalisation to the NNLO cross section, as described later in

Section 3.3 and the error bars show the statistical uncertainty on the predictions.

The results shown in both distributions are the combined results from the electron
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Figure 2.2: The (left) transverse momentum and the (right) absolute rapidity
distributions of the reconstructed hadronically decayed top quark measured
by ATLAS in 7 TeV semileptonic pp → tt̄ events and predicted using the
dipole shower. Predictions obtained using the previous implementation (Old
Kinematics) of the splitting kinematics, the new implementation of the splitting
kinematics with the ‘closed’ emission phase space (New Kinematics (Closed))
described in the text and the new implementation of the splitting kinematics
(New Kinematics) are shown.

and muon top decay channels.

We have chosen these observables because the momentum of the top quark and

antiquark in the MC predictions is determined by the hard process and its subsequent

showering. It follows that, up to effects in the reconstruction of the top quarks in

the analysis, the predicted distributions do not depend on the treatment of the top

quark decays. In both distributions, the prediction obtained using the previous

implementation of the splitting kinematics does not describe the data well in all of

the bins whereas both predictions obtained using the new splitting kinematics agree

well with the data across the distributions.

2.3 Top Quark Decays in the Dipole Shower

In this section we consider the treatment of top quark decays in the dipole shower.

We follow the example of a top quark decay to a bottom quark and a W-boson,

however all of the following results are applicable to the decay of any unstable

coloured particle.
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In Herwig7 particle decays in the parton showers are treated in the narrow-

width approximation (NWA) [3], in which the production and decay of the top quark

are treated as independent processes which are described by separate MEs. The

‘decay process’ is the system of particles consisting of the incoming top quark, its

outgoing decay products and any radiation from these particles.

Immediately following a top quark decay the top quark and bottom quark form

a dipole which can radiate. Similarly, following a splitting from this dipole, the top

quark can form dipoles with other partons outgoing from the decay process. The

splitting kinematics required to describe splittings from such ‘decay dipoles’, dipoles

that contain a particle incoming to a decay, are discussed in Section 2.3.1 and in

Section 2.3.2 we construct the required splitting kernels.

In Section 2.3.3 we outline some of the relevant details and considerations re-

quired to implement splittings from decay dipoles in the dipole shower. Finally in

Section 2.3.4 we present several results that probe the treatment of splittings from

decay dipoles.

2.3.1 Splitting Kinematics

In the dipole shower we choose not to include radiation from the top quark in a decay

dipole, i.e. we do not include splittings from decay dipoles in which the emitter is

incoming to the decay. The reason for this choice is discussed in Section 2.3.2. In

this section we therefore only consider the case of final-initial decay dipoles, in which

the emitter is outgoing from the decay process and the spectator is incoming to the

decay process.

Fig. 2.3 shows a diagram of a splitting from a final-initial decay dipole. As we

treat the decay in the NWA the momentum of the top quark must remain unchanged

following its decay. We therefore do not use the top quark spectator to absorb the

recoil momentum in splittings from decay dipoles. Instead the recoil momentum is

absorbed through an appropriate Lorentz transformation of a set of particles, the

recoil system, that consists of all of the particles outgoing from the decay process
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Figure 2.3: Schematic diagram of a splitting from a final-initial decay dipole
that consists of the emitter ĩj and decayed spectator b. The recoil system
prior to the splitting, k̃, is Lorentz transformed to absorb the splitting recoil
momentum giving the recoil system k. The emitter following the splitting and
the parton emitted in the splitting are i and j respectively.

prior to the splitting, except for the emitter.

We consider a splitting from a final-initial decay dipole. The momentum of

the emitter prior to the splitting is p̃ij, while the momenta of the emitter and the

emitted parton following the splitting are qi and qj, respectively. The momentum of

the recoil system prior to and following the splitting is p̃k and qk, respectively, and

the momentum of the top quark spectator is qb.

Our choice for the recoil system implicitly defines the momentum quantity Q

that is conserved in the splitting to be the momentum of the spectator

Q = qb = p̃ij + p̃k = qi + qj + qk. (2.3.1)

Comparing this with Eq. (2.1.47) we find that the kinematics required to describe

the splitting are identical to the splitting kinematics described in Section 2.1.3 for a

splitting from a massive final-final dipole. The momentum of the recoil system can

simply be written as p̃k = qb − p̃ij, where qb and p̃ij are known.

If we were to include splittings from initial-final decay dipoles, in which the

emitter is the top quark, the same formulation for the splitting kinematics could be

used. To do this we would simply identify the momentum of the spectator outgoing

from the decay process as p̃ij and qi before and after the splitting, respectively.
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2.3.2 Splitting Kernels

The splitting kernels used in the dipole shower are the spin-averaged splitting kernels

given in Ref. [60, 64] for the computation of NLO QCD cross sections using the

subtraction method. The dipole splitting kernels for radiation from final-initial

decay dipoles including only massless final-state particles are given in Refs. [112,113].

In Ref. [114] the dipole splitting kernel for photon radiation from a massive outgoing

quark in a final-initial decay dipole is presented. The extension to QCD radiation

is used to produce the numerical results presented in that paper, however they do

not give the explicit form of the splitting kernels used. In all of these works, the

authors also decide to include emissions from FI-decay dipoles only. In this section

we present the dipole splitting kernels used to describe emissions from decay dipoles

in Herwig7.

As discussed in Section 1.1.3 the convolution of the squared LO ME and the

appropriate splitting function must reproduce the structure of divergences in the

squared real-emission ME in the limiting cases of a soft or quasi-collinear real

emission. The structure of the soft divergences in the dipole splitting kernels follows

from the eikonal current of the soft gluon, while in the quasi-collinear limit we

require that each dipole splitting kernel reproduces the relevant Altarelli-Parisi

splitting function.

We first consider a splitting from an initial-final decay dipole, in which the top

quark incoming to the decay process is the emitter. As discussed in Section 1.1.3

a true collinear divergence arises when two massless partons become collinear. We

consider the quasi-collinear limit in the case that one or both of the partons is

massive as the contribution can become large in the small-mass limit. In the case of

a top quark emitter we do not need to consider the small-mass limit and the problem

of writing the dipole splitting kernel reduces to reproducing the correct divergent

behaviour for a soft radiated gluon.

The singular behaviour of the squared real-emission ME in the soft gluon emission

limit is written as a sum over dipoles in Eq. (1.1.17). It follows from this equation
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that we can write the spin-averaged dipole splitting kernel, 〈VD
tbgj
ik 〉, for the emission

of a gluon from the top quark as

〈VD
tbgj
ik 〉 = 8παSCF

[
2qi · qb

(qi + qb) · qj
− m2

b

qb · qj

]
, (2.3.2)

where qb is the momentum of the top quark, mb is the mass of the top quark, qi

is the momentum of the spectator, outgoing from the decay process, following the

splitting and qj is the momentum of the emitted gluon.

Given the large mass of the top quark, the second term in Eq. (2.3.2) is large and

negative which leads to a negative-valued splitting kernel for a large fraction of trial

emissions. We therefore do not include emissions from initial-final decay dipoles in

the dipole shower. We instead include the dipole splitting kernel in Eq. (2.3.2) in

the dipole splitting kernels used to describe splittings from final-initial decay dipoles

which are usually positive. This is possible as it is the sum of the splitting functions

for an emission from a given Born process that must reproduce the structure of

divergences in the corresponding squared real-emission ME.

We consider a splitting from a final-initial decay dipole in which the emitter is

a massive quark. This splitting produces the same final state as the splitting from

the initial-final decay dipole considered above, therefore there must be interference

between these splitting processes. As such we include the expression in Eq. (2.3.2)

in the dipole splitting kernel, 〈VD
tb
qigjk
〉, for the splitting

〈VD
tb
qigjk
〉 = 8παSCF

{[
2qi · qb

(qi + qb) · qj
+ (1− zi)−

m2
i

qi · qj

]

+ qi · qj
qb · qj

[
2qi · qb

(qi + qb) · qj
− m2

b

qb · qj

]}
, (2.3.3)

where the momenta {qn} are defined in Section 2.3.1, mi is the mass of the emitter

parton and zi is the dipole splitting variable defined in Eq. (2.1.45). We can rewrite

this in terms of the dipole splitting variables zi and yij,k, defined in Eq. (2.1.46), as
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〈VD
tb
qigjk
〉 = 8παSCF

{[
2 (2m2

i + 2yij,ks̄+ s̄)
(1 + yij,k)s̄− zi(1− yij,k)s̄

− ṽij,k
vij,k

(
(1 + zi) + 2m2

i

yij,ks̄

)]

+ yij,k
1− zi(1− yij,k)

[
2 (2m2

i + 2yij,ks̄+ s̄)
(1 + yij,k)s̄− zi(1− yij,k)s̄

− ṽij,k
vij,k

(
2 + 2m2

b

(1− zi(1− yij,k)) s̄

)]}
, (2.3.4)

where the relative velocity between p̃ij and p̃k is

ṽij,k =

√
λ(s,m2

ij,m
2
k)

s−m2
ij −m2

k

. (2.3.5)

This dipole splitting kernel produces the correct divergence structure in the soft limit

through its construction in Eq. (2.3.3) and in the quasi-collinear limit the first line

of Eq. (2.3.4) reproduces the Altarelli-Parisi splitting function for a q → qg splitting

as required.

Next we consider a splitting from a final-initial decay dipole in which the emitter

is a gluon. A gluon can undergo either a g → gg or g → qq̄ splitting. The final

state following a splitting from the top quark is the same as that following a g → gg

splitting, therefore these two splitting processes interfere. The final state following

a g → qq̄ splitting is different to that following a splitting from the top quark or

a g → gg splitting, as such there is no interference between the g → qq̄ splitting

process and the other splitting processes. We must therefore include all of Eq. (2.3.2)

in the dipole splitting kernel for a g → gg splitting.

The spin-averaged dipole splitting kernel, 〈VD
tb
gigjk
〉, for a g → gg splitting is

〈VD
tb
gigjk
〉 = 1

2 × 16παSCA

{
qi · qb

(qi + qb) · qj
+ qj · qb

(qj + qb) · qi

+ 1
vij,k

[zi(1− zi)− zi,+zi,−]
}

+ 8παSCF

{
qi · qj
qb · qj

[
2qi · qb

(qi + qb) · qj
− m2

b

qb · qj

]

+ qi · qj
qb · qi

[
2qj · qb

(qj + qb) · qi
− m2

b

qb · qi

]}
, (2.3.6)

where zi,+ and zi,− are defined in Eq. (2.1.82). Either of the two gluons outgoing

from the splitting can become soft, therefore the splitting kernel includes an eikonal
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contribution for each gluon. As the outgoing gluons are indistinguishable we also

split the t → tg contribution between the two outgoing gluons and we include a

symmetry factor of 1
2 in-front of the g → gg contribution.3

Eq. (2.3.6) is written in terms of zi and yij,k as

〈VD
tb
gigjk
〉 = 1

2 × 16παSCA

{
1 + 2yij,k

(1 + yij,k)− zi(1− yij,k)
+ 1 + 2yij,k

(1 + yij,k)− (1− zi)(1− yij,k)

+ 1
vij,k

[zi(1− zi)− zi,+zi,− − 2]
}

+ 8παSCF

{
yij,k

1− zi(1− yij,k)

[
2(1 + 2yij,k)

(1 + yij,k)− zi(1− yij,k)

− ṽij,k
vij,k

(
2 + 2m2

b

(1− zi(1− yij,k))s̄

)]

+ yij,k
1− (1− zi)(1− yij,k)

[
2(1 + 2yij,k)

(1 + yij,k)− (1− zi)(1− yij,k)

− ṽij,k
vij,k

(
2 + 2m2

b

(1− (1− zi)(1− yij,k))s̄

)]}
. (2.3.7)

The soft divergences are correctly included, in the large NC-limit, by the construction

of Eq. (2.3.6) and in the quasi-collinear limit the terms in the first set of curly-braces

reproduce the Altarelli-Parisi splitting function for a g → gg splitting.

In a g → qq̄ splitting we only consider the quasi-collinear limit and, as there is no

interference with the t→ tg splitting, we can simply use the dipole splitting kernel

for a g → qq̄ splitting from a massive final-final dipole to describe this process,

〈VD
tb
qiqjk
〉 = 8παSTR [1− 2 (zi(1− zi)− zi,+zi,−)] . (2.3.8)

2.3.3 Implementation

In Herwig7 the top quark decay is performed as a three-body decay to a bottom

quark, b, and two fermions, f and f̄ ′, with an intermediate W-boson. A three-body

decay is used to correctly include off-shell effects for the W-boson. Following the

decay we first shower the system consisting of the top quark, bottom quark and

3The symmetry factor in the final-state g → gg splitting kernels was replaced in Herwig 7.1.3
with an option to use a more sophisticated treatment in which the splitting kernel is modified such
that it contains only one soft singularity [115].
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the W-boson, the tbW system, followed by the W-boson-fermion-antifermion, Wff̄ ′,

system. This pattern of evolving ‘down’ decay chains, i.e. away from the hard

process and towards the final-state particles, is followed for all decays in the dipole

shower.

In the shower the tbW and Wff̄ ′ systems are considered to be colour-isolated

from each other and from the rest of the process. In this sense each decay system

is showered independently from the rest of the process. In each decay system the

dipoles and dipole chains are constructed and updated following each splitting using

the same procedure described in Section 1.2.3 for the showering of the hard process.

The veto scale, i.e. the maximum scale for a shower emission, in decay processes

is the mass of the decayed particle. In the dipole shower we have the option to use

the builtin POWHEG correction [116] to produce the first emission from the decay

system. If a corrected real emission is produced above the IR cutoff, the veto scale

is set to the transverse momentum of this emission and the system is showered. In

the rare case that no corrected real emission above the IR cutoff is produced, the

system is not showered.

The POWHEG decay corrections are implemented for all SM decays. Accordingly,

in the case of a W-boson decay to two quarks the first emission is performed using the

POWHEG correction to this decay. In the case of SM decays involving no coloured

particles, for example a leptonic W-boson decay, we generate QED radiation using

the SOPHTY implementation in Herwig7 [85].

The tbW system is showered until no emission above the IR cutoff can be gen-

erated. As described for the hard process in Section 1.2.3, following the shower

evolution all of the particles outgoing from the decay are reshuffled in order to put

all outgoing partons on their constituent mass-shell as required for hadronization.

Splittings from decay dipoles and the reshuffling procedure can modify the mo-

mentum of the W-boson from the value set in the 3-body decay of the top quark.

Following the showering of the tbW system and the subsequent reshuffling, we must

therefore apply a Lorentz transformation to the decay products of the W-boson to
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ensure that momentum is conserved in the W-boson decay. This transformation is

applied prior to showering the Wff̄ ′ system. In longer decay chains, following the

showering of each decay, we work down the decay chain updating the momenta of

decay products as appropriate.

2.3.4 Validation

We present results to validate the treatment of top quark decays in the dipole shower.

We consider observables which are sensitive to the first, hardest, emission from the

decay system and we compare results obtained with and without the real-emission

decay correction. This comparison directly evaluates how well 〈VD
tb
qigjk
〉 in Eq. (2.3.4)

reproduces the full real-emission correction. The reader should note that these tests

are not very sensitive to the treatment of splittings from decay dipoles with a gluon

emitter.

A Dalitz plot for the process t→ bW+g is shown in Fig. 2.4. The plot shows the

ratio of the LO ME result to the dipole shower approximation. We find that 〈VD
tb
qigjk
〉

correctly reproduces the divergence structure of the LO ME result, as required. The

dipole shower approximation overestimates the LO ME result over most of the

phase space, apart from a small region near the lower phase-space boundary for

0.1 < xg < 0.4, where xg = 2Eg/mtop and Eg is the energy of the gluon.

Our tests follow the procedure used in Refs. [117–119]. We generate e+e− → tt̄

events at a collision energy of 360 GeV using a LO simulation. This collision energy

is chosen to be close to the threshold energy for the process, i.e. 2mtop, in order to

suppress radiation from the top quarks before their decay. We work at parton level

and include only dileptonic processes, i.e. we require that both top quarks decay

leptonically.

The results in this section are measured using an analysis written in the Rivet

[120] framework. All final-state quarks and gluons are clustered into three jets using

the e+e− kt algorithm [121] implemented in FastJet [122] and we exclude events

which contain a jet with transverse energy less than 10 GeV. The transverse energy of
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Figure 2.4: A Dalitz plot for t → bW+g where the gluon is emitted by the
dipole shower. The plot shows the ratio of the LO ME result to the dipole-
shower approximation. The energy fractions of the gluon and W+ boson, with
energy Eg and EW respectively, are xg = 2Eg/mtop and xW = 2EW/mtop,
respectively.

an object is defined as ET = E sin θ where E and θ denote the energy and polar angle

of the object, respectively, measured in the lab frame. We also exclude events in

which the minimum jet separation is less than ∆R = 0.7 where ∆R2 = ∆η2 + ∆φ2,

where ∆η and ∆φ are the pseudorapidity and azimuthal separation of the jets

respectively.

We consider two observables; the separation ∆Rmin of the closest pair of jets

in the event and the jet measure y3. The jet measure y3 is the value of the jet

resolution parameter used in the kt jet algorithm at which the three-jet event would

be identified as a two-jet event,

y3 = 2
s

minij
(
min

(
E2
i , E

2
j

)
(1− cos θij)

)
, (2.3.9)

where s is the centre-of-mass energy squared of the collision, Ei and Ej are the

energy of the ith and jth jet respectively and θij is the angular separation of the ith

and jth jet.

The ∆Rmin and y3 distributions predicted using the dipole shower, with and

without the real-emission decay correction, are shown in Fig. 2.5. The error bars
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Figure 2.5: The distribution of the (left) minimum jet separation ∆Rmin
and (right) the jet measure y3 in 3-jet e+e− → tt̄ events predicted using the
dipole shower with (DS) and without (DS (No Corr)) the real-emission decay
correction. In addition we include the distribution predicted using the angular-
ordered parton shower (QS) including the full ME decay correction. The ratio
plot shows each result relative to the dipole shower result.

show the statistical uncertainty on the predictions. In general a harder first emission

will produce a greater separation of the two closest jets. Accordingly we find that

including the real-emission decay correction leads to an increase in the upper bins

of the ∆Rmin distribution. A larger separation of the two closest jets also means

that 2-jet events can be resolved into 3-jet events at larger y3 and the distribution

predicted using the dipole shower with the real-emission correction displays a skew

towards larger y3 relative to the prediction without the real-emission correction.

The ∆Rmin distributions predicted with and without the real-emission decay

correction agree to within 10% at small ∆Rmin. The dipole splitting kernel is not

expected to produce a good description of hard emissions and at large ∆Rmin the

predictions with and without the real-emission decay correction agree to within only

40%. We also find good agreement between the y3 distributions predicted with

and without the real-emission decay correction for log(y3) < −2.2. The use of a

logarithmic scale on the horizontal axis emphasises the larger disagreement between

the predictions with and without the real-emission decay correction at large y3.

In summary the dipole shower predictions with and without the real-emission

correction display good agreement in the IR region as required, confirming the
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correct behaviour of the dipole splitting kernel 〈VD
tb
qigjk
〉 in this region. The dipole

splitting kernel also produces a reasonable description of hard emissions, however

its limitations are apparent in the y3 distribution.

As a further comparison we have included the distributions predicted using the

angular-ordered shower, including the ME correction to the real emission from the

decay [119], in Fig. 2.5. The ∆Rmin distribution predicted using the dipole shower

including the real-emission decay correction and that predicted by the angular-

ordered shower display close agreement across the distribution. This verifies that the

real-emission corrections in the angular-ordered and dipole parton showers display

similar behaviour. The predictions of the y3 distribution obtained using the angular-

ordered and dipole parton showers display a moderate difference in the upper bins.

There are numerous differences between the two parton showers and we do not expect

agreement to be exact in all regions of phase space.

2.4 Summary

In the first part of this chapter we revised the splitting kinematics used to describe

splittings from massive dipoles in the Herwig7 dipole shower. The splitting kin-

ematics for massive final-final and massive initial-final dipoles previously used a

definition of the transverse momentum of the emitted parton that differed from the

evolution variable in the dipole shower. This issue has been addressed through the

development of a new formulation of the splitting kinematics for final-final dipoles

and a revision of the splitting kinematics for initial-final dipoles. In addition, for

each massive dipole, we have corrected the expression for the emission phase-space

integral written in terms of the variables pT and z.

In order to investigate the effects of these changes to the splitting kinematics,

we considered observables that are sensitive to the treatment of massive quarks in

the parton shower. In particular we presented predictions for the B-hadron energy

distribution measured in e+e− collisions and two top quark observables measured in
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pp→ tt̄ events. We found that the new implementation of the splitting kinematics

significantly improves these predictions.

In the second part of this chapter we described the implementation of coloured

particle decays in the dipole shower, following the example of top quark decays. We

found that, with our choice for the treatment of the recoil momentum in splittings,

we can simply use the splitting kinematics for massive final-final dipoles to describe

splittings from decay dipoles. The dipole splitting kernel for gluon radiation from

the top quark was found to be negative in a large fraction of splittings. We therefore

only include splittings from final-initial decay dipoles and incorporate the splitting

kernel for gluon radiation from the top quark into the dipole splitting kernels for

these splittings. Through comparison of predictions obtained using the dipole shower,

with and without a real-emission decay correction, and using the angular-ordered

shower, we have validated the treatment of top quark decays in the dipole shower.



Chapter 3

Matching and Shower

Uncertainties in Top Pair

Production

In this chapter we consider in detail the process of top-pair production in proton-

proton collisions, a process of interest for both the ATLAS and CMS experimental

collaborations at the LHC. We use Herwig7 to study the MC simulation of both the

full process, i.e. including top quark decays and hadronization, and the production-

level process, i.e. with stable top quarks and at parton level.

Using the Matchbox module, discussed in Section 1.2.4, we perform LO simu-

lations and NLO simulations, using both the MC@NLO-type and POWHEG-type

matching schemes. We produce results using both the angular-ordered and dipole

parton showers. Through comparing the predictions of various observables, we aim

to develop a better understanding of the similarities and differences between the

parton showers and the NLO-matching schemes.

We also investigate the uncertainties on the distributions predicted using MC

simulations that arise from several choices made in the parton showers and matching

schemes. In Section 3.1 we discuss the origins of these parton shower and matching

uncertainties. We first consider the systematic variation of several scale choices
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which are made in the parton showers and matching schemes. Following this we

consider in detail two choices that are made in MC@NLO-type matching schemes,

the profile scale and the hard veto scale.

In Section 3.2 we study MC predictions and their uncertainties in the production-

level process. In Section 3.3 we consider the full process and we compare MC

predictions, and their uncertainties, to experimental measurements for several ob-

servables.

3.1 Parton Shower and Matching Uncertainties

3.1.1 Scale Variations

The systematic variation of scales is a standard approach to the evaluation of parton

shower and matching uncertainties in MC predictions. We follow the approach used

in Ref. [123], in which the variations of three scales are considered:

• the hard process scale, µH, i.e. the factorisation and renormalisation scale used

in the hard process;

• the hard veto scale, Q⊥, i.e. the upper limit on the transverse momentum of

parton shower emissions in the showering of the hard process;

• the shower scale, µS, i.e. the argument of αS and the PDFs in the parton

shower.

The hard process scale is described in Section 1.2.1, while the hard veto scale and the

shower scale are discussed in Section 1.2.2. The motivation for performing variations

of the hard process scale is discussed in Section 1.1.2 and similar arguments apply

to the variation of the shower scale in the parton shower.

The hard veto scale enters the MC simulation through the profile scale, discussed

in Section 1.2.2. The parton shower correctly reproduces the leading-logarithmic

(LL) term in the description of parton branchings, discussed in more detail in the
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context of g → qq̄ splittings in Chapter 6, and the impact of the profile scale is

subleading in logarithmic accuracy. In LO simulations the profile scale affects only

the parton shower, therefore it only affects terms beyond LO. In NLO-matched

simulations the description of the first shower emission is simply required to exactly

reproduce the singular behaviour of the squared real-emission ME. It follows that

the profile scale, which is defined such that this requirement is satisfied, gives rise

only to effects beyond NLO. Changing the hard veto scale, which is equivalent to

changing the profile scale, therefore modifies only higher-order terms, of subleading

logarithmic accuracy, in the simulation. We perform variations of the hard veto scale

to estimate the size of these higher-order effects.

We apply multiplicative factors of 0.5, 1 and 2 to each of the three scales, such

that the full set of variations consists of 27 different combinations of scales. The

prediction obtained using the central values of the scales is the ‘central prediction’. In

the results we present the central prediction for each distribution with the uncertainty

envelope constructed by running the simulation using each combination of scales. The

upper and lower bounds on the uncertainty envelope in each bin of the distribution

correspond to the upper and lower values in that bin from the full set of predictions.

The statistical errors on the results are not included in the uncertainty envelopes.

All results are scaled to the same total cross section in order to eliminate the large

uncertainties that would otherwise arise due to the dependence of the total cross

section on the hard process scale.

In addition, for each distribution we also include ratio plots that breakdown

the uncertainties according to the individual scale variations. For each of the three

scales that are varied, we separately plot the envelope produced by the upward and

downward variations of that scale about the central value, i.e. the central prediction

and two variations.

In Section 3.2.1 we present results for the production-level process, while in

Section 3.3.1 we present results for the full process. In these sections we compare

distributions measured in events generated using LO and NLO simulations, with both



3.1. Parton Shower and Matching Uncertainties 90

the angular-ordered and dipole parton showers. We use LO simulations to compare

the behaviour of the angular-ordered and dipole parton showers, while we use NLO

simulations to compare the behaviour of the MC@NLO-type and POWHEG-type

matching schemes. In Section 3.3.1 we also identify where LO and NLO simulations

produce accurate predictions of data and where their limitations are evident.

3.1.2 The Profile Scale in MC@NLO-Type Matching

The MC@NLO-type matching scheme implemented in Matchbox and the action

of the profile scale κ (Q⊥, pT) in the NLO-matching schemes are described in Sec-

tion 1.2.4. The profile scale is a function of the hard veto scale Q⊥ and the transverse

momentum pT of the splitting under consideration. The action of the profile scale in

the parton shower is described in Section 1.2.2. In general the profile scale smooths

the matching between the hard process and the parton shower by suppressing parton

shower emissions in the hard emission region which is more accurately described by

the real emission process.

Several choices for the profile scale have been investigated in LO simulations [123],

where it simply serves to suppress hard parton shower emissions. In Section 3.2.2

we investigate the effects of the profile scale choice in the MC@NLO-type matching

scheme. We perform this investigation only for the production-level process and we

consider results obtained using both the angular-ordered and dipole parton showers.

We consider two options for κ (Q⊥, pT). First we define the ratio

x = pT

Q⊥
. (3.1.1)

The default profile scale choice in Herwig7 is the resummation profile

κ (Q⊥, pT) =



1 x ≤ 1− 2ρ ,

1− (1−2ρ−x)2

2ρ2 x ∈ (1− 2ρ, 1− ρ] ,

(1−x)2

2ρ2 x ∈ (1− ρ, 1] ,

0 x > 1 ,

(3.1.2)
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Figure 3.1: The resummation and hfact profile scales plotted as functions of
the transverse momentum, pT, evaluated for a hard veto scale, Q⊥, of 100 GeV
(dotted), 200 GeV (dashed) and 400 GeV (solid).

where ρ is a parameter set to ρ = 0.3. The resummation profile is defined to be zero

for emissions harder than the hard veto scale such that the parton shower does not

populate this region in which it is expected to perform poorly. Conversely it is equal

to one at low scales, where the parton shower is expected to produce an accurate

description of emissions.

We compare the resummation profile to the hfact profile, the damping factor used

in PowhegBox [124], defined as

κ (Q⊥, pT) = 1
1 + x2 . (3.1.3)

While this function approaches zero in the hard emission region, it does not enforce

a cutoff on the scale of shower emissions at the hard veto scale.1 Similarly, the

hfact profile tends to one in the infrared limit but never actually equals one. The

resummation and hfact profile scales are shown as functions of pT, for several values

of Q⊥, in Fig. 3.1. The hfact profile scale is clearly broader than the resummation

profile scale.

We note that we do not investigate the effect of the profile scale choice in the

POWHEG-type matching scheme. This is because preliminary results obtained using

the two profile scale choices considered here showed virtually no differences.

1The role of the hard veto scale as a cutoff on the hardness of shower emissions is only actually
true when the resummation profile is used, which it is by default in all Matchbox simulations.



3.1. Parton Shower and Matching Uncertainties 92

3.1.3 The Hard Veto Scale in MC@NLO-Type Matching

In the dipole shower the hard veto scale plays the role of the starting scale for the

shower evolution, while in the angular-ordered shower it is implemented as a veto

on the scale, i.e. the transverse momentum, of emissions. The default setting in

LO simulations is Q⊥ = µH. As discussed in Section 1.2.4, in the generation of

NLO-matched events there are two types of hard process that are showered. There

are Born-like S-events, in which we simply use Q⊥ = µH as in LO processes, and

H-events which include a real-emission and require additional consideration.

One obvious choice for the hard veto scale in H-events is the scale of the real emis-

sion, however there are cases in which this is not a sensible choice. In the MC@NLO-

type matching scheme there is no requirement of exact cancellation between the

real-emission ME and the combination of the matching and full subtraction terms

in any region of phase space. It is therefore possible for the subtracted real-emission

cross section, Eq. (1.2.38), to be non-zero in the region where the real emission is

soft.

In an H-event with a soft real emission it would be unnatural to restrict sub-

sequent shower emissions to have transverse momenta below that of the real emission.

For example consider an H-event in which the real emission has a transverse mo-

mentum of ∼ 2 GeV. Given the high energy scales involved in tt̄ production, it would

be unreasonable to use a hard veto scale of 2 GeV. We therefore choose a hard veto

scale that is, in general, representative of the scales involved in the process.

As in S-events, the default choice in H-events is Q⊥ = µH. Some common

choices for µH, such as those that depend on the transverse masses of the top quarks,

naturally take into account the scale of the real emission. There are however choices

that, while sensitive to the scale of the real emission, are large over a wide range of

real emission scales. If the veto scale is larger than the maximum allowed scale2 for

the emissions in the shower, the scale of the real emission will have little impact on

2For example, we calculated the maximum allowed transverse momentum for emissions from
final-final, final-initial and initial-final dipoles in Chapter 2.
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the subsequent showering.

We introduce an alternative choice, µa, for the veto scale

µa =
√√√√ 1
nout

∑
i

m2
T,i , (3.1.4)

where mT,i =
√
m2
i + p2

T,i is the transverse mass of the ith particle outgoing from

the hard process, where mi and pT,i are the mass and transverse momentum of the

particle respectively, and nout is the number of such particles. This is simply the

quadratic mean of the transverse masses of the particles outgoing from the hard

process, measured in the lab frame.

In H-events with a hard real emission, µa is sensitive to the scale of the real

emission. In the case of a low-pT real emission, µa is much larger than the transverse

momentum of the emission and better reflects the scales involved in the process. We

note that this scale is not smooth in the limit of a soft emission, i.e. the transition

from an H-event to an S-event. In the limiting case of a soft real emission in an

H-event, the scale is smaller by a factor
√

2/3 than in an S-event. We expect the

effects of this discontinuity on results to be very small and we do not consider it

further.

We investigate the effects of the choice of Q⊥ on the prediction of observables

using the MC@NLO-type matching scheme. The reader should note that in all cases,

the same choice for Q⊥ is used in both S-events and H-events. We generate results

using three different choices for µH and compare using Q⊥ = µH and Q⊥ = µa with

each of the three scales. The three choices for µH that we compare are,

µ1 = mT,t +mT,t̄

2 , (3.1.5)

µ2 = mT,t +mT,t̄

4 , (3.1.6)

µ3 = mtt̄ , (3.1.7)

where mtt̄ is the invariant mass of the tt̄-pair. We have chosen these three scales

because each contrasts uniquely to µa such that we can investigate the effects of

using smaller and larger scales for Q⊥.
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We note that we only carry out this investigation for simulations using MC@NLO-

type matching. In the POWHEG-type matching scheme the cancellation between

the real-emission ME and the matching terms is exact, such that only hard real

emissions are produced. Furthermore, it is already standard practice in MC studies

of top pair production to perform variations of the hdamp parameter in Powheg-

Box [7, 8, 124], which is analogous to performing variations of the hard veto scale.

There has been some recent activity looking at the hard veto scale choice in Mad-

Graph5_aMC@NLO [125] in the simulation of top pair production [126], however

in MadGraph5_aMC@NLO the hard veto scale is smeared on an event-by-event

basis such that any effects due to the choice may be lessened.

Given that the choice of Q⊥ directly affects the phase space available to shower

emissions, we expect it to impact the jet activity, i.e. the number and energy scale of

jets, in events. We therefore evaluate how the choice of Q⊥ affects the prediction of

observables that are sensitive to jet activity. We carry out this investigation for the

production-level process in Section 3.2.3. The choice of Q⊥ only directly affects the

simulation of the production-level process, however it is important to understand

how it affects the prediction of distributions measured from data. We therefore

consider the full process in Section 3.3.2.

3.2 Results: Production-Level Process

The results in this section are all measured from production-level pp → tt̄ events

simulated at a centre-of-collision energy of 13 TeV. All distributions that are not

normalised to their integral are scaled to the NNLO tt̄ production cross section3

of 815.96 pb, calculated using Top++2.0 [127] assuming a top mass of 173.2 GeV

and including soft-gluon resummation to next-to-next-to-leading-logarithmic order.

Unless otherwise stated, the hard process scale used is

µH = mT,t +mT,t̄

4 . (3.2.1)

3This is the reference cross section calculated by the CMS and ATLAS collaborations.
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This choice is motivated by the findings in Ref. [128]. All simulations are per-

formed with the Matchbox module, using tree-level amplitudes provided by Mad-

Graph5_aMC@NLO [125] and one-loop amplitudes provided by OpenLoops

[129].

All simulations use the ‘benchmark’ settings of Ref. [123]. Except for the vari-

ations of interest in each section, we use identical input settings for the parton

showers and matching schemes in every run. This isolates the differences in the

shower algorithms and matching schemes from any differences that would arise due

to the choice of input settings.

The same pT cutoff (1 GeV) and two-loop running αS are used in all runs. The

value of αS at the Z-boson mass is set to 0.12 and we use the MMHT2014nlo68cl

PDF set [130] implemented in LHAPDF6 [131]. The top quark mass is set to 174.2

GeV, the Herwig7 default, while all other quarks are considered to be massless.

All of the results presented in this section were measured using a purpose-built

analysis written in the Rivet framework. The analysis identifies all outgoing

particles within a pseudorapidity range of |η| < 5. Top quarks are identified dir-

ectly while all other quarks and gluons are clustered into jets using the anti-kt jet

algorithm [132], implemented in FastJet, with a radius of R = 0.4.

3.2.1 Predictions with Scale Variations

Fig. 3.2 shows four distributions predicted using LO simulations with the angular-

ordered and dipole parton showers. The distributions shown are the transverse

momenta of the top quark, pT(t), and the tt̄-pair, pT(tt̄), the jet multiplicity,

njets(pT > 25 GeV), where only jets with pT > 25 GeV are included, and the separ-

ation, ∆R(tt̄, j1), of the tt̄-pair and the hardest jet in the event. The separation is

defined as ∆R(tt̄, j1) =
√

∆φ2 + ∆y2, where ∆φ and ∆y denote the difference in the

azimuthal angle and rapidity, respectively, of the tt̄-pair and the hardest jet in the

event.

Using the LO ME for the hard process, the transverse momentum of the top
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Figure 3.2: Distributions and their scale variation uncertainty envelopes
measured in production-level pp→ tt̄ events generated using LO simulations
(LO⊕) with the angular-ordered (QS) and dipole (DS) parton showers. The
transverse momenta of the top quark, pT(t), and the tt̄-pair, pT(tt̄), the jet
multiplicity, njets(pT > 25 GeV), and the separation ∆R(tt̄, j1), defined in the
text, are shown. The upper ratio plot shows the ratio of the given result to
the central prediction of the angular-ordered shower. The bottom two ratio
plots show a breakdown of the uncertainties on the given distribution due to
variations of the hard process scale (µH), the hard veto scale (Q⊥) and the
shower scale (µS), as described in the text.
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quark is described accurately to LO. The parton shower should have a limited impact

on the description of pT(t) and we find that the central predictions of the two showers

display good agreement, to within 10%, across the distribution. The uncertainty

envelopes on the two predictions are similar in shape and size and there is no single

dominant source of uncertainty.

In contrast the transverse momentum of the tt̄-pair is entirely determined by the

parton shower. In particular this distribution is sensitive to the hardest jet in the

event and we find that the dominant source of uncertainty is the variation of Q⊥.

The reader should note that there is significant statistical uncertainty on some of

the individual results in the upper three bins.

In the lowest bins of the distribution, which correspond to events with a hardest

jet that is either soft or collinear to the beam direction, the central predictions agree

to within roughly 5%. This is because the divergent behaviour of the showers in the

limit of a soft or collinear emission is the same. On-the-other hand the description of

hard emissions differs between the two showers and in the higher-pT bins the central

predictions display a more varied level of agreement. We note that parton showers

are not expected to produce an accurate description of hard radiation. In spite of

these differences, each of the central predictions lies within the uncertainty envelope

of the other prediction.

Above the 0-jet rate, the jet multiplicity is determined by the parton shower. In

general we find that the dipole shower predicts more events with high jet multiplicity

than the angular-ordered shower. This can be attributed to differences in the emission

phase space in the showers, in particular the dipole shower does not implement an

explicit angular-ordering restriction. While the central predictions display reasonable

agreement, to within 20%, up to the 6-jet bin, they increasingly diverge in the higher-

multiplicity bins. Given that parton showers do not provide an accurate description

of hard radiation, they should not be expected to accurately describe large jet

multiplicities. In spite of these differences, both central predictions lie within the

uncertainty envelope of the other prediction.
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The dominant source of uncertainty is the variation of Q⊥, which directly controls

the phase space available to shower emissions. Given that the emission phase space

in the dipole shower is subject to one restriction fewer than in the angular-ordered

shower, the behaviour of the dipole shower is more sensitive to Q⊥ and the total

uncertainty envelope on the dipole shower prediction is larger. The uncertainty due

to the variation of µS is also significant as this distribution is very sensitive to the

behaviour of the parton shower.

As the LO process does not include a jet, the ∆R(tt̄, j1) distribution is very

sensitive to the behaviour of the parton shower. In an event with only one jet we

have ∆R(tt̄, j1) ≥ π, accordingly the distribution in this region is directly sensitive

to the behaviour of the hardest jet and we find that the dominant uncertainty arises

from variations in Q⊥. In the region ∆R < π the distribution is sensitive to the

behaviour of the subsequent jets and the variations in both Q⊥ and µS give rise to

significant uncertainty in this region. We note however that a full evaluation of the

scale variations is required to produce an accurate estimate of the uncertainty in

this region.

The central predictions display very good agreement across the distribution,

within about 10%, with the greatest discrepancy, of about 20%, in the uppermost

bin. This indicates that the description of the rapidity and azimuthal angle of

emissions is similar in the two showers.4 Similarly the total uncertainty envelopes on

the two predictions are of a similar shape and size across most of the distribution.

The NLO-matched predictions of the pT(t) and pT(tt̄) distributions are shown in

Fig. 3.3 while the results for the njets(pT > 25 GeV) and ∆R(tt̄, j1) distributions are

shown in Fig. 3.4.

In a NLO-matched sample the pT(t) distribution, Fig. 3.3, is described to a formal

accuracy of NLO in QCD and any differences between the predictions obtained using

the MC@NLO-type and POWHEG-type matching schemes are due to higher-order

4Note that spin correlations are not included in any simulations in this chapter and, in both
showers, the azimuthal angle of each branching is generated according to a uniform distribution.
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Figure 3.3: Distributions and their scale variation uncertainty envelopes meas-
ured in production-level pp → tt̄ events generated using the MC@NLO-type
(NLO⊕) and POWHEG-type (NLO⊗) matching schemes with the angular-
ordered (QS) and dipole (DS) parton showers. The transverse momenta of
the top quark, pT(t), and the tt̄-pair, pT(tt̄), are shown. The upper ratio plot
shows the ratio of the given result to the central prediction of the MC@NLO-
type matching scheme. The bottom two ratio plots show a breakdown of the
uncertainties on the given distribution due to variations of the hard process
scale (µH), the hard veto scale (Q⊥) and the shower scale (µS), as described in
the text.
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Figure 3.4: As for Fig. 3.3, in this case showing the jet multiplicity,
njets(pT > 25 GeV), and the separation ∆R(tt̄, j1), defined in the text.
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effects. It follows that, for both showers, we find good agreement, to within 15%,

between the central predictions across the distribution, except in the uppermost

bin of the dipole shower results. There is significant statistical uncertainty on the

POWHEG-type matching predictions in the upper three bins, which accounts for this

larger difference. This statistical uncertainty also accounts for the larger uncertainty

envelope on the POWHEG-type matching predictions.

In a NLO-matched sample the pT(tt̄) distribution, Fig. 3.3, is predicted to LO

accuracy and it follows that the dominant uncertainty on the predictions is due to

variations of µH. The central predictions of the two matching schemes display very

good agreement, to within 10%, across the distribution for both showers and the

uncertainty envelopes are similar in shape and size. This shows that the differences

in this distribution due to higher-order effects are small.

The 0-jet and 1-jet rates in the jet multiplicity distribution, Fig. 3.4, are predicted

to a formal accuracy of NLO and LO, respectively, while higher-multiplicities exist

only due to the parton shower. The central predictions of the two matching schemes

display agreement to within roughly 10%, for both showers, up to and including

the 3-jet bin. In the higher-multiplicity bins the POWHEG-type prediction rises

above the MC@NLO-type prediction. The fluctuation in the 10-jet bin in the

angular-ordered shower predictions is due to statistical uncertainty on the results.

The MC@NLO-type matching scheme produces fewer high-multiplicity events than

the POWHEG-type matching scheme because we use Q⊥ = µH and the choice

of µH is relatively small. This is discussed in detail in Section 3.1.3 and results

that demonstrate the effects are presented in Section 3.2.3. The sensitivity of this

distribution to the choice of Q⊥ is evident as it is the dominant source of uncertainty

across much of the distribution.

If a pure NLO ME were used, i.e. with no parton shower, the ∆R(tt̄, j1) distri-

bution, Fig. 3.4, would be non-zero only in the region ∆R(tt̄, j1) > π. Therefore

in a NLO-matched sample this observable probes both the hard process and the

parton shower. The central predictions display good agreement, to within about
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15%, across much of the distribution for both showers and the largest discrepancy

of around 20% is easily accounted for by the uncertainty envelopes.

In the region ∆R(tt̄, j1) < π, where the distribution is non-zero only due to the

parton shower, the largest uncertainties are due to the variations of µS. In the region

∆R(tt̄, j1) > π there is no single dominant source of uncertainty. Across the entire

distribution none of the individual variations shown produce a good estimate of the

full uncertainty envelope, so a full evaluation of the scale variations is required to

produce an accurate estimate of the total uncertainty.

To summarise, the LO results suggest that the two parton showers produce

similar descriptions of soft and collinear emissions while their descriptions of hard

radiation display greater differences. The predictions of several observables made

using the two NLO-matching schemes display only limited differences, however the

predictions of the jet multiplicity distribution display much greater differences due

to the effect of the choice of Q⊥ in the MC@NLO-type matching scheme. In some

distributions the total uncertainty on the prediction is dominated by the variation of

one scale, however in other distributions this is not the case and the total uncertainty

is only accurately described through a full evaluation of the scale variations.

3.2.2 The Profile Scale in MC@NLO-Type Matching

Fig. 3.5 shows four distributions, the transverse momentum of the hardest jet, pT(j1),

the jet multiplicity with a minimum jet-pT requirement of 25 GeV, njets (pT > 25 GeV),

and a minimum jet-pT requirement of 80 GeV, njets (pT > 80 GeV), and the azimuthal

separation of the tt̄-pair and the hardest jet, ∆φ
(
tt̄, j1

)
. The error bars show the

statistical uncertainty on these results.

The hfact profile scale predicts a slightly higher-pT hardest jet than the resumma-

tion profile scale. This is because the resummation profile scale produces a greater

suppression of hard emissions than the hfact profile scale. The pT(j1) distribution is

predicted to a formal accuracy of LO in QCD and the profile scale choice gives rise

to higher-order effects only. It follows that the predictions obtained using the hfact
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Figure 3.5: The effect of the profile scale choice in MC@NLO-type (NLO⊕)
matching. Distributions measured in production-level pp→ tt̄ events generated
using the default resummation profile scale and the broader hfact (hfact) profile
scale with the angular-ordered (QS) and dipole (DS) parton showers are shown.
The distributions are the transverse momentum of the hardest jet, pT(j1), the
jet multiplicities njets(pT > 25 GeV) and njets(pT > 80 GeV), and the azimuthal
separation of the tt̄-pair and the hardest jet, ∆φ(tt̄, j1). The ratio plots display
the ratio of the given distribution to that predicted using the resummation
profile scale.
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and resummation profile scales display reasonable agreement, to within about 25%,

across the distribution.

Using the dipole shower, the hfact profile scale produces a modest increase, ∼ 30%,

in the upper bins of the njets (pT > 25 GeV) distribution and a very large increase,

∼ 325%, in the upper bins of the njets (pT > 80 GeV) distribution, relative to the

resummation profile scale. This is again because the hfact profile scale suppresses

fewer hard shower emissions than the resummation profile scale. The particularly

large difference in the njets (pT > 80 GeV) distribution arises because, unlike the

resummation profile scale, the hfact profile scale does not enforce a cutoff on the

transverse momentum of shower emissions.

In contrast, using the angular-ordered shower with the hfact profile scale predicts

a decrease in the upper bins of the njets (pT > 25 GeV) distribution relative to using

the resummation profile scale. This is because the suppression of softer emissions

by the hfact profile scale and the angular-ordering restriction together reduce the

production rate of moderate-pT jets. On-the-other hand, as in the dipole shower, the

hfact profile scale predicts a large increase in the upper bins of the njets (pT > 80 GeV)

distribution relative to the resummation profile scale.

Using a pure NLO ME, i.e. with no parton shower, ∆φtt̄,j1 would necessarily be

equal to π. The distribution is therefore strongly dependent on the parton shower

and is most sensitive to the hardest few jets. The predictions obtained using the

hfact profile scale exhibit a moderate, 10 − 20%, increase in the lower ∆φtt̄,j1 bins

compared to the resummation profile scale. This is consistent with the behaviour

observed in the njets (pT > 80 GeV) distribution, which displays an increase in the

production of high-pT jets using the hfact profile scale compared to the resummation

profile scale. We note that the predictions of the two showers are very similar as both

use spin-averaged splitting kernels, therefore the azimuthal angle of each splitting is

generated according to a uniform distribution.

To summarise, using the hfact profile scale gives rise to a general increase in

jet activity compared to the resummation profile scale, in particular we observe a
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large increase in the production of high-pT jets in both parton showers. We do

however find that the angular-ordered shower predicts a decrease in the production

of moderate-pT jets using the hfact profile scale compared to the resummation profile

scale.

3.2.3 The Hard Veto Scale in MC@NLO-Type Matching

Fig. 3.6 shows the transverse momentum distributions of the hardest jet, pT(j1),

and second hardest jet, pT(j2), in events showered using the angular-ordered and

dipole showers. Similarly the transverse momentum distribution of the third hardest

jet, pT(j3), and the jet multiplicity, njets(pT > 25 GeV), distribution are shown in

Fig. 3.7. Only jets with transverse momentum greater than 25 GeV are counted

in the multiplicity distributions. Finally Fig. 3.8 shows the transverse momentum

distributions of the top quark, pT(t), and the tt̄-pair, pT(tt̄). Each plot shows the

predictions of one of the parton showers and the error bars show the statistical

uncertainty on the results.

We first consider the option µH = µ1. In S-events µ1 is identical to µa. In

H-events with a low-pT or moderate-pT real emission, µ1 is larger than µa, however

the difference is small enough that we do not see any corresponding effects at low or

moderate-pT in the jet-pT distributions in Fig. 3.6 and Fig. 3.7.

It is only in H-events with a very hard real emission that µa is significantly larger

than µ1. This is evident from the small increase in the pT(j2) and pT(j3) distributions

at high-pT predicted using Q⊥ = µa compared to Q⊥ = µH. The fact that we do

not see any difference at high-pT in the pT(j1) distribution due to the choice of Q⊥

indicates that this region of the distribution is filled by high-pT real emissions in

H-events.

There are no significant differences due to the choice of Q⊥ in the njets(pT >

25 GeV), pT(t) or pT(tt̄), distributions in Fig. 3.7 and Fig. 3.8. In summary µ1 and

µA are identical in S-events and are very similar in most H-events, therefore we see

very little difference in jet activity due to the choice of Q⊥ with µH = µ1.
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Figure 3.6: The effect of the choice for Q⊥ in MC@NLO-type (NLO⊕)
matching. Distributions measured in production-level pp→ tt̄ events generated
using three options, µ1,2,3, for µH and two options, µH and µa, for Q⊥ with the
angular-ordered (QS) and dipole (DS) parton showers are shown. The scales
used are specified in the format (µH, Q⊥) and each of the scales is defined in
the text. The ratio plots display the ratio of the given distribution to that
predicted using Q⊥ = µH. The distributions are the transverse momenta of
the hardest, pT(j1), and second hardest, pT(j2), jets.
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Figure 3.7: As for Fig. 3.6, in this case the distributions shown are the
transverse momentum of the third hardest jet, pT(j3), and the jet multiplicity
for jets with pT > 25 GeV, njets(pT > 25 GeV).
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Figure 3.8: As for Fig. 3.6, in this case the distributions shown are the
transverse momenta of the top quark, pT(t), and the tt̄-pair, pT(tt̄).
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Next we consider µH = µ2 for which µa > µH in all events. In S-events we

have µa = 2µH and in H-events with a low-pT real emission we have µa ∼
√

8/3µH.

The larger value of Q⊥ explains the increase that we see in the pT(j1) distributions,

Fig. 3.6, at around 75 GeV < pT(j1) < 250 GeV. The fact that this increase in the

rate drops off at around 250 GeV, above which the distributions generated using the

two different options for Q⊥ become very similar, suggests that jets harder than this

are primarily produced as a high-pT real emission in H-events.

We observe a large increase in the number of moderate- and high-pT second and

third jets, Fig. 3.6 and Fig. 3.7 respectively, predicted using Q⊥ = µa compared to

Q⊥ = µH. As µa > µH in all events, we expect to see such an increase at moderate

values of the jet-pT. In H-events the difference between µa and µ2 grows with

the transverse momentum of the real emission. This explains why using Q⊥ = µa,

compared to Q⊥ = µH, gives rise to an increase in the pT(j2) and pT(j3) distributions

at high-pT and that grows with the jet-pT.

We find a large increase in the number of events with high jet multiplicities,

Fig. 3.7, predicted using Q⊥ = µa compared to Q⊥ = µH. This corresponds to the

increase that we see in the pT(j2) and pT(j3) distributions. The moderate difference

in the pT(j1) distribution is not evident in the pT(t) distribution, Fig. 3.8, however

it is evident in the pT(tt̄) distribution, which is very sensitive to the hardest jet.

In summary, µa is larger than µ2 in all events therefore we see an increase in jet

activity using Q⊥ = µa compared to Q⊥ = µH.

Finally we consider the results for µH = µ3, the invariant mass of the tt̄-pair, which

is a large scale compared to µ1 and µ2. The pT(j1) distributions, Fig. 3.6, predicted

using Q⊥ = µa display a significant decrease for pT(j1) > 100 GeV compared to

using Q⊥ = µH. This indicates that if the hardest jet in an event simulated using

Q⊥ = µH has pT > 100 GeV, it was most likely produced as a shower emission

rather than as the real emission in an H-event. The predictions obtained using

Q⊥ = µH and Q⊥ = µa do show increasing agreement at high values of pT, which

suggests that hard real emissions in H-events are the origin of the very hardest jets
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as expected. In a large fraction of events µa < µ3, therefore the pT(j2) and pT(j3)

distributions, Fig. 3.6 and Fig. 3.7 respectively, predicted using Q⊥ = µa display a

decrease compared to using Q⊥ = µH.

Considering the njets(pT > 25 GeV) distributions, Fig. 3.7, the dipole shower with

Q⊥ = µa predicts a decrease in the number of high-multiplicity events compared to

using Q⊥ = µH. This is in straightforward agreement with the decreases seen in the

jet-pT distributions. The angular-ordered shower however displays less consistent

behaviour. For njets > 5 we observe an increase in the distribution predicted using

Q⊥ = µa compared to using Q⊥ = µH. The reason for this behaviour is not currently

understood however it is consistent with the behaviour across the jet-pT distributions,

in which the difference due to the choice of Q⊥ is considerably larger in the pT(j1)

distribution than in the pT(j3) distribution.

The pT(tt̄) distribution for each shower, Fig. 3.8, displays behaviour that cor-

responds to the behaviour of the pT(j1) distributions. We also see a small change,

due to the choice of Q⊥, in the pT(t) distributions in Fig. 3.8. This distribution is

formally accurate to NLO, the choice of Q⊥ introduces higher-order effects and we

observe only a modest difference due to the choice of Q⊥.

In summary, µ3 is a large scale compared to µ1 and µ2 and is larger than µa in

many events. In general, for µH = µ3, we see a decrease in the predicted jet activity

using Q⊥ = µa compared to Q⊥ = µH.

3.3 Results: Full Process

We present several experimental results measured by the ATLAS and CMS collab-

orations. The collision energy,
√
s, at which each result was measured and the final

states included are summarised in the text. Specific details of the experimental

analyses are available in the references provided. In studies of top-pair production

one generally evaluates a subset of events selected according to the decay modes,

hadronic or leptonic, of the W-bosons produced in the decays of the top quarks.



3.3. Results: Full Process 111

Semileptonic events are those in which one final-state lepton, an electron or muon,

passes the analysis cuts, while in dileptonic events two leptons pass the analysis

cuts. All of the measurements presented in this section are taken in the ‘combined

channel’, i.e. including both electron and muon final states. The uncertainty on the

experimental measurements is shown by the error bars on these results.

We include MC predictions for each experimental result. The distributions are

measured in MC events using analyses, written in the Rivet framework, provided

by the experiments. As for the production-level process the MC events are generated

using Matchbox, however we now include particle decays and hadronization. Unless

otherwise stated, the hard process scale used to generate events is

µH = mT,t +mT,t̄

2 . (3.3.1)

This scale was chosen as it was found to produce reasonable predictions of several

observables sensitive to jet activity using MC@NLO-type matching. In particular we

compared predictions of several observables included in the analyses of Refs. [111,133]

obtained using µH = µ1,2,3, i.e. the three scales defined in Section 3.1.3.

We wish to predict observables as accurately as possible, therefore we do not use

the benchmark settings that were used in the production-level investigation. Instead

the default angular-ordered shower and dipole shower tunes in Herwig 7.1.1 are used

in all runs with the respective showers. The PDF set used is again MMHT2014nlo68cl

while αS is defined separately in the tune for each shower.

The angular-ordered shower can treat massive incoming partons while the di-

pole shower cannot. The mass of the bottom quark is important for the accurate

simulation of top quark decays, therefore we treat the bottom quark as massive in

the simulation and we use the five-flavour scheme in runs using the angular-ordered

shower and the four-flavour scheme in runs using the dipole shower. The masses of

the bottom quark and top quark are set to 4.2 GeV and 174.2 GeV, respectively,

while all other quarks are considered to be massless.

All predicted distributions that are not normalised to their integral are scaled
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to the appropriate NNLO cross section, as described for the investigation of the

production-level process in Section 3.2. The NNLO cross sections are 173.60 pb and

247.74 pb for 7 TeV and 8 TeV collisions respectively.

3.3.1 Predictions with Scale Variations

We first look at two observables for which we have considered analogous results in the

discussion of the production-level process in Section 3.2.1, the transverse momentum

of the top quark and the jet multiplicity in events. The experimental results, and LO

and NLO-matched predictions obtained using both the angular-ordered and dipole

parton showers, are shown in Fig. 3.9.

The transverse momentum distribution of the reconstructed hadronically decay-

ing top quark, pT(th), is that measured by ATLAS [134] in semileptonic pp → tt̄

events at
√
s = 8 TeV. The central predictions obtained using both LO and NLO-

matched simulations agree with the data within its error bars. This reflects that the

distribution is well predicted by the LO ME.

The dominant uncertainty on the LO predictions is due to the variation of Q⊥.

This is in contrast to the production-level result in which there was no dominant

source of uncertainty. We have confirmed that this difference is due to the use of

a different choice for µH and, accordingly, a different choice for Q⊥. Although this

distribution is only slightly sensitive to the parton shower, the upper variation of the

larger hard veto scale used in these predictions allows the production of hard jets that

affect the distribution and give rise to the larger uncertainty envelope. The larger

uncertainty on the LO dipole shower prediction, compared to the angular-ordered

shower prediction, reflects the less restricted emission phase space in the dipole

shower. There is no single dominant source of uncertainty on the NLO-matched

predictions.

The jet multiplicity distribution, njets(pT > 25 GeV), for jets with pT > 25 GeV is

that measured by ATLAS [133] in semileptonic pp→ tt̄ events at
√
s = 7 TeV. The

central predictions obtained using the dipole shower all lie within the experimental
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Figure 3.9: (Left) the pT distribution of the hadronically decayed top
quark and (right) the njet(pT > 25 GeV) distribution measured by ATLAS in
semileptonic pp→ tt̄ events at a collision energy of 7 TeV and 8 TeV, respect-
ively. The distributions measured in events generated using LO simulations
(LO⊕) and the MC@NLO-type (NLO⊕) and POWHEG-type (NLO⊗) match-
ing schemes with the angular-ordered (QS) and dipole (DS) parton showers are
also shown. The upper ratio plot displays the ratio of the given distribution
to the data. The lower two ratio plots are as described for Fig. 3.2.
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error bars across the distribution, while the angular-ordered shower predictions do

not display good agreement with the experimental results. In all bins however, the

uncertainty envelopes on the angular-ordered shower predictions do overlap with

the experimental error bars. Again, in general, the angular-ordered shower predicts

lower jet multiplicities than the dipole shower due to the additional angular-ordering

restriction on the emission phase space. Similarly the uncertainty envelope on the

dipole shower prediction is larger than that on the angular-ordered shower prediction.

For both showers, the NLO-matched predictions display a fair agreement with

each other. This was not the case in the production-level results and reflects the

different choice for µH, and accordingly Q⊥. In particular, in the prediction ob-

tained using MC@NLO-type matching with the dipole shower the uncertainty due

to the variation of Q⊥ is significant and reflects the discussion in Section 3.2.1 and

Section 3.2.3 on the choice of the hard veto scale in MC@NLO-type matching. As

we stated in the production-level investigation, parton showers are not expected to

produce an accurate description of hard radiation and should not be expected to

accurately describe large jet multiplicities. Accordingly the uncertainty on all of the

predictions increases with increasing jet multiplicity.

In Fig. 3.10 we show the HT distribution measured by CMS [135] in semileptonic

pp → tt̄ events at
√
s = 7 TeV and the MC predictions for this distribution. The

observable HT is defined as the scalar sum of the transverse momentum of all jets

in each event

HT =
∑
jets

pT,jet. (3.3.2)

The LO central predictions accurately describe the data in the lower bins of

the distribution, however they undershoot the data in the upper bins. This is

because parton showers do not accurately describe the production of hard jets. The

central predictions made using the angular-ordered shower with both NLO-matching

schemes display very good agreement with the data and in those bins where the

central predictions do not lie within the experimental error bars the uncertainty

envelopes on the predictions overlap with the experimental error bars. The central
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Figure 3.10: Left: The HT distribution measured by CMS in semileptonic
pp→ tt̄ events at a collision energy of 8 TeV. The notation and ratio plots are
as described for Fig. 3.9. Right: The ∆R(jb1, jb2) distribution, described in the
text, measured in simulated pp→ tt̄ events. The notation and ratio plots are
as described in Fig. 3.2 and Fig. 3.3 for the LO simulations and NLO-matched
predictions, respectively.
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predictions made using the NLO-matching schemes with the dipole shower display

worse agreement with the data, however the experimental error bars overlap with the

uncertainty envelopes on both predictions. The NLO-matched predictions describe

the data in the upper bins more accurately than the LO predictions. The variation

of Q⊥, which directly affects the jet activity in events, contributes significantly to

the total uncertainty on all of the predictions.

Of the variations considered in this study, only the variation of µS directly affects

the simulation of decay processes. Some decay-sensitive observables, such as measures

of the separation of the decay products from different particle decays, are sensitive

to the hard process and it is important to investigate the size of the uncertainties on

such observables. In Fig. 3.10 we also show predictions of the separation of the two

hardest b-tagged jets in semileptonic pp→ tt̄ events at
√
s = 8 TeV. The separation

is defined as ∆R(jb1, jb2) =
√

∆φ2 + ∆η2, where ∆φ and ∆η are the difference in the

azimuthal angle and pseudorapidity respectively of the hardest and second-hardest

bottom-tagged jets. This observable is sensitive to both the simulation of the decay

and to the direction of the top quarks that decay to produce the bottom quarks.

We measure ∆R(jb1, jb2) using a purpose-built analysis written in the Rivet

framework. Events are required to include at least one final-state dressed electron

or muon, at least two light-flavour jets and at least two bottom-tagged jets, all with

pT > 30 GeV and |η| < 4.2. Dressed leptons are created by clustering each bare

lepton with any photons within a cone of ∆R = 0.1 around the lepton. Additionally

we implement a minimum missing transverse energy cut of 30 GeV.

As we do not use the benchmark settings to produce these predictions, it is not

informative to compare the predictions of the parton showers and matching schemes.

The dominant source of uncertainty on the LO predictions in the region ∆R < π is

the variation of Q⊥. This is because the relative orientation of the top quarks, and

hence the separation of the bottom-tagged jets, is sensitive to hard radiation from the

production process. The uncertainty envelopes on the NLO-matched predictions are

in general smaller than those on the LO predictions, and there is no single dominant
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source of uncertainty. This is because the hardest jet from the production process is

simulated to LO accuracy, rather than parton shower accuracy.

In summary we have compared experimental results to MC predictions for three

observables. Up to differences due to the differing scales used for µH in the production-

level and full process investigations, the behaviour of the distributions measured in

the full process simulations are consistent with those measured in the production-level

simulations. As in the production-level investigation, the full uncertainty envelope

on some predictions is not accurately reproduced by the variation of any single

scale and a full evaluation of the scale variations is therefore required to produce an

accurate estimate of the total uncertainty.

In addition we have also considered one observable, the separation of the bottom-

tagged jets, that is sensitive to the simulation of both the production process and the

decay processes. Our findings suggest that most of the uncertainty on the predictions

is due to the sensitivity to the production process. With few experimental analyses

that measure decay-process sensitive observables currently available, the evaluation

of the matching and shower uncertainty on the predictions of such observables is an

area for future investigation.

3.3.2 The Hard Veto Scale in MC@NLO-Type Matching

We first consider the transverse momentum distribution of the tt̄-pair, pT(tt̄). Pre-

dictions of the distribution measured by ATLAS [134] in semileptonic tt̄-events at
√
s = 8 TeV, obtained using the angular-ordered and dipole parton showers, are

shown in Fig. 3.11. The error bars show the statistical uncertainty on the predic-

tions. Up to limitations in the reconstruction of the top quarks, the prediction of

this distribution is entirely determined by the hard process and its parton showering.

Accordingly we find that both of the showers display very similar behaviour as in the

production-level case, Fig. 3.8. We refer the reader to the discussion in Section 3.2.3

for details.

In Fig. 3.11 we also show predictions of the jet multiplicity, njets(pT > 25 GeV),
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distribution measured by ATLAS [133] in semileptonic tt̄ events at
√
s = 7 TeV.

Only jets with pT > 25 GeV are counted in this distribution. The full process

includes additional jets from the top quark decays and the hadronic W-boson decay,

therefore these results do not correspond exactly to the production-level distributions

in Fig. 3.4. Taking these differences in to account, the behaviour of the predictions

in the full process is consistent with the production-level results and we refer the

reader to the discussion in Section 3.2.3 for details.

In Fig. 3.12 we show predictions of the gap fraction, f(Qsum), and the HT

distribution measured in experiment. These observables probe the jet activity in

each event and were not considered in the production-level investigation.

The gap fraction is measured by ATLAS [136] in dileptonic tt̄-events at
√
s = 7 TeV.

It is a measure of additional jet activity in tt̄-events, i.e. jets which originate as quark

and gluon radiation as opposed to the decay products themselves. Only dileptonic

events are considered so that additional jets can be easily distinguished from the

decay products, i.e. two leptons and two bottom-tagged jets. The gap fraction is

defined as

f(Qsum) = n(Qsum)
N

, (3.3.3)

where N is the number of pp→ tt̄ events that pass the analysis cuts and n(Qsum) is

the number of these events in which the sum of the scalar transverse momenta of

the additional jets in a given rapidity range is less than the scale Qsum. In particular

we present results for additional jets in the rapidity range |y| < 2.1.

Using µH = µ1, we see very little difference in the predictions due to the choice of

Q⊥, Q⊥ = µH or Q⊥ = µa, for both showers. For the choice µH = µ2 the predictions

obtained using both showers with Q⊥ = µa display a decrease in the gap fraction

with decreasing Qsum relative to the predictions obtained with Q⊥ = µH. We observe

the opposite trend in the predictions obtained using µH = µ3. This corresponds to

an increase in jet activity for µH = µ2 and a decrease for µH = µ3, using Q⊥ = µa

compared to Q⊥ = µH, as we would expect following the discussion in Section 3.2.3.

The HT distribution is measured by CMS [135] in semileptonic tt̄-events at



3.3. Results: Full Process 119

b

b

b

b

b

b

Datab

QS (µ1, µ1)
QS (µ1, µa)
QS (µ2, µ2)
QS (µ2, µa)
QS (µ3, µ3)
QS (µ3, µa)10−4

10−3

10−2

(1
/

σ
)

d
σ

/
d

p T
(t

t̄)
[G

eV
−

1 ]

0
0.5

1
1.5

QS (µ1, µ1) QS (µ1, µa)

0
0.5

1
1.5

QS (µ2, µ2) QS (µ2, µa)

0 100 200 300 400 500 600 700 800
0

0.5
1

1.5
QS (µ3, µ3) QS (µ3, µa)

pT(tt̄) [GeV]

b

b

b

b

b

b

Datab

DS (µ1, µ1)
DS (µ1, µa)
DS (µ2, µ2)
DS (µ2, µa)
DS (µ3, µ3)
DS (µ3, µa)10−4

10−3

10−2

(1
/

σ
)

d
σ

/
d

p T
(t

t̄)
[G

eV
−

1 ]

0
0.5

1
1.5

DS (µ1, µ1) DS (µ1, µa)

0
0.5

1
1.5

DS (µ2, µ2) DS (µ2, µa)

0 100 200 300 400 500 600 700 800
0

0.5
1

1.5
DS (µ3, µ3) DS (µ3, µa)

pT(tt̄) [GeV]

b b

b

b

b

b

Datab

QS (µ1, µ1)
QS (µ1, µa)
QS (µ2, µ2)
QS (µ2, µa)
QS (µ3, µ3)
QS (µ3, µa)

10−2

10−1

1

d
σ

/
d

n j
et

s
[p

b]

0
0.5

1
1.5

QS (µ1, µ1) QS (µ1, µa)

0
0.5

1
1.5

QS (µ2, µ2) QS (µ2, µa)

3 4 5 6 7 8
0

0.5
1

1.5
QS (µ3, µ3) QS (µ3, µa)

njets(pT > 25 GeV)

b b

b

b

b

b

Datab

DS (µ1, µ1)
DS (µ1, µa)
DS (µ2, µ2)
DS (µ2, µa)
DS (µ3, µ3)
DS (µ3, µa)

10−2

10−1

1

d
σ

/
d

n j
et

s
[p

b]

0
0.5

1
1.5

DS (µ1, µ1) DS (µ1, µa)

0
0.5

1
1.5

DS (µ2, µ2) DS (µ2, µa)

3 4 5 6 7 8
0

0.5
1

1.5
DS (µ3, µ3) DS (µ3, µa)

njets(pT > 25 GeV)

Figure 3.11: Upper: The pT distribution of the tt̄-pair measured by ATLAS in
8 TeV semileptonic pp→ tt̄ events. Lower: The njet(pT > 25 GeV) distribution
measured by ATLAS in 7 TeV semileptonic pp → tt̄ events. In order to
investigate the effect of the choice for Q⊥ in MC@NLO-type matching, the
distributions measured in pp→ tt̄ events generated using three options, µ1,2,3,
for µH and two options, µH and µa, for Q⊥ with the angular-ordered (QS) and
dipole (DS) parton showers are shown. The scales used are specified in the
format (µH, Q⊥) and each of the scales is defined in the text. The ratio plots
display the ratio of the given distribution to that predicted using Q⊥ = µH.
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Figure 3.12: Upper: The gap fraction measured by ATLAS in 7 TeV
dileptonic pp → tt̄ events, in the veto region |y| < 2.1. Lower: The HT
distribution measured by CMS in 8 TeV semileptonic pp→ tt̄ events. The MC
predictions and ratio plots are as described for Fig. 3.11.
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√
s = 8 TeV. Using µH = µ1 we see that the choice of Q⊥, Q⊥ = µH or Q⊥ = µa, has

virtually no effect on the prediction of either shower. For the scale choice µH = µ2

we see an increase in the predicted distribution at high-HT using Q⊥ = µa compared

to using Q⊥ = µH, while for the scale choice µH = µ3 we observe the opposite trend.

The behaviour of the predictions for the gap fraction and the HT distribution are

both consistent with the behaviour of the pT(tt̄) and jet multiplicity distributions and

with the behaviour generally observed in the production-level process in Section 3.2.3.

In simulations using µH = µ1, the choice Q⊥ = µH has virtually no impact on the jet

activity in events compared to using Q⊥ = µa. In simulations using µH = µ2, a scale

that is smaller than µa in all events, we predict higher jet activity using Q⊥ = µa

compared to Q⊥ = µH. Conversely when using µH = µ3, a scale that is larger than

µa in most events, we predict a reduction in jet activity using Q⊥ = µa relative to

using Q⊥ = µH.

3.4 Summary

In this chapter we have investigated several sources of shower and matching uncer-

tainty in the simulation of the process pp→ tt̄.

We compared predictions obtained using both LO and NLO-matched simulations

with the angular-ordered and dipole parton showers. We also considered the uncer-

tainty on these predictions through an evaluation of scale variations. In particular

we varied the hard process scale, the hard veto scale and the shower scale in simula-

tions of both the production-level process and the full process. We found that soft

and collinear emissions in the angular-ordered and dipole parton showers exhibit

similar behaviour, however they show differences in their treatment of hard radiation.

In several distributions the MC@NLO-type and POWHEG-type matching schemes

produce very similar predictions, however the MC@NLO-type matching scheme is

particularly sensitive to the choice of Q⊥.

Up to differences due to the choice of µH, and accordingly the scale used for Q⊥,
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the predictions in the full process are consistent with the behaviour observed in the

production-level process. The uncertainty on some distributions was found to be

dominated by the variation of a single scale, while for other distributions this was

not the case. In general it is necessary to carry out a full evaluation of the scale

variations to accurately estimate the total uncertainty on predictions. We found

that the Matchbox module can be used to produce accurate predictions of many

observables in pp→ tt̄ events.

We also compared predictions obtained using two different choices for the profile

scale in the MC@NLO-type matching scheme. The two profile scales considered

were the default resummation profile scale and the hfact profile scale. We performed

this investigation in the production-level process only and we found that, in general,

using the hfact profile scale gives rise to an increase in jet activity compared to the

resummation profile scale. The choice of the profile scale is an important source of

uncertainty that should be considered and understood.

Finally we also considered the effects of using different functional forms for the

hard veto scale in the MC@NLO-type matching scheme. We compared the default

choice, Q⊥ = µH, to a new option, Q⊥ = µa, using three different choices for µH. The

hard veto scale choice directly affects the jet activity in the production process and

we found that the effects of the scale choice were evident in distributions measured

in both the production-level process and the full process.



Chapter 4

Spin Correlations in Dipole

Showers

The distribution of the decay products outgoing from a top quark decay is sensitive to

correlations between the production and decay of the top quark. These effects have

been measured in pp→ tt̄ events at the LHC [137–144]. In order to accurately predict

such observables in the decays of heavy quarks, we must include spin correlations in

our MC simulation.

We did not present any spin correlation sensitive results in Chapter 3. Accurate

prediction of such results requires a full implementation of spin correlations in

Herwig7, which was not previously available. There are three correlations that

must be included; the azimuthal correlation of parton shower branchings due to

the polarisation of gluons, the correlations between the parton shower and the hard

process, and the correlations between the production and decay of heavy particles,

including the correlations between the parton shower and particle decays.

The correlations between parton shower branchings and the correlations between

the parton shower and the hard process can be fully included in a MC event generator

using the algorithm of Refs. [88–91]. This algorithm is formulated such that the

complexity of the calculation grows only linearly with the number of parton shower

emissions. This algorithm uses a spin-density matrix approach, in which information
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about the correlations between particles in an event is propagated through the event

in ‘spin-density’ matrices and ‘decay’ matrices. This algorithm was extended in

Ref. [86] to correctly include the spin correlations between the production and decay

of heavy particles, including correlations between parton shower branchings and

particle decays.

Parts of the algorithm have previously been implemented in several MC event

generators. In Herwig6 [145] the algorithm was used to implement the correlations

between parton shower branchings, between the hard process and the parton shower

and between the production and decay of heavy particles, however correlations

between the parton shower and decays were not included. The same algorithm is

also used in the EvtGen package [146] for correlations in the decays of hadrons.

In Herwig++ [3] and Herwig7 the algorithm was used to include spin correlations

between the production and decay of heavy particles, and in the decay of hadronic

resonances, however the correlations in the parton shower were not included.

In Ref. [87] the implementation of the full algorithm in the angular-ordered and

dipole parton showers in Herwig7 is described. In this chapter we consider the

implementation in the dipole shower in detail.

Some other MC event generators use alternative approaches to include some

spin correlation effects in the parton shower. In Pythia [75], the azimuthal angle

in g → gg and g → qq̄ splittings is generated non-isotropically to account for

gluon polarisation effects. The Vincia [147] parton shower naturally includes some

interference effects through the use of helicity-dependent antenna functions [148,149].

Neither of these approaches, however, includes all of the effects incorporated in the

spin-density matrix treatment of Ref. [86].

The algorithm described in Ref. [86] is formulated for implementation in parton

showers that follow the evolution structure of the angular-ordered shower. The

evolution in the dipole shower is different and some modifications to the algorithm

are required. In Section 4.1 we first present a modified version of the algorithm which

is appropriate for implementation in the dipole shower. Following this we make
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some additional comments on the implementation of the spin correlation algorithm

in the dipole shower and we give the helicity-dependent splitting amplitudes that

are required to include correlations in the parton shower. We also address the

considerations required to account for the transformations between frames in the

shower evolution.

In Section 4.2 we calculate analytic expressions for some distributions that are

sensitive to spin correlations. We do this for spin correlations between parton shower

branchings and correlations between the hard process and the parton shower. In

Section 4.3 we compare the distributions predicted using both parton showers to these

analytic results in order to verify the correct implementation of the spin correlation

algorithm. Finally we consider some angular distributions measured in pp → tt̄

events, the primary motivation for this work, and compare the MC predictions to

the experimentally measured result.

4.1 The Spin Correlation Algorithm

The algorithm described in Ref. [86] is designed for implementation in the angular-

ordered shower. The shower evolution in the dipole shower is different to that in the

angular-ordered shower and several modifications to the algorithm are required for

implementation in the dipole shower. In particular, in the angular-ordered shower

each particle outgoing from or incoming to the hard process is showered separately

and the sequence of splittings progresses away from or towards the hard process in a

predictable fashion. On-the-other hand, as described in Section 1.2.3, in the dipole

shower each dipole chain is evolved separately and the sequence of splittings, with

respect to the hard process, is not similarly predictable.

In this section we present a step-by-step description of the modified algorithm.

We consider the general case of a hard process that is showered, followed by the

decays of unstable particles and their subsequent shower evolution. We only explicitly

consider parton shower branchings from final-state partons. The extension to include
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branchings from initial-state partons, discussed following the step-by-step description

of the algorithm, is implemented in the dipole shower.

1. The momenta of the particles incoming to and outgoing from the hard process

are generated according to the ME for the process

ρ
κ1κ′1
1 ρ

κ2κ′2
2 Mκ1κ2;λ1...λnM∗κ′1κ

′
2;λ′1...λ′n

∏
i=1,n

D
λiλ
′
i

i , (4.1.1)

whereMκ1κ2;λ1...λn is the ME for the 2 → n process, κi is the helicity of the

ith incoming particle, λi is the helicity of the ith outgoing particle, ρκiκ
′
i

i is the

spin-density matrix of the ith incoming particle and Dλiλ
′
i

i is the decay matrix

of the ith outgoing particle. At every stage in the algorithm, if a particle has

not undergone a parton shower branching or a decay then we set its decay

matrix to Dλiλ
′
i

i = δλiλ
′
i . The spin-density matrix of an unpolarised incoming

particle is ρκiκ
′
i

i = 1
2δ
κiκ
′
i , while for a polarised incoming particle it is

ρ
κiκ
′
i

i =

1
2 (1 + P3) 0

0 1
2 (1− P3)

 (4.1.2)

where P3 is the component of the polarisation vector parallel to the beam

direction. The sign in front of P3 in Eq. (4.1.2) is changed for an incoming

antiparticle. All spin-density matrices are normalised such that their trace is

equal to one.

2. A branching a→ bc from an outgoing particle a, and the values of the dipole

splitting variables that describe this branching, are selected.1

3. The spin-density matrix of the particle incoming to the splitting vertex is

calculated as

ρλaλ
′
a

a = 1
Nρ

ρ
κ1κ′1
1 ρ

κ2κ′2
2 Mκ1κ2;λ1...λa...λnM∗κ′1κ

′
2;λ′1...λ′a...λ′n

∏
i 6=a

D
λiλ
′
i

i , (4.1.3)

1This is done according to the standard procedure described in Section 1.2.3.
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where

Nρ = ρ
κ1κ′1
1 ρ

κ2κ′2
2 Mκ1κ2;λ1...λa...λnM∗κ′1κ

′
2;λ′1...λa...λ′n

∏
i 6=a

D
λiλ
′
i

i . (4.1.4)

The azimuthal angle φ of the branching is generated according to

ρλaλ
′
a

a V λaλbλc
bc (z, φ)V ∗bc

λ′aλ
′
bλ
′
c(z, φ)Dλbλ

′
b

b Dλcλ′c
c (4.1.5)

where Dλiλ
′
i

i is the decay matrix of the ith parton outgoing from the branch-

ing and V λaλbλc
bc is the helicity amplitude for the splitting a → bc given the

helicities λa, λb and λc of the partons. The helicity amplitudes, which are

spin-unaveraged Altarelli-Parisi splitting functions, are given in Section 4.1.1.

Following the splitting, the decay matrix of the particle incoming to the split-

ting vertex is calculated as

Dλaλ′a
a = 1

NDQCD

V λaλbλc
bc (z, φ)V ∗bc

λ′aλ
′
bλ
′
c(z, φ)Dλbλ

′
b

b Dλcλ′c
c , (4.1.6)

where

NDQCD = V λaλbλc
bc (z, φ)V ∗bc

λaλ′bλ
′
c(z, φ)Dλbλ

′
b

b Dλcλ′c
c . (4.1.7)

4. If another branching with a scale above the IR cutoff can be generated, a

branching, and the corresponding dipole splitting variables, are selected. In

general there are two possible scenarios for this branching, dependent upon

the origin of the emitter:

(a) The emitter is outgoing from the hard process, in which case step 3 is

performed.

(b) The emitter, X, is outgoing from another parton shower splitting:

i. We first record the emitter as a ‘connecting-particle’. We identify the

parton incoming to the splitting vertex from which the last-identified

connecting-particle is outgoing and add this to the list of connecting-

particles. This is repeated until the connecting-particle outgoing from

the hard process is identified.
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ii. The spin-density matrix of the connecting-particle outgoing from the

hard process is calculated according to Eq. (4.1.3).

iii. The connecting-particle b outgoing from the branching, a→ bc, of the

last-considered connecting-particle, a, is selected and its spin-density

matrix calculated as

ρ
λbλ
′
b

b = 1
NρQCD

ρλaλ
′
a

a V λaλbλc
bc (z, φ)V ∗bc

λ′aλ
′
bλ
′
c(z, φ)Dλcλ′c

c , (4.1.8)

where

NρQCD = ρλaλ
′
a

a V λaλbλc
bc (z, φ)V ∗bc

λ′aλbλ
′
c(z, φ)Dλcλ′c

c , (4.1.9)

ρλaλ
′
a

a is the spin-density matrix of the parton a and Dλcλ′c
c is the decay

matrix of parton c. This is repeated until the spin-density matrix is

calculated for the emitter, X.

iv. The azimuthal angle of the branching of X is generated according

to Eq. (4.1.5) using the spin-density matrix of X calculated in the

previous step.

v. Following the splitting, the decay matrix of the connecting-particle

X is calculated according to Eq. (4.1.6).

vi. The decay matrix of the connecting-particle incoming to the branch-

ing that produced the last-considered connecting-particle is calculated

according to Eq. (4.1.6). This is repeated until the decay matrix of

the connecting-particle outgoing from the hard process is calculated.

This step is repeated until a branching cannot be selected with a scale above

the IR cutoff.

5. If there are any unstable outgoing particles that have not yet been decayed,

one is chosen at random and its decay mode is selected.2

2The decay mode for each unstable particle is selected according to the branching ratios of the
particle.
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6. If the selected unstable particle is outgoing from a shower branching its spin-

density matrix is calculated according to the procedure in steps 4(b)i-4(b)iii.

Otherwise its spin-density matrix is calculated according to Eq. (4.1.3).

7. The momenta of the particles produced in the decay of the unstable particle

are generated according to

ρ
λ0λ′0
0 Mλ0;λ1...λnM∗λ′0;λ′1...λ′n

∏
i=1,n

D
λiλ
′
i

i , (4.1.10)

where λ0 is the helicity of the unstable particle, λi is the helicity of the ith

particle outgoing from the decay, ρλ0λ′0
0 is the spin-density matrix of the unstable

particle, Dλiλ
′
i

i is the decay matrix of the ith particle outgoing from the decay

andMλ0;λ1...λn is the ME for the 1→ n-body decay.

8. If any of the particles outgoing from the decay are coloured they are showered

following an analogous procedure to that described in steps 2-4, where the

hard process is replaced by the 1 → n-body decay system that consists of

the unstable particle incoming to the decay and the outgoing decay products.

Eq. (4.1.3) and Eq. (4.1.4) in steps 2-4 are replaced by

ρλaλ
′
a

a = 1
NρD

ρλ0λ′0Mλ0;λ1...λa...λnM∗λ′0;λ′1...λ′a...λ′n
∏
i 6=a

D
λiλ
′
i

i , (4.1.11)

where

NρD = ρλ0λ′0Mλ0;λ1...λa...λnM∗λ′0;λ′1...λa...λ′n
∏
i 6=a

D
λiλ
′
i

i , (4.1.12)

for the calculation of the spin-density matrix of the ath decay product.

9. There are two possibilities for the decay process:3

(a) If there are no unstable particles, that have not yet been decayed, outgoing

from the decay process, we go to step 10.

3As in Section 2, ‘decay process’ refers to the system of particles consisting of the unstable
particle incoming to the decay and all particles outgoing from the decay, including parton shower
emissions.
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(b) If any of the particles outgoing from the decay process are unstable

and have not yet been decayed, one is selected and its decay mode is

chosen. If the selected particle is outgoing from a shower branching its

spin-density matrix is calculated according to the procedure described in

steps 4(b)i-4(b)iii, where the hard process is replaced by the 1→ n-body

decay system and Eq. (4.1.3) and (4.1.4) are replaced by Eq. (4.1.11)

and (4.1.12), respectively. Otherwise its spin-density matrix is simply

calculated according to Eq. (4.1.11). The selected particle is decayed and

showered according to steps 7-8, following which step 9 is performed for

the decay process.

10. The decay matrix of the unstable particle incoming to the decay is calculated

as

D
λ0λ′0
0 = 1

ND

Mλ0;λ1...λnM∗λ′0;λ′1...λ′n
∏
i=1,n

D
λiλ
′
i

i , (4.1.13)

where

ND =Mλ0;λ1...λnM∗λ0;λ′1...λ′n
∏
i=1,n

D
λiλ
′
i

i . (4.1.14)

11. There are two possible origins of the last-considered unstable particle, i.e. the

unstable particle considered in step 10:

(a) It is outgoing from a decay process, which we now consider. If the

particle was produced in a shower branching, the decay matrix of the

‘connecting-particle’ outgoing from the 1→ n-body decay system is calcu-

lated according to an analogous procedure to that described in step 4(b)vi.

Step 9 and step 11 are now performed for this decay process.

(b) It is outgoing from the hard process or from the parton shower from the

hard process. Go to step 12.

12. If the particle was produced in a shower branching, the decay matrix of the

‘connecting-particle’ outgoing from the hard process is calculated according to

the procedure described in step 4(b)ii.
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13. Step 5 is repeated until all of the unstable particles outgoing from the hard

process have been dealt with.

Emissions from partons incoming to the hard process are also included in the

algorithm using the procedure described in Ref. [91]. In this case the roles of the

spin-density and decay matrices are reversed.

This algorithm works due to the normalisation of the spin-density matrices. In

the angular-ordered shower, in which parton branchings are generated using the

spin-averaged Altarelli-Parisi splitting functions, the normalisation used in each

step of the calculation is always equal to the full distribution used to generate the

previous step. As such the final distribution is equal to the full result, up to the

approximation used to factorise the full MEs into different components. In the dipole

shower, in which splittings are chosen according to the dipole splitting kernels, the

normalisation used in each step is equal to the full distribution used to generate the

correlations in the previous step.

This algorithm is somewhat more convoluted than that described in Ref. [86].

The reason for this is the treatment of spin-density and decay matrices in shower

splittings in step 4b. This treatment is used to ensure that the spin-density and

decay matrix of each particle outgoing from the hard process (n-body decay) under

consideration is correct following each splitting in the shower evolution of the hard

process (n-body decay).

This algorithm does not include any formal treatment for spectator partons or

the recoil momentum in splittings. In splittings from final-final, final-initial, and

initial-final dipoles the spectator is used to absorb the splitting recoil momentum.

In splittings from initial-initial and decay dipoles, a set of outgoing particles is used

to absorb the recoil momentum. In each splitting the momenta of one or several

particles are therefore modified in some way that is not described by the helicity

amplitudes used in the spin correlation algorithm.

All particles have associated ‘basis states’, for fermions these are spinors while

for vector bosons they are polarisation vectors. One consideration that we do make
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is to ensure that any change in the momentum of an incoming or outgoing particle

is accompanied by the appropriate transformation of its basis states. In this way the

basis states of each particle correspond to the momentum of the particle at every

stage in the shower evolution. This is required for the correct calculation of the basis

state mappings for emitter partons described in Section 4.1.2. We investigate the

effect of particle recoils on the prediction of distributions in Section 4.3.

In the following subsections we address the outstanding requirements for the

implementation of this algorithm in the dipole shower. In Section 4.1.1 we provide

the helicity amplitudes V λaλbλc
bc and in Section 4.1.2 we make essential considerations

regarding the rotations of the basis states of emitter partons due to transformations

between frames in the shower evolution.

4.1.1 Helicity Amplitudes for Shower Branchings

The spin correlation algorithm described in this chapter requires the computation

of the helicity amplitudes for parton shower branchings in the quasi-collinear limit.

The derivation of the helicity amplitudes is described in detail in Ref. [87], where

the results are given in terms of the evolution variable used in the angular-ordered

shower. In this section we state the helicity amplitudes, rewritten in terms of the

transverse momentum, pT, of the emitted parton as required for use in the dipole

shower.

The helicity amplitudes are calculated in a frame where the emitter lies along the

positive z-axis. This is consistent with the ‘splitting frames’, the frames, described

in Section 2.1, in which the transverse momentum vector for each splitting is defined.

The full helicity amplitude for a branching 0→ 12 is written in the form

V λ0λ1λ2
12 (pT, z, φ) = Gλ0λ1λ2

12 (pT, z)eiφ(λ0−λ1−λ2), (4.1.15)

where the helicity of the ith parton is λi = ±1 for gluons and λi = ±1
2 for quarks,

z is the light-cone momentum fraction carried by parton 1 and φ is the azimuthal
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λ0 λ1 λ2 g → gg g → qq̄
+ + + − 1√

z(1−z)
m√
m2+p2

T

+ + - z3/2
√

1−z z
√

1− m2

m2+p2
T

+ - + (1−z)3/2
√
z

− (1− z)
√

1− m2

m2+p2
T

+ - - 0 0
- + + 0 0
- + - − (1−z)3/2

√
z

(1− z)
√

1− m2

m2+p2
T

- - + − z3/2
√

1−z −z
√

1− m2

m2+p2
T

- - - 1√
z(1−z)

m√
m2+p2

T

Table 4.1: The helicity-dependent functions Gλ0λ1λ2
12 (pT, z) for g → gg and

g → qq̄ branchings. In the g → qq̄ branching, m is the mass of the quark.

λ0 λ1 λ2 = + λ2 = −
+ + 1√

1−z

√
p2

T
p2

T+(1−z)2m2 − z√
1−z

√
p2

T
p2

T+(1−z)2m2

+ - (1− z)3/2
√

m2

p2
T+(1−z)2m2 0

- + 0 (1− z)3/2
√

m2

p2
T+(1−z)2m2

- - z√
1−z

√
p2

T
p2

T+(1−z)2m2 − 1√
1−z

√
p2

T
p2

T+(1−z)2m2

Table 4.2: The helicity-dependent functions Gλ0λ1λ2
12 (pT, z) for q → qg branch-

ings, where m is the mass of the quark.

angle of parton 1 in the splitting frame.4 The first factor, Gλ0λ1λ2
12 (pT, z), is a helicity-

dependent, branching-specific function and the second factor is a phase-factor which

is responsible for the φ-dependence of the helicity amplitudes. In Eq. (4.1.15) we

have included an explicit dependence on the transverse momentum of the emitted

parton that was not included in the description of the spin-correlation algorithm in

Section 4.1. This dependence only exists in the case of a branching that produces a

massive parton and was omitted for conciseness.

The helicity-dependent functions Gλ0λ1λ2
12 (pT, z) for g → gg and g → qq̄ branch-

ings are given in Table 4.1. The functions for q → qg branchings are given in

Table 4.2.
4Such that the momentum of parton 2 is given by Eq. (2.1.1) in a final-state branching and

Eq. (2.1.2) in an initial-state branching.
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4.1.2 Basis State Rotations

In Section 4.1.1 we stated that the helicity amplitudes are derived in a specific frame,

which coincides with the splitting frames used in the dipole shower. The splitting

frame of a dipole, or of an emitter, is defined by the momenta of the emitter and the

spectator partons. It follows that, in general, every splitting in the dipole shower is

calculated in a different splitting frame.

Similarly all particles are considered to be produced in some frame. If the particle

is produced in the hard process or is outgoing from a decay, its ‘production frame’

is the frame in which the hard process or decay was calculated. Otherwise its

production frame is the splitting frame of the dipole from which it was emitted.

Consider a branching from a given emitter. The branching is calculated in the

splitting frame of the emitter and we make a specific choice of the basis states χ′i
of the emitter in this frame, where i is a spin-index. The production frame and

splitting frame of the emitter can be related by a Lorentz transformation. Following

a transformation from the production frame to the splitting frame of the emitter,

the basis states used in the calculation of the production, χa, can differ from those,

χ′i, used in the calculation of the splitting. We must consider the rotation between

these two sets of basis states.

In particular the spin-density matrix of an emitter is calculated in its production

frame, however it is required as an input to the calculation of its branching in its

splitting frame. Similarly the decay matrix of the emitter is calculated in its splitting

frame, however it is required for calculations in its production frame. We must treat

these matrices appropriately to account for the rotation between the two sets of

basis states. To do this we find a ‘mapping’ between the two sets of basis states and

apply this mapping to the spin-density and decay matrices as required.

To derive the applications of the mappings to the spin-density and decay matrices

required to account for the rotation of basis states, we consider the ME for a

branching from a particle with momentum p. This ME consists of an amplitude, P ,

for the production of the particle, an amplitude, K, for the branching and a result
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for the spin sum of the particle states. We replace this spin sum with an explicit

sum over basis states. In the case of a fermion with wave function Ψa, we replace

the spin sum using

/p+m =
∑
a

ΨaΨ̄a, (4.1.16)

while for a vector boson with polarisation vector εa we use

− gµν + pµnν + pνnµ

p · n
=
∑
a

εµaε
∗ν
a . (4.1.17)

In the following we consider a general particle with basis state χa and write both of

these sums as ∑
a

χaχ
†
a. (4.1.18)

We consider the treatment separately for final-state radiation (FSR) and initial-state

radiation (ISR). The explicit construction of the mappings defined in this section, as

required for implementation in Herwig7, is described for spinors and polarisation

vectors in App. B.

FSR

The full ME for a splitting from a final-state emitter is

M = Kχaχ†aP , (4.1.19)

such that the spin-summed squared ME is

|M|2 = χ†aPP†χbχ
†
bK†Kχa. (4.1.20)

We normalise by the spin-summed squared MEs for the production and branching

processes to give
1

|MP |2
1

|MK|2
|M|2 = ρFSR

ab DFSR
ab , (4.1.21)

whereMP = χ†aP ,MD = Kχa and

ρFSR
ab = 1

|MP |2
χ†aPP†χb, (4.1.22)
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DFSR
ab = 1

|MK|2
χ†bK†Kχa. (4.1.23)

The spin-density matrix of the emitter is calculated in its production frame,

however we require it as an input to calculations in its splitting frame. We first write

χa in terms of χ′i as

χa = caiχ
′
i, (4.1.24)

where cai is a mapping between the two basis states, such that we can write the

distribution in Eq. (4.1.21) as

1
|MP |2

1
|MK|2

|M|2 = ρFSR
ab

1
|MK|2

c∗bjχ
′†
j K†Kcaiχ′i, (4.1.25)

= ρFSR′
ij

1
|MK|2

χ′†j K†Kχ′i. (4.1.26)

The spin-density matrix required for the calculation of the branching in the splitting

frame of the emitter is

ρFSR′
ij = ρFSR

ab caic
∗
bj, (4.1.27)

and an analogous mapping can be calculated for the decay matrix of the emitter.

ISR

The full ME for a splitting from an initial-state emitter is

M = Pχaχ†aK, (4.1.28)

such that the spin-summed squared ME is

|M|2 = χ†aKK†χbχ
†
bP†Pχa. (4.1.29)

We normalise by the spin-summed squared MEs for the production and branching

processes to give
1

|MK|2
1

|MP |2
|M|2 = ρISR

ab D
ISR
ab (4.1.30)
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whereMP = Pχa,MD = χ†aK and, recalling that the roles of the spin-density and

decay matrices in the treatment of ISR are reversed relative to FSR,

ρISR
ab = 1

|MK|2
χ†aKK†χb, (4.1.31)

DISR
ab = 1

|MP |2
χ†bP†Pχa. (4.1.32)

The decay matrix of the emitter is calculated in its production frame however

we require it as an input to the calculation of the branching in its splitting frame.

To do this we write the distribution in Eq. (4.1.30) as

1
|MK|2

1
|MP |2

|M|2 = 1
|MK|2

c∗aiχ
†
iKK†cbjχjDISR

ab , (4.1.33)

= 1
|MK|2

χ†iKK†χjDISR′
ij , (4.1.34)

where the decay matrix, mapped to the splitting frame of the emitter, is

DISR′
ij = DISR

ab c
∗
aicbj. (4.1.35)

An analogous mapping can be calculated for the spin-density matrix of the emitter.

4.2 Examples

It is instructive to calculate the correlations in some simple cases. We use these

analytic results in Section 4.3 to test the implementation of the spin correlation

algorithm in the dipole shower. In Section 4.2.1 we consider the correlations between

branchings in the parton shower and in Section 4.2.2 we consider the correlations

between the hard process and the parton shower.

4.2.1 Correlations in the Parton Shower

We calculate the correlation of the angle between the planes of two successive parton

shower branchings [88], i.e. 0 → 12 followed by 2 → 34. The final angular distri-
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butions are independent of the exact form of the spin-density matrix of the particle

incoming to the first splitting. In order to simplify the following calculations we set

this spin-density matrix to 1
2δ
λ0λ′0 , where λ0 is the helicity of the particle.

The only non-zero correlation is due to the polarisation of an intermediate gluon.

We first consider the branching q → qg. Neglecting the mass of the quark, the

spin-density matrix of the radiated gluon, calculated according to Eq. (4.1.8), is

ρg =

 1
2 − z1e2iφ1

1+z2
1

− z1e−2iφ1
1+z2

1

1
2

 , (4.2.1)

where z1 and φ1 are the light-cone momentum fraction and azimuthal angle of the

quark, respectively. Similarly for the branching g → gg the spin-density matrix for

the radiated gluon is

ρg =

 1
2 − z2

1e2iφ1

2(1−z1(1−z1))2

− z2
1e−2iφ1

2(1−z1(1−z1))2
1
2

 . (4.2.2)

We contract these spin-density matrices with the appropriate helicity amplitudes

for the subsequent branching of the gluon to obtain the distribution

1
2π [1 + AB cos(2∆φ)] , (4.2.3)

where ∆φ = φ2 − φ1 is the difference in the azimuthal angle of the planes of the two

branchings and the coefficients A and B, calculated neglecting quark masses, are

given in Table 4.3. The distribution is normalised to the integral over ∆φ.

4.2.2 Correlations Between the Hard Process and the

Parton Shower

We consider the decay of a Higgs boson to produce two gluons followed by the

branching of each of the gluons into a quark-antiquark pair, i.e. h0 → gg → qq̄q′q̄′.

The LO ME for the decay of the Higgs boson, calculated in the infinite top-mass
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First Second A B
Branching Branching
q → qg g → qq̄ 2z1

1+z2
1

−2z2(1−z2)
1−2z2(1−z2)

q → qg g → gg 2z1
1+z2

1

(z2(1−z2))2

(1−z2(1−z2))2

g → gg g → qq̄
z2
1

(1−z1(1−z1))2
−2z2(1−z2)
1−2z2(1−z2)

g → gg g → gg
z2
1

(1−z1(1−z1))2
(z2(1−z2))2

(1−z2(1−z2))2

Table 4.3: The coefficients A and B for calculating the correlation between
the azimuthal angles of successive parton shower branchings according to
Eq. (4.2.3). These depend on the branching processes of the first and second
branchings. The light-cone momentum fractions in the first and second branch-
ings are z1 and z2, respectively.

limit,5 is

Mh0→gg = −p1 · p2 ε
∗
1 · ε∗2 + p2 · ε∗1 p1 · ε∗2, (4.2.4)

where pi=1,2 and εi=1,2 are the 4-momenta and polarisation vectors of the outgoing

gluons, respectively. We do not consider the normalisation of this ME as it does not

affect the correlations of interest. The non-zero helicity amplitudes for h0 → gg are:

M++
h0→gg = −m

2
h

2 e−2iφ, (4.2.5a)

M−−
h0→gg = −m

2
h

2 e2iφ, (4.2.5b)

where φ is the azimuthal angle of the first gluon.

The spin-density matrix of the first gluon is calculated according to Eq. (4.1.11),

where the spin-density matrix of the Higgs boson is simply equal to one, and the

azimuthal angle of the branching is calculated according to Eq. (4.1.5). Following

the splitting the decay matrix of the gluon, D, is calculated according to Eq. (4.1.6),

D =

 1
2 a(z1, pT1,mq)e−2iφ1

a(z1, pT1,mq)e2iφ1 1
2

 , (4.2.6)

where φ1 is the azimuthal angle of the quark q in a frame in which the first gluon

5Any changes from the inclusion of the finite top mass would cancel in the normalised distribu-
tion.
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lies along the positive z-axis and

a(z1, pT1,mq) =
z1 (1− z1)

(
1− m2

q

m2
q+pT2

1

)
1− 2z1 (1− z1)

(
1− m2

q

m2
q+pT2

1

) , (4.2.7)

where z1, pT1 and mq are the light-cone momentum fraction, transverse momentum

and mass, respectively, of the quark q in this frame.

We can now calculate the spin-density matrix, ρ, of the second gluon according to

Eq. (4.1.11), now using the decay matrix of the first gluon as input to the calculation,

ρ =

 1
2 a(z1, pT1,mq)e−2iφ1+4iφ

a(z1, pT1,mq)e2iφ1−4iφ 1
2

 . (4.2.8)

The azimuthal angle, φ2, of the second splitting is generated according to the distri-

bution [
1− 2z2 (1− z2)

(
1−

m2
q′

m2
q′ + pT

2
2

)]
× [1 + 4a(z1, pT1,mq)a(z2, pT2,mq′) cos (4φ− 2φ1 − 2φ2)] , (4.2.9)

calculated according to Eq. (4.1.5), where z2, pT2 and mq′ are the light-cone mo-

mentum fraction, transverse momentum and mass, respectively, of the quark q′ in

the frame in which the second gluon lies along the positive z-axis. If we rotate the

quark produced in the first branching into this frame its angle is φ′1 = 2φ− φ1.

We choose to neglect the mass of the quark. Multiplying the distribution in

Eq. (4.2.9) by the spin-averaged splitting function for the first branching, we get the

full distribution for the process

[1− 2z1 (1− z1)] [1− 2z2 (1− z2)] [1 + 4a(z1)a(z2) cos (2 [φ2 − φ′1])] . (4.2.10)

Integrating over z1 and z2 between 0 and 1 and normalising the resulting distribution

to the integral over the azimuthal angle, ∆φ = φ2 − φ′1, between the planes of the

two branchings gives
1

8π
[
3 + 2 cos2 (∆φ)

]
. (4.2.11)
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4.3 Results

4.3.1 Correlations in the Parton Shower

The analytic result for the distribution of the angular difference between the planes

of successive parton shower branchings is given in Eq. (4.2.3). This expression can be

expanded for each of the four sequences of branchings that give rise to correlations

using the coefficients in Table 4.3. In this section we present the predictions of these

distributions obtained using the dipole shower and, for comparison, the angular-

ordered parton shower. The angular difference between two successive parton shower

branchings is measured in the splitting frame of the second branching. This test

verifies the implementation of the helicity amplitudes in the parton showers. In the

dipole shower it also probes the implementation of the basis state mappings between

splittings.

We test the cases of FSR and ISR separately. In the ISR case the first splitting

is identified as that closest to the incoming hadron and the intermediate parton

between the splittings is space-like. In the dipole shower we can divide FSR and

ISR further according to the type of dipole considered. Specifically FSR is emitted

from final-final and final-initial dipoles while ISR is emitted from initial-initial and

initial-final dipoles. We include a separate result for each of these four types of

dipole. We do not consider radiation from decay processes in this test.

For the purpose of these tests we implement an artificial restriction on the

splittings allowed in the dipole shower. Following the first splitting we only allow

subsequent splittings from dipoles in which the spectator is the spectator of the

previous splitting and in which the emitter was produced as a new parton in the

previous splitting. This restriction has two purposes. First, by forbidding subsequent

emissions from emitters with different ancestors incoming to or outgoing from the

hard process, it allows us to probe only the correlations in the shower, i.e. the

correlations in the hard process do not affect the results. Second, by using the same

spectator in subsequent splittings, the frame of the second splitting is a suitable
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frame in which to measure the angular difference between the splittings.

The results are shown in Fig. 4.1 and Fig. 4.2 for FSR and ISR, respectively. We

have chosen to measure the azimuthal-difference for splittings in which the light-cone

momentum fraction in the first and second branchings lies in the range 0.9 < z1 < 1.0

and 0.4 < z2 < 0.5 respectively, as this is the configuration in which the correlation

is strongest. All of the results shown are for the case of massless quarks.

Each plot shows the analytic result and the parton shower predictions. In each

plot we have included the prediction obtained using the angular-ordered shower with

spin correlations switched off. In each case this produces a flat line at 1/2π and

we have confirmed that the dipole shower also predicts a flat line. In each case the

dipole shower predictions display good agreement with the analytic result and with

the angular-ordered shower predictions.

4.3.2 Correlations with the Hard Process

In this section we consider results that probe the correlations between the parton

shower and the hard process. These tests verify that correlations are passed correctly

between the hard process and the parton shower. In addition these tests also probe

the treatment of spectators and splitting recoils in the dipole shower, mentioned

briefly in Section 4.1.

The analytic result for the distribution of the azimuthal angle between the planes

of the g → qq̄ branchings in h0 → gg → qq̄q′q̄′ is given in Eq. (4.2.11). This analytic

result and the predictions of the angular-ordered and dipole parton showers are

shown in Fig. 4.3. In addition we include the result obtained from a sample of

events generated according to the LO ME using MadGraph5_aMC@NLO [125].

All quarks are treated as massless and our analysis requires two gluon splittings to

different quark flavours to enable perfect identification of the quark pairs.

The dipole shower prediction displays excellent agreement with the angular-

ordered shower prediction. The parton shower predictions exhibit a fair agreement

with the analytic result and the LO prediction, however some differences remain
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Figure 4.1: The analytic result for the difference in azimuthal angle between
the branching planes of subsequent final-state (upper left) q → qg and g → gg,
(upper right) q → qg and g → qq̄, (lower left) g → gg and g → gg and
(lower right) g → gg and g → qq̄ splittings compared to the distributions
predicted using the angular-ordered (QS) and dipole parton showers. The
predictions obtained using only final-final (DS-FF) and final-initial (DS-FI)
dipoles in the dipole shower are shown separately. The predictions of the
angular-ordered (CorrOff) shower without spin correlations are included for
comparison. The momentum fraction in the first and second branchings lies in
the range 0.9 < z1 < 1.0 and 0.4 < z2 < 0.5 respectively.
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Figure 4.2: The analytic result for the difference in azimuthal angle between
the branching planes of subsequent initial-state (upper left) q → qg and g → gg,
(upper right) q → qg and g → qq̄, (lower left) g → gg and g → gg and
(lower right) g → gg and g → qq̄ splittings compared to the distributions
predicted using the angular-ordered (QS) and dipole parton showers. The
predictions obtained using only initial-initial (DS-II) and initial-final (DS-IF)
dipoles in the dipole shower are shown separately. The predictions of the
angular-ordered (CorrOff) shower without spin correlations are included for
comparison. The momentum fraction in the first and second branchings lies in
the range 0.9 < z1 < 1.0 and 0.4 < z2 < 0.5 respectively.
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Figure 4.3: The analytic result for the difference in azimuthal angle between
the planes of the two branchings in h0 → gg → qq̄q′q̄′ compared to the dis-
tributions predicted using the angular-ordered (QS) and dipole (DS) parton
showers. The angular-ordered shower (QS-CorrOff) and dipole shower (DS-
CorrOff) predictions without spin correlations are included for comparison.
The result obtained from a sample of LO events generated using Mad-
Graph5_aMC@NLO (LO) is also shown.

due to the cutoff on the transverse momentum used in the parton showers. The

analytic result has no cutoff and the LO result includes a cut on the invariant mass

of the quark-antiquark pairs which does not affect the shape of the distribution.

The transverse momentum cutoff removes some of the region z → 0, 1 where the

correlation is smallest giving a slightly larger correlation effect overall.

The above result probes the the treatment of FSR. In order to test the correlations

between ISR and the hard process we consider the Higgs boson production process

gg → h0 followed by the backward splitting of each of the two gluons into an incoming

quark and an outgoing quark. In order to obtain a finite LO result we require that

the minimum transverse momentum of the outgoing quarks is 20GeV.

The predictions for the distribution of the difference in the azimuthal angle

between the planes of the branchings predicted using the dipole and angular-ordered

parton showers are shown in Fig. 4.4 and Fig. 4.5, respectively. For comparison we

also include the result obtained from a sample of events generated according to the

LO ME using MadGraph5_aMC@NLO.
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Figure 4.4: The difference in azimuthal angle between the planes of two initial-
state g → qq̄ branchings in gg → h0 predicted using the dipole shower (DS).
The dipole shower (DS-CorrOff) prediction without spin correlations is also
included. Predictions obtained using the dipole shower restricted to allow
branchings from II dipoles only and with a modified handling of splitting
recoils, as described in the text, are shown with (DS-II) and without (DS-II-
CorrOff) spin correlations. The result obtained from a sample of LO events
generated using MadGraph5_aMC@NLO (LO) is shown for comparison.
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Figure 4.5: The difference in azimuthal angle between the planes of two initial-
state g → qq̄ branchings in gg → h0 predicted using the angular-ordered (QS)
parton shower. The angular-ordered parton shower (QS-CorrOff) prediction
without spin correlations is also included. The result obtained from a sample
of LO events generated using MadGraph5_aMC@NLO (LO) is shown for
comparison.
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The results obtained using the dipole shower are affected by the treatment of the

splitting recoil momentum and we include several results in Fig. 4.4 to explain the

effects. We first note that the prediction produced using the dipole shower without

spin correlations is not flat. The recoil in splittings from initial-initial dipoles is

distributed amongst all outgoing particles other than the emitted parton, while in

splittings from initial-final dipoles the spectator gains a transverse component to its

momentum in the splitting frame. The momentum of the outgoing quark produced in

the first splitting is therefore changed in a non-trivial way in the second splitting and

this gives rise to a directional preference of the second splitting relative to the first

splitting. This behaviour necessarily affects the prediction when spin correlations

are included and gives rise to the corresponding distribution in Fig. 4.4.

In order to demonstrate that the effects seen in the dipole shower predictions

are indeed due to the treatment of the recoil momentum in splittings, we have also

included results obtained using a modified version of the dipole shower. In this

modified shower we only allow splittings from initial-initial dipoles and we modify

the behaviour of these splittings such that the splitting recoil is entirely absorbed

by the outgoing Higgs boson in both of the splittings. With these modifications the

direction of the quark produced in the first splitting is not modified in the second

splitting and when spin correlations are not included the predicted distribution is

a flat line. As such the prediction with spin correlations included displays better

agreement with the angular-ordered parton shower and LO predictions. There are

differences in shape between the dipole shower prediction and the LO prediction due

to corrections beyond the collinear limit.

Similar problems with the default recoil scheme in dipole parton showers were

observed in Ref. [150] where it was shown that the same change in the recoil strategy

used here resolved issues with the logarithmic accuracy of the parton shower.

In comparison to the dipole shower predictions, the predictions obtained using the

angular-ordered parton shower exhibit more straightforward behaviour. In Fig. 4.5

we find that when spin correlations are not included in the parton shower the
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predicted distribution is simply a flat line. With spin correlations included the

angular-ordered parton shower prediction is similar to the LO prediction, again with

some differences in shape due to corrections beyond the collinear limit.

4.3.3 Spin Correlations in tt̄ Production at the LHC

The results presented up to this point verify that the implementation of the spin

correlation algorithm in the dipole shower functions correctly. In this section we

consider the spin correlations in top quark decays in pp collisions at the LHC. In

particular we consider the correlations between the decay products of the top quark

and antiquark decays in pp→ tt̄ events.

Fig. 4.6 shows two angular distributions measured by CMS [144] in dileptonic

pp → tt̄ events at a centre-of-collision energy of 8 TeV. The first is the absolute

value of the azimuthal separation, |∆φ`+`−|, of the charged leptons measured in

the laboratory frame. The second is the cosine of the opening angle, ϕ, between

the two charged leptons, each separately transformed into the rest frame of its

respective top quark/antiquark parent following an initial transformation into the

centre-of-momentum frame of the tt̄-pair. The second measurement requires the

reconstruction of the tt̄ system from the data. The uncertainty on the experimental

measurements is shown by the error bars on these results.

We include the distributions predicted using LO simulations with the angular-

ordered and dipole parton showers, with and without spin correlations included. In

the angular-ordered shower the top quark decays are corrected to NLO in QCD while

in the dipole shower no such correction is applied to obtain these predictions. These

results are obtained using an analysis, written in the Rivet framework, provided

by the experiment and the reconstruction of the opening angle ϕ uses parton-level

information from the MC events. Error bars representing the statistical uncertainty

on these predictions are included but are too small to see.

The predictions obtained using the dipole shower, with and without spin correla-

tions included, display good agreement with those obtained using the angular-ordered
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Figure 4.6: (Left) the azimuthal separation of the charged leptons and (right)
the opening angle between the charged leptons, transformed to the frames
described in the text, measured by CMS in 8 TeV dileptonic pp → tt̄ events
and predicted using the angular-ordered (QS) and dipole (DS) parton showers.
The predictions of the angular-ordered (QS-CorrOff) and dipole (DS-CorrOff)
parton showers without spin correlations are also shown. The ratio plots show
the ratio of the given MC prediction to the experimental result.

parton shower. In the |∆φ`+`−| distribution the parton shower predictions, including

spin correlations, display reasonable agreement with the experimental result. The

parton shower predictions accurately describe the measured cosϕ distribution in all

but the lowest bin. It is clear that if spin correlations are not included in the parton

showers, they fail to describe the experimental results.

4.4 Summary

Spin correlation effects are often unobservable in average distributions, however

there are cases, such as the decays of heavy quarks, where they are important.

Their implementation in Herwig7 is therefore an important part of improving the

accuracy of the simulation. In this chapter we have presented a modified version of

the spin correlation algorithm of Refs. [86, 88–91] and implemented it in the dipole

shower.

The spin correlation algorithm is also included in the angular-ordered parton

shower [87]. In order to verify the correct functioning of the spin correlation al-

gorithm in the dipole shower we have compared predictions obtained using both
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of the parton showers. We have also compared the parton shower predictions to

analytic calculations or predictions obtained using a LO ME, through which we

have confirmed that the spin correlation algorithm functions correctly in both of the

parton showers.

The handling of splitting recoils in the dipole shower is not formally included in

the spin correlation algorithm. We have discussed these limitations and presented

results that show where these effects are evident. Despite these limitations we find

that the dipole shower, and the angular-ordered shower, produce a fairly accurate

prediction of two angular observables, measured by CMS in pp→ tt̄ events, that are

sensitive to spin correlations.



Chapter 5

Parton Shower Reweighting

In Chapter 3 we performed an evaluation of the matching and shower uncertainties

in the MC simulation of pp → tt̄ events. In general it is important to assess the

uncertainty on predictions from MC event generators. The method typically used to

evaluate uncertainties arising from scale choices in the parton shower is to perform

a full MC simulation of the process in question for each set of scales of interest.

Clearly this method becomes very computationally intensive if there are multiple

scale variations to be evaluated, as is often the case in a phenomenological study.

In this chapter we present a generalisation of the veto algorithm presented in

Section 1.2.2 that enables us to evaluate the effect of changing parameters in the

parton shower via a reweighting of the central result, rather than a full resimulation

of the events. The modifications to the veto algorithm are completely process-

independent, therefore this reweighting method can be applied to processes that

involve massive quarks. We restrict ourselves to considering variations of the shower

scale µS, the argument of the strong coupling and the PDFs in the parton shower,

however any change that can be written as a modification of the splitting kernel

can be evaluated using this reweighting method. Using this approach, the hard

process generation and hadronization steps are performed only once for each set of

variations of the shower parameters which can lead to a significant reduction in run

time compared to performing several separate runs.
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The first approach [151] to the evaluation of differences in predictions due to

variations in the parton shower through the calculation of weights on an event-

by-event basis required the calculation of a separate weight, in every splitting, for

each variation of each parameter. The implementation of this approach in a MC

event generator is not straightforward as the weights are not calculated via the veto

algorithm. Furthermore, the method presented in this chapter only requires the

calculation of a separate weight, in every splitting, for each set of variations.

The calculation of event weights in the veto algorithm was introduced for final-

state radiation in Ref. [152]. Related work on modifying the veto algorithm to

address a number of applications has been presented e.g. in Refs. [109, 153], while

detailed studies regarding negative splitting kernels and effects of the IR cutoff have

been addressed in Ref. [154].

The modified veto algorithm presented in this chapter is implemented in both the

angular-ordered and dipole parton showers and for both final- and initial-state split-

tings. At the time that the modified algorithm was implemented in Herwig7 [155],

there was a strong demand from the experimental community for the implement-

ation of such methods to enable faster evaluation of the uncertainties on MC pre-

dictions. Accordingly similar capabilities were implemented in the Pythia [156]

and Sherpa1 [157,158] MC event generators around the same time. More recently

an approach that uses a neural network to predict the effects of varying shower

parameters has been developed [159].

In Section 5.1 we present the modified veto algorithm and show that the re-

weighting procedure correctly reproduces the results of running the MC simulation

with different parameters. In Section 5.2 we discuss the application of the modified

algorithm to incorporate variations of the shower scale. Following this in Section 5.3

we present results to verify that the implementation of the modified veto algorithm in

Herwig7 does indeed reproduce the results obtained using the traditional method

1The implementation in Sherpa also includes the evaluation of uncertainties arising from the
variation of parameters in the ME using reweighting methods, an area for future development in
Herwig7.
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of rerunning the simulation with different parameters. Finally in Section 5.4 we

describe some technical considerations regarding the practical implementation of the

modified veto algorithm in a parton shower, including the introduction of a ‘detuning

parameter’ that can be used to improve the rate of convergence of the reweighted

results, albeit at the expense of a reduction in the efficiency of the veto algorithm

for the central prediction.

5.1 The Weighted Veto Algorithm

The standard veto algorithm is described in Section 1.2.2, along with a proof that it

reproduces the probability distribution dSP in Eq. (1.2.4), which should be referred

to for details. We modify the algorithm to use a general acceptance probability in

the accept/veto step for each trial splitting which, for a branching at scale q with

associated splitting variable(s) x, satisfies

0 ≤ ε(k, y|q, x) < 1, (5.1.1)

and which, in addition to q and x, can depend on the starting scale of the algorithm, k,

and the associated parameter point y. This is achieved by introducing a weight that

is updated in every accept/veto step. In this approach we can relax the requirement

that the splitting kernel P is positive and remove the restriction R(q, x) > P (q, x).

We consider the same simple case as in Section 1.2.2 in which a single type of

splitting from a single parton is trialled. We start with a weight w = 1 and the

generation of the splitting scale and variables together with the evolution of the

weight proceeds as follows:

1. A trial splitting scale and variables, q and x, respectively, are generated ac-

cording to SR(k, y|q, x;µ, xµ) as described for the standard veto algorithm;

2. If the scale q ≤ µ, no emission is generated and the cutoff scale µ and associated

parameter point xµ are returned with weight w;
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3. The trial scale and splitting variable(s) are accepted with probability ε(k, y|q, x)

and the returned weight is

w × 1
ε(k, y|q, x) ×

P (q, x)
R(q, x) ; (5.1.2a)

4. Otherwise the weight evolves as

w × 1
1− ε(k, y|q, x) ×

(
1− P (q, x)

R(q, x)

)
, (5.1.2b)

and the algorithm continues with k = q.

In each event the weight w is propagated through the shower evolution and applied

to the measurements from that event. In general the acceptance probability ε can

depend both on the point under consideration and the previously vetoed point, in

principle allowing the algorithm to be biased to traverse certain sequences more

often than others. In general the algorithm is not guaranteed to terminate, however

this is not an issue for the applications we are considering.

In order to prove that this algorithm gives the correct result we note that the

probability density for the algorithm to traverse a sequence (q1, x1| . . . |qn, xn|q, x) of

n− 1 veto steps to return q, x from an initial condition Q ≡ q1, xQ ≡ x1 is

dS(n)
R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ)

= dq ddx
[

∆R(q1, µ)
∆R(q1, qn)δ(q − µ)δ(x− xµ) (5.1.3)

+ ε(qn, xn|q, x) ∆R(q1, q)
∆R(q1, qn)R(q, x)θ(qn − q)θ(q − µ)

]

×
n∏
i=2

[
∆R(q1, qi)

∆R(q1, qi−1)R(qi, xi)

× (1− ε(qi−1, xi−1|qi, xi)) θ(qi−1 − qi)θ(qi − µ)
]

dqi ddxi,

= dq ddx [∆R(q1, µ)δ(q − µ)δ(x− xµ) (5.1.4)

+ ε(qn, xn|q, x) ∆R(q1, q)R(q, x)θ(q1 − q)θ(q − µ)]

×
n∏
i=2

[R(qi, xi) (1− ε(qi−1, xi−1|qi, xi)) θ(qi−1 − qi)θ(qi − q)] dqi ddxi.
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The weight accumulated through this sequence of steps is

w
(n)
P,R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ) (5.1.5)

=
n∏
i=2

1
1− ε(qi−1, xi−1|qi, xi)

(
1− P (qi, xi)

R(qi, xi)

)
×


1

ε(qn,xn|q,x) ×
P (q,x)
R(q,x) q > µ,

1 q ≤ µ.

Summing over all possible series of veto steps and performing the integration for

each intermediate step produces the probability density

dSP,R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ) (5.1.6)

=
∞∑
n=1

∫
q2,x2,...,qn,xn

dS(n)
R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ)w(n)

P,R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ).

Using the result

dS(n)
R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ)w(n)

P,R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ) (5.1.7)

= dq ddx [∆R(q1, µ)δ(q − µ)δ(x− xµ) + P (q, x)∆R(q1, q)θ(q1 − q)θ(q − µ)]

×
n∏
i=2

(R(qi, xi)− P (qi, xi)) θ(qi−1 − qi)θ(qi − q) dqi ddxi,

as for the standard veto algorithm the difference R(q, x) − P (q, x) exponentiates

when performing the integration and sum over the intermediate steps and we find

dSP,R,ε(q1, x1| . . . |qn, xn|q, x;µ, xµ) = dSP (q1, x1| . . . |qn, xn|q, x;µ, xµ), (5.1.8)

i.e. the correct distribution is produced.

As for the standard veto algorithm this can be extended to correctly handle

competing processes using the competition algorithm, whereby a trial emission is

generated for every possible branching and that with the highest scale is selected.

In the weighted veto algorithm the weight includes the contributions from all of the

trial emissions, including those which are not selected through competition.

5.2 Scale Variations in Parton Showers

The weighted veto algorithm described in the previous section provides a method of

performing the parton shower for a default splitting kernel while at the same time
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calculating the weights for different choices of the kernel. Prompted by the variations

considered in Chapter 3 and motivated by a desire in the broader community for a

faster evaluation of uncertainties we restrict ourselves to considering variations of

the shower scale µS, i.e. the scale used as the argument of the strong coupling and

the PDFs, a standard measure of parton shower uncertainty. More generally the

method allows for any variation which can be expressed as a change of the splitting

kernel.

In this case we choose the acceptance probability

ε(q, x|k, y) = P (q, x)
R(q, x) , (5.2.1)

for the default choice of kernel P (q, x). With this choice the unweighted result then

produces the result of the standard veto algorithm for the default kernel. This choice

ensures that in our case the weighted veto algorithm will terminate. A variation of

the splitting kernel is introduced by changing P → P ′ in Eqs. (5.1.2a) and (5.1.2b),

while keeping the acceptance probability in Eq. (5.2.1). The reweighted result then

reproduces the result for this alternative choice of the kernel. The strong coupling

and any PDFs are implicitly included in the splitting kernels such that variations of

µS can be written as variations of the kernel. In general, weights can be calculated

on an event-by-event basis for an arbitrary number of kernel variations.

5.3 Results

The algorithm of Section 5.1 has been implemented as described in Section 5.2 in

the angular-ordered and dipole parton showers. In this section we present results

obtained using both parton showers which show that the reweighted results correctly

reproduce the results obtained through a complete rerunning of the simulation. The

angular-ordered and dipole parton showers differ in the technical implementation of

the veto algorithm in the program, thus it is valuable to test the implementation of

the modified veto algorithm in both showers.
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Figure 5.1: The distribution of 1 − T in parton-level e+e− → qq̄ events at√
s = 91.2 GeV predicted using the angular-ordered (QS) and dipole (DS)

parton showers. The main plots show the results obtained from rerunning
the simulation using upward (

√
2µS) and downward (µS/

√
2) variations of the

shower scale. The ratio plots show, for each scale variation, the ratio of the
result obtained using the reweighting method to that obtained from rerunning
the simulation.

Fig. 5.1 shows the distribution of 1− T , where T is the thrust, in e+e− → qq̄

events at
√
s = 91.2 GeV predicted using the the angular-ordered and dipole parton

showers. Fig. 5.2 shows the distribution of the transverse momentum of the Higgs

boson in gg → h0 events at
√
s = 13 TeV predicted using the angular-ordered and

dipole parton showers. All of these predictions are measured at the parton level, i.e.

following the parton shower and without hadronization, without any ME corrections

applied to the description of hard radiation.

In addition to the central predictions, results obtained by rerunning the event

generator using scale variations of µS/
√

2 and
√

2µS are also shown. For each scale

variation we include a plot of the ratio of the reweighted result, obtained using

the modified veto algorithm, to the corresponding result obtained by rerunning the

simulation. Up to statistical fluctuations and effects due to the rare occurrence of

exceptionally small or large weights, discussed in Section 5.4, the reweighted results

display excellent agreement with those obtained by running the event generator

separately for each scale variation.

The results shown in Fig. 5.1 and Fig. 5.2 confirm that the weighted veto al-
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Figure 5.2: The transverse momentum distribution of the Higgs boson in
parton-level gg → h0 events at

√
s = 13 GeV predicted using the angular-

ordered (QS) and dipole (DS) parton showers. The main plots show the results
obtained from rerunning the simulation using upward (

√
2µS) and downward

(µS/
√

2) variations of the shower scale. The ratio plots show, for each scale
variation, the ratio of the result obtained using the reweighting method to that
obtained from rerunning the simulation.

gorithm functions correctly in both parton showers. As an example of its application

in the simulation of massive quarks, in Fig. 5.3 we show the distribution of the

weakly-decaying scaled B-hadron energy measured by SLD [110], described in Sec-

tion 2.2.1. For each of the parton showers we show a central prediction and two

reweighted results that show the effects of the scale variations µS/
√

2 and
√

2µS in

the shower. The error bars on the data points show the uncertainty on the exper-

imental measurement while the error bars on the MC predictions show statistical

uncertainty.

5.4 Technical Considerations

Three considerations should be made when using the reweighting approach to calcu-

late the scale uncertainty in the parton shower:

1. The time taken to calculate the result of the scale variations using the reweight-

ing approach should be less than running the event generator separately for

the different scale choices considered. In general this will be the case if the
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Figure 5.3: The scaled B-hadron energy distribution measured by SLD [110].
The central predictions obtained using the angular-ordered (QS) and dipole
(DS) parton showers and the corresponding reweighted results for upward
(
√

2µS) and downward (µS/
√

2) variations of the shower scale are shown.

other stages of the event generation, for example the hard process evaluation,

take significantly longer than the generation of the parton shower, or if de-

tector simulation is included. In simple processes without detector simulation

however, the time taken for the two approaches can be comparable.

2. If the weight variation is large then a large number of events need to be

simulated in order for the reweighted result to converge, within an acceptable

error, on that generated by directly simulating the events.

3. If there are regions of phase space which would be populated in a simulation

using a varied scale but not using the central scale, these regions of phase space

will not be populated using the reweighting approach.

Table 5.1 shows the fractional difference in the time taken to perform LO simu-

lations of gg → h0 events, using a central shower scale and two variations, by direct

simulation and using the reweighting approach. We compare the time taken with

hadronization, and hadron decays, switched on and off and with and without MPI.

With MPI switched on, we also compare the effects of varying the shower scale only

in the showering of the hard process and in the showering of both the hard process

and secondary interactions.
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Shower Hadronization No MPI MPI
& Had. Decays Hard Only All

QS Off -0.18 0.35 0.09
On 0.30 0.51 0.35

DS Off 0.47 0.63 0.54
On 0.60 0.65 0.60

Table 5.1: The fractional difference, (T (direct)− T (reweighting))/T (direct),
in the time taken to simulate 10000 gg → h0 events at

√
s = 13 TeV with the

angular-ordered (QS) and dipole (DS) parton showers using a central shower
scale µS and two variations, µS/

√
2 and

√
2µS, by direct simulation and using

the reweighting approach. Events are considered with and without hadroniza-
tion and hadron decays and with and without MPI. With MPI included, events
are considered both with (All) and without (Hard Only) varying the shower
scale in the shower evolution of the secondary interactions.

The dipole shower exhibits considerably larger time-savings using the reweighting

approach, compared to directly rerunning the simulations, than the angular-ordered

shower. This difference is due to the different technical implementations of the

veto algorithm in the two showers. The dipole shower uses an adaptive-sampling

approach in which only one acceptance probability is calculated and shows this

significant time-saving because, for each trial splitting, only one calculation needs

to be performed to update the weight for each variation.

In contrast in the angular-ordered parton shower the calculation of the acceptance

probability in Eq. (5.2.1) is split into a number of different components. For example,

in a trial splitting from an initial-state parton three separate overestimate functions

are defined. One function overestimates the strong coupling, one overestimates the

Altarelli-Parisi splitting kernel and the other overestimates the contribution from

the ratio of PDFs and momentum-fraction factors, for details refer to the discussion

of initial-state branchings in Section 1.2.2.

Three corresponding acceptance probabilities are constructed and the veto is ap-

plied separately for each. In the standard veto algorithm the calculation is organised

so that the most time-consuming piece, the evaluation of the PDFs and the corres-

ponding overestimate, is performed only if the tests on the other two acceptance

probabilities are passed. In the weighted veto algorithm, however, the evolution of
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the weights requires that all of the acceptance probabilities are evaluated for each

trial emission, both for the central scale and the variations.

Using the reweighting approach, the shower evolution can therefore be slower

than performing separate simulations if the time taken for the evaluation of the three

acceptance probabilities is significant compared to that for the rest of the shower

evolution. When all of the parts of the simulation are included however, even for the

simple hard process considered in this test we find that the reweighting approach is

significantly faster. This performance improvement will increase when more complex,

and hence time-consuming, processes are simulated.

In Step 4 of the modified veto algorithm the veto probability is divided out of

the event weight. If the veto algorithm for the unweighted central prediction is very

efficient, i.e. if ε(q, x|k, y) ∼ 1, then the weight distributions of the reweighted results

can become very broad. While, for the central prediction, a very efficient algorithm

is desirable, it may at the same time force us to generate a lot more events to obtain

convergent results for the reweighted distributions.

The situation can be improved by explicitly making the veto algorithm for the

central prediction less efficient by introducing a ‘detuning’ parameter, λ > 1, to

increase the overestimate function, R→ λR. This can produce a faster convergence

of the reweighted results. Despite the increase in the run time required by the less

efficient veto algorithm, using reweighting is still expected to be faster than perform-

ing a full simulation for each variation. Detuning parameters are implemented in

the reweighting mechanisms in both the angular-ordered and dipole parton showers.

Fig. 5.4 shows the distributions of the weights generated by the modified veto

algorithm using different values of the detuning parameter. The dipole shower is used

and ‘up’ (
√

2µS) and ‘down’ (µS/
√

2) variations of µS are considered. The number of

negative weights generated for the ‘down’ variation is reduced significantly by using

λ > 1 at the expense of a moderate increase in run time (the run time with λ = 4

was roughly twice as long as using no detuning). The increase in run time when

the detuning parameter is used must be compared to the time taken to simulate
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Figure 5.4: Distributions of the weights produced using different values of the
detuning parameter in the weighted veto algorithm in the evaluation of (left)
‘up’ and (right) ‘down’ variations of µS in the dipole shower in the simulation
of gg → h0 events at

√
s = 13 TeV.

a larger number of events without detuning to obtain a similar statistical error on

the reweighted distributions. We note in the case that the overestimate function

is larger than the splitting kernel for all of the variations considered, no negative

weights are produced.

5.5 Summary

We have presented a modified veto algorithm that enables the computation of weights

for any variations in the splitting kernels used in the veto algorithm at the same time

as the computation of the result of the standard unweighted veto algorithm. We have

applied the algorithm to enable us to assess the uncertainty due to variations of the

scales in the parton shower without resimulating the events for each scale variation

of interest. In all but the simplest processes this new approach is significantly faster

than performing separate simulations for each scale variation of interest.

If the veto algorithm for the central, unweighted, result is very efficient then the

distribution of the weights calculated for the variations can be very broad. We have

therefore introduced a ‘detuning’ parameter that can be used to produce a faster

convergence of the reweighted results at the expense of a less efficient veto algorithm.
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The application of the modified veto algorithm to the evaluation of scale variations

is implemented in the angular-ordered and dipole parton showers. In general the

algorithm can be applied for any variation that can be expressed as a modification

of the splitting kernels and further applications are an area for future development.



Chapter 6

Heavy Quark Pair Production in

Parton Showers

Higgs boson production in association with a tt̄-pair, where the Higgs boson decays

to a bb̄-pair, is a process of significant interest at the LHC. In order to study this

process we must have a good theoretical understanding of the background processes

involved. One such background process is pp→ tt̄bb̄, where the bb̄-pair is produced

in a g → bb̄ vertex.

Due to the presence of the bottom quark mass in the calculation of the LO cross

section for such processes, it involves potentially large logarithmic contributions. It

is important for these logarithms to be well understood before we move to calculating

the cross section at NLO. In this chapter we present some preliminary work towards a

new method to use parton showers to subtract these logarithms in the LO calculation

and resum them to all orders.

In order to use a parton shower to subtract and resum these logarithms in

the calculation, they must accurately reproduce them. In Section 6.1 we therefore

evaluate how accurately the angular-ordered and dipole parton showers in Herwig7

reproduce the logarithms. In Section 6.2 we summarise our findings and outline the

principle behind our new approach to dealing with these logarithms using parton

showers.
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6.1 Heavy Quark Multiplicities in Parton

Showers

In order to understand how well parton showers describe the g → bb̄ branching

process, or more generally the branching process to a heavy quark pair, g → QQ̄,

we compare analytic calculations for heavy quark multiplicities to predictions from

parton showers. The heavy quark multiplicity in, for example, a gluon jet is the

mean number of heavy quark pairs in a gluon jet

ngluon jet
QQ̄

=
NQQ̄

Ng

, (6.1.1)

where NQQ̄ is the number of heavy quark pairs in a sample of Ng gluon jets. Similarly

one can calculate the heavy quark multiplicity in quark jets or in a given process.

We first calculate the heavy quark multiplicity in gluon jets to lowest order in

perturbation theory. We compare this analytic result to the equivalent analytic

results obtained using the splitting kernels and phase-space limits in the angular-

ordered and dipole parton showers. Following this we compare the analytic results

of Ref. [160] and Ref. [161] for the heavy quark multiplicity in gluon jets and

electron-positron collisions, respectively, to numerical results obtained using the

angular-ordered and dipole parton showers.

6.1.1 The Leading Order Multiplicity in Gluon Jets

Consider the production of a gluon and its subsequent decay into a heavy quark pair.

In the calculation of the LO result for the heavy quark multiplicity in a gluon jet,

we are not concerned about the details of the gluon production process, therefore

we factorise the production and decay processes. The LO result for the heavy quark

multiplicity in a gluon jet is then simply the LO g → QQ̄ decay rate. We construct

the following expression for the differential decay rate dΓ

d3K

(2π)32EK
dΓ = d3pQ

(2π)32EQ
d3pQ̄

(2π)32EQ̄

∣∣∣Mg∗→QQ̄

∣∣∣2d4Kδ4(K − pQ − pQ̄), (6.1.2)
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where EK and K are the energy and momentum of the gluon, respectively,
(
EQ̄

)
EQ

and
(
pQ̄
)
pQ are the energy and momentum, respectively, of the (anti)quark and∣∣∣Mg∗→QQ̄

∣∣∣2 is the spin- and colour-summed and averaged squared ME for the branch-

ing process.1 In the factorisation of the production and decay processes, the term

d4Kδ4(K − pQ − pQ̄) is introduced to implement momentum conservation in the

decay process. This term also gives rise to the phase-space factor for the production

of the gluon, which we therefore include as a factor on the left-hand side of the

equation.

The spin- and colour-summed and averaged squared matrix element is

∣∣∣Mg∗→QQ̄

∣∣∣2 = 1
K2

4TRg2
s

3

(
1 + 2m2

K2

)
. (6.1.3)

This includes the factor of (1/K2)2 from the gluon propagator, which is independent

of the details of the production process. Performing the integral over the quark

momenta one obtains [160,162,163]

∫
pQ,pQ̄

dΓ = dK2

K2
αS
6π

(
1 + 2m2

K2

)√
1− 4m2

K2 . (6.1.4)

The same result can be obtained by calculating the branching probability using

the quasi-collinear Altarelli-Parisi splitting function P (z,K2) [64]

dP = αS
2π

dK2

K2 dzP (z,K2), (6.1.5)

= αS
2π

dK2

K2 dzTR
(

1− 2z(1− z) + 2m2

K2

)
, (6.1.6)

where z is the light-cone momentum fraction carried by the quark. Integrating over

z between the integration limits

z± = 1
2

1±
√

1− 4m2

K2

 , (6.1.7)

reproduces Eq. (6.1.4).

In practice αS is evaluated at the scale K2, however it is useful to take αS

fixed and integrate over K2 to obtain the logarithmic structure of the heavy quark

1The superscript asterisk on the g indicates that it is off-shell i.e. it has a non-zero virtuality.
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multiplicity. Integrating over K2 between the threshold 4m2 and the upper-limit on

the virtuality of the gluon jet Q2
0 we obtain

ngluon jet
QQ̄

= αS
6π

[
ln
(

1− 2µ2 +
√

1− 4µ2

2µ2

)
− 1

3
√

1− 4µ2
(
4µ2 + 5

)]
(6.1.8)

≈ αS
3π

[
− lnµ− 5

6 +O
(
µ4
)]
, (6.1.9)

where µ = m
Q0

.

6.1.2 The Angular-Ordered Shower

In the previous section we found that the branching probability calculated with the

quasi-collinear splitting function reproduces the LO decay rate for a gluon to decay

to a heavy quark pair. This quasi-collinear splitting function is used in the angular-

ordered parton shower, however the angular-ordering requirement implements an

additional limit on the emission phase space. We therefore recalculate the heavy

quark multiplicity as predicted by the angular-ordered shower.

The differential branching probability in the angular-ordered shower is

dP = αS
2π

dq̃2

q̃2 dzP (z, q̃2) (6.1.10)

= αS
2π

dq̃2

q̃2 dzTR
(

1− 2z(1− z) + 2m2

z(1− z)q̃2

)
, (6.1.11)

where q̃ is the ordering variable used in the angular-ordered shower. The integral is

more easily performed by transforming the integration variable to K2 = z(1− z)q̃2.

The angular-ordering requirement imposes the limit

K2

z(1− z) ≤ q̃2
max, (6.1.12)

where q̃max is the upper limit on q̃, which gives an additional constraint on z

z±q̃ = 1
2

1±

√√√√1− 4K2

q̃2
max

 . (6.1.13)

With this additional limit, we calculate the integral over the light-cone momentum
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fraction

∫
dP = αS

2π

∫ q̃2max
4

q̃maxm

dK2

K2

∫ z+
q̃

z−q̃

dzTR
(

1− 2z(1− z) + 2m2

K2

)

+
∫ q̃maxm

4m2

dK2

K2

∫ z+

z−
dzTR

(
1− 2z(1− z) + 2m2

K2

)]
, (6.1.14)

= αS
6π

∫ q̃2max
4

q̃maxm

dK2

K2

√√√√1− 4K2

q̃2
max

(
1− K2

q̃2
max

+ 3m2

K2

)

+
∫ q̃maxm

4m2

dK2

K2

√
1− 4m2

K2

(
1 + 2m2

K2

) . (6.1.15)

Performing the integral over K2, we obtain

∫
dP = αS

6π

[(
1− 6µ2

q̃

)
ln
(

1 +√1− 4µq̃
1−√1− 4µq̃

)
− ln (2µq̃)

+ ln
(√

1− 4µq̃ − 2µq̃ + 1
)

+ 1
6
√

1− 4µq̃ (14µq̃ − 23)
]
, (6.1.16)

≈ αS
3π

[
− lnµq̃ −

23
12 + 3µq̃ −

3
2µ

2
q̃ + 3µ2

q̃ lnµq̃ + 14/3µ3
q̃ +O

(
µq̃

4
)]
, (6.1.17)

where µq̃ = m
q̃max

. In order to compare this result directly to the LO result in

Eq. (6.1.9), we consider the decay of a Higgs boson, h0, to two gluons, g1 and g2,

followed by the decay of g1 into a heavy quark pair, Q1Q̄1. We write the sum of

the momenta of the outgoing particles as Q. In the LO process h0 → Q1Q̄1g2,

the maximum possible virtuality of g1 is Q2, i.e. Q2
0 = Q2, this corresponds to

the limiting case that g2 is soft. In the angular-ordered shower we use q̃2
max = Q2,

therefore µq̃ = µ and Eq. (6.1.9) and Eq. (6.1.17) can be directly compared. While

the leading-logarithmic term in Eq. (6.1.17) agrees with that in Eq. (6.1.9), the

subleading terms are different due to the restricted emission phase space in the

angular-ordered shower.

6.1.3 The Dipole Shower

The splitting kernel used to describe g → QQ̄ splittings in the dipole shower is

the same quasi-collinear splitting function used in the angular-ordered shower and

in Eq. (6.1.6). Splittings in the dipole shower populate all of the available phase
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space, i.e. there is no additional cut on the phase space analogous to that defined in

Eq. (6.1.13) for the angular-ordered shower, however the recoil treatment introduces

an additional factor into the branching probability relative to Eq. (6.1.6). We

therefore recalculate the heavy quark multiplicity as predicted by the dipole shower.

Recoil effects have previously been discussed for the case of splittings involving only

massless partons in Ref. [78].

We consider a g → QQ̄ splitting from a dipole that consists of a final-state gluon

emitter and, for simplicity, a massless final-state spectator. Using the results of

Section 2.1.3, we work in terms of the transverse momentum, pT, and the light-cone

momentum fraction, z, of the emitted heavy quark. The branching probability is

dP = 1
16π2 〈V 〉

[
1

p2
T +m2 −

1
z(1− z)s

]
dp2

T dz, (6.1.18)

where the invariant mass, s, of the dipole is expressed in terms of the upper limit

on the transverse momentum pT,max as s = 4
(
p2

T,max +m2
)
and the spin-averaged

splitting kernel is

〈V (pT, z)〉 = 8παSTR
[
1− 2z(1− z) + 2z(1− z)m2

p2
T +m2

]
. (6.1.19)

The limits on z are

z± = 1
2

1±
√√√√1− p2

T +m2

p2
T,max +m2

 , (6.1.20)

which we use to perform the integral over the branching probability

∫
dP = αS

2π

[∫ p2
T,max

0
dp2

T

∫ z+

z−
dz TR

(
1− 2z(1− z) + 2z(1− z)m2

p2
T +m2

)
(6.1.21) 1

p2
T +m2 −

1
4z(1− z)

(
p2

T,max +m2
)
 ,

= −αS3π
1

(1 + µ2
D)3/2

1
2
(
1 + µ2

D

)3/2
ln
2 + µ2

D − 2
√

1 + µ2
D

µ2
D

 + 4
3 + µ2

D

 ,
(6.1.22)

≈ αS
3π

[
− lnµD −

(4
3 − ln 2

)
+ 5

4µ
2
D +O(µ4

D)
]
, (6.1.23)



6.1. Heavy Quark Multiplicities in Parton Showers 170

where µD = m
pT,max

. In order to compare this result to the LO result in Eq. (6.1.9),

we consider the same process, h0 → g1g2 → Q1Q̄1g2, as in Section 6.1.2. Noting that

s = Q2, we have p2
T,max = (Q2−4m2)/4. We can therefore write µ2

D = 4µ2/(1−4µ2),

such that ln (µD) = ln (µ) + ln(2) + 2µ2 + O (µ4). The integrated dipole shower

branching probability, written in terms of µ, is

∫
dP ≈ αS

3π

[
− lnµ− 4

3 + 3µ2 +O(µ4)
]
, (6.1.24)

As for the angular-ordered parton shower, the leading-logarithmic term in this result

agrees with that in Eq. (6.1.9), however the subleading terms are different, in this

case due to the inclusion of recoil effects in the splitting.

6.1.4 Results: Heavy Quark Multiplicities in Gluon Jets

We have shown that the angular-ordered and dipole parton showers both correctly

reproduce the leading-logarithmic term in the LO prediction of the heavy quark

multiplicity in gluon jets, however they do not accurately reproduce the subleading

terms. It is therefore important to compare some predictions obtained using the

parton showers to analytic predictions calculated to a well-defined level of accuracy.

In Ref. [160] the resummed multiplicity of heavy quarks in gluon jets was cal-

culated to LL accuracy by integrating the product of the g → QQ̄ decay rate for

gluons with virtuality K2, Eq. (6.1.4), and the multiplicity of gluons with virtuality

K2 inside a gluon, over the virtuality K2. This improved on a previous calculation in

Refs. [162,163] which used an incorrect expression for the gluon multiplicity. Fig. 6.1

shows the result of this analytic calculation2 for the charm and bottom quark pair

multiplicities in gluon jets as a function of the energy Q of the gluon jet.

We also include the distributions predicted using the angular-ordered and dipole

parton showers in Fig. 6.1. These results are obtained using the default input

parameters of Herwig7 for each shower. The charm and bottom quark masses

are set to 1.25 GeV and 4.2 GeV respectively, while the light-quark masses are set

2Eq. (1.1) and Eq. (1.2) Ref. [160]
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Figure 6.1: The resummed analytic (left) charm and (right) bottom quark pair
multiplicities in a gluon jet with energy Q, calculated to leading logarithmic
(LL) accuracy. The uncertainty on this result is estimated by varying the
parameter Λ by a factor of two (Λ/2, 2Λ) and by varying the quark mass by 5%
m±5%. The multiplicities predicted using the angular-ordered (QS) and dipole
(DS) parton showers, with their default settings, are shown for comparison.

to zero. All of the MC results presented in this chapter are obtained using the

default tunes of Herwig 7.1.2. The inputs to the analytic calculation are chosen to

match those of the MC simulations, in particular we use a two-loop running αS with

Λ = 348 MeV [52] and the quark masses used in the computation of the analytic

result are those stated above.

In order to provide some measure of the uncertainty on the analytic results we

independently vary Λ by a factor of two and the quark masses by 5%.3 While the

variation of the quark masses gives rise to only a very small uncertainty, the variation

of Λ produces a much larger uncertainty band.

The parton shower results are measured by counting the number of charm and

bottom quark pairs produced in h0 → gg decays using an analysis written in the

Rivet framework [120]. The events are generated at parton-level, i.e. without

hadronization, and the results are multiplied by a factor of 1
2 to account for the

production of two gluon jets in the decay. The multiplicity distribution predicted

using the dipole shower displays good agreement with the analytic result in both

distributions. It lies outside the error bands on the analytic result only at low Q

in the bottom quark multiplicity distribution. The angular-ordered shower predicts

3These are the variations used in Ref. [161].
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lower heavy quark multiplicities than the analytic calculation.

The variation between the results of the two parton showers, which we have

shown correctly reproduce the leading-logarithmic behaviour in g → QQ̄ splittings,

demonstrates that the subleading terms, which differ between the two showers,

can have a significant impact on predictions. In fact, the level of agreement or

disagreement of the parton shower predictions with the analytic result in Fig. 6.1 is

somewhat accidental, as there are some additional considerations applicable to the

treatment of g → QQ̄ splittings in the parton showers that are not included in these

results.

Both of the parton showers implement a minimum cut on the transverse mo-

mentum of shower emissions. This is simply the infrared cutoff that separates the

perturbative treatment in the parton shower from the non-perturbative hadroniza-

tion model. This cutoff is not necessary in g → QQ̄ splittings because the mass of the

quark naturally implements a lower cutoff on the scale of the emission. Furthermore

the cut on the minimum transverse momentum modifies the integration limits in the

calculations in Section 6.1.2 and Section 6.1.3. With a minimum cut, pT,min, on the

transverse momentum of the quarks, the lower bound on the allowed virtuality of

the gluon in Eqs. (6.1.14)-(6.1.15) becomes 4
(
m2 + p2

T,min

)
. In the dipole shower the

minimum cut on the transverse momentum directly changes the integration limits

in Eq. (6.1.21).

The results obtained using pT,min = 0 are shown in Fig. 6.2. As this change

increases the available phase space for g → QQ̄ splittings we expect it to produce an

increase in the multiplicity distributions. The impact on the dipole shower prediction

is smaller than on the angular-ordered shower prediction because the cutoff in the

dipole shower tune (0.45 GeV) is smaller than in the angular-ordered shower tune

(1.22 GeV). In the bottom quark multiplicity distribution the predictions obtained

using pT,min = 0 and the default choice are in very close agreement, as the relative

difference induced in the lower integration limit by the transverse momentum cutoff

is small. In particular the dipole shower predictions for the bottom quark multiplicity
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Figure 6.2: The LL analytic results for the (left) charm and (right) bottom
quark pair multiplicities in a gluon jet are as described for Fig. 6.1. The
multiplicities predicted using the angular-ordered (QS) and dipole (DS) parton
showers with their default settings and several modifications are shown. Results
for both showers using pT,min = 0 (No cut) and the invariant mass of the heavy
quark pair for the argument of the strong coupling (K2 scale) are included. In
addition the dipole shower prediction obtained using ‘strict ordering’ is shown.
These modifications are described in the text.

with and without this modification overlap.

The argument of αS for final-state splittings in both parton showers is chosen to

be the transverse momentum of the emitted parton.4 This choice eliminates some

higher-order logarithmic corrections to the splitting kernels which become large in

the soft limit. This motivation is not applicable to g → QQ̄ splittings, as the soft

limit is not relevant. We therefore investigate the effect of using an alternative choice,

the invariant mass of the quark-antiquark pair. This change is implemented in gluon

splittings to both massless and massive quark pairs. The results obtained using this

choice for the argument of αS, and with pT,min = 0, are shown in Fig. 6.2. This

change decreases the predicted quark multiplicities because, for a given g → QQ̄

splitting, the strong coupling is evaluated at a larger scale, i.e. it is smaller for a

given splitting.

Finally an additional consideration should be made for the dipole shower. Based

on the principle of formation-time ordering [164], it is argued in Ref. [161] that an

additional restriction on g → QQ̄ splittings should be made in pT-ordered showers.

4In the angular-ordered shower this is true in the limit that all of the partons in the splitting
are massless.
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In particular, if we consider a gluon produced in a splitting with formation-time

τg which splits into a massive QQ̄ pair with formation-time τQQ̄, the condition of

‘strongly-ordered’ formation times, that is τQQ̄ � τg, requires

pT,g �
√
mQQ̄, (6.1.25)

where pT,g is the transverse momentum of the gluon and √mQQ̄ is the invariant mass

of the QQ̄-pair. In practice we implement the ‘strict ordering’ requirement

pT,g >
√
mQQ̄. (6.1.26)

In the process h0 → gg, if the first splitting in the shower is a g → QQ̄ splitting, we

use the energy of the gluon, in the centre-of-momentum frame of the h0 → gg decay,

in place of the transverse momentum of the gluon. As this restricts the emission

phase space, it leads to a decrease in the predicted multiplicity. The results obtained

using this additional restriction, and the two changes described above, are shown in

Fig. 6.2. With this change the dipole shower predicts lower charm and bottom quark

multiplicities than the lowest predictions of the angular-ordered shower, except for

the bottom quark multiplicity in very low-energy gluon jets.

In summary we have found that the heavy quark multiplicities in gluon jets

predicted using the angular-ordered and dipole showers differ significantly, which

demonstrates that the subleading terms in the branching probabilities in the showers

can significantly affect predictions. We have also shown that the heavy quark

multiplicities predicted using the parton showers depend strongly on several choices

made in the parton showers, which naturally affect the level of agreement between

resummed LL analytic results and the parton shower predictions.

6.1.5 Results: Heavy Quark Multiplicities in e+e−

Collisions

In e+e− collisions heavy quarks are predominantly produced in the production

process e+e− → QQ̄, however it is also interesting to consider their production
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through gluon splittings. In Ref. [161] the resummed multiplicity of heavy quarks in

e+e− → qq̄, calculated to next-to-leading logarithmic (NLL) accuracy, is matched to

the LO result for the process e+e− → qq̄ → qq̄QQ̄, i.e. where the light-quark pair is

produced at the electroweak vertex and the heavy quark pair is produced at a gluon

vertex. In order to match the resummed and fixed-order results, the resummed result

is expanded about the threshold for quark pair production. The O(α2
S) term of this

expansion is subtracted from the fixed-order result and the resummed NLL result

is added to this. The subtraction of the first term of the expansion avoids double

counting between the fixed-order and resummed results.

Fig. 6.3 shows the analytic result5 for the charm and bottom quark multiplicities

in e+e− → qq̄ events, as a function of the centre-of-collision energy
√
s. The distri-

butions predicted using the angular-ordered and dipole parton showers with their

default input settings are also shown. The same inputs are used for the analytic

calculation and parton showers as described for the case of gluon jets in Section 6.1.4.

The parton shower results are measured by counting the number of charm and bot-

tom quark pairs produced in e+e− → qq̄ events using an analysis written in the

Rivet framework and the events are again generated at parton-level. Both of the

parton shower predictions display very poor agreement with the analytic results.

Fig. 6.4 shows the parton shower results obtained using the modifications de-

scribed in Section 6.1.4. These modifications give rise to similar changes in the

predictions as discussed in Section 6.1.4. Across much of the distribution, neither of

the parton showers produces a result that lies within the error bands on the analytic

result for the bottom quark multiplicity. Considering the charm quark multiplicity,

both parton showers produce a result that lies within the error bands on the analytic

result across much of the distribution, however the modifications made in each of

the showers to obtain these results are different. This emphasises the impact of the

differing subleading terms in the branching probabilities in the two parton showers.

5Calculated by adding the LO result and the full resummed result and subtracting the expansion
of the resummed result around the threshold for quark pair production. These results are given in
Eq. (6), Eq. (23) and Eq. (26) of Ref. [161], respectively.
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Figure 6.3: The resummed analytic (left) charm and (right) bottom quark
pair multiplicities in e+e− events at centre-of-collision energy

√
s, calculated

to next-to-leading logarithmic (NLL) accuracy. The uncertainty on this result
is estimated by varying the parameter Λ by a factor of two (Λ/2, 2Λ) and by
varying the quark mass by 5% m ± 5%. The multiplicities predicted using
the angular-ordered (QS) and dipole (DS) parton showers, with their default
settings, are shown for comparison.
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Figure 6.4: The NLL analytic results for the (left) charm and (right) bottom
quark pair multiplicities in e+e− events are as described for Fig. 6.1. The
multiplicities predicted using the angular-ordered (QS) and dipole (DS) parton
showers with their default settings and several modifications are shown. Results
for both showers using pT,min = 0 (No cut) and the invariant mass of the heavy
quark pair for the argument of the strong coupling (K2 scale) are included. In
addition the dipole shower prediction obtained using ‘strict ordering’ is shown.
These modifications are described in the text.
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6.2 Summary and Outlook

We have shown that both the angular-ordered and dipole parton showers accurately

reproduce the LL term of the heavy quark multiplicity in gluon jets. We compared

a resummed LL calculation of the heavy quark multiplicity in gluon jets and a

resummed NLL calculation of the heavy quark multiplicity in electron-positron col-

lision events to results obtained using the parton showers. The predictions obtained

using the default settings in the parton showers display varying levels of agreement

with the analytic results. We have further shown that choices which can be made in

the parton showers can significantly affect the predictions.

This is preliminary work towards a new approach to deal with large logarithms

present in LO calculations of processes that include a g → QQ̄ vertex. We will need

to take the findings of this chapter into account when choosing which options to use

in each of the parton showers when we use them for this application.

To outline our planned development, consider the simplest process in which a

g → bb̄ splitting occurs, h0 → gg → gbb̄. Our approach will involve subtracting

from the LO description of the process h0 → gbb̄, the first order of the shower

approximation to this process. This subtraction will remove the large logarithmic

term in the LO calculation. The resummed rate of bb̄-production is obtained by

showering the process h0 → gg. By generating both h0 → gg events and events

according to the subtracted cross section for the process h0 → gbb̄, we expect to be

able to resum the logarithms in the LO calculation.



Chapter 7

Summary and Conclusions

In this thesis we have presented several improvements to the simulation of heavy

quarks in the Herwig7 event generator.

We first described a revised treatment of massive quarks in the dipole shower

that addressed several shortcomings of the existing treatment. By considering pre-

dictions of observables that are sensitive to the treatment of massive quarks, we

demonstrated that this revised treatment significantly improves the description of

processes involving heavy quarks.

We further extended the dipole shower to handle the decays of heavy coloured

particles, where we followed the example of the top quark. We validated this new

feature by comparing the description of the hardest emission from the top quark

decay obtained using the dipole shower, the angular-ordered shower and the dipole

shower with a corrected real-emission from the decay process.

Taking advantage of the developments in the dipole shower, we undertook an in-

depth study into the simulation of top pair production at the LHC using Herwig7.

In addition to performing LO simulations, we generated events using the MC@NLO-

type and POWHEG-type NLO matching schemes in the Matchbox module and

both the angular-ordered and dipole parton showers were used.

Using like-for-like settings in the parton showers and NLO matching schemes we

performed simulations of the production-level process, with stable top quarks, which



Chapter 7. Summary and Conclusions 179

we used to compare the performance of the parton showers and the NLO matching

schemes. We placed particular emphasis on the evaluation of uncertainties, first

considering the uncertainty on predictions from scale variations, where we found that

the uncertainty on predictions is not uniformly dominated by the variation of a single

scale. As such a full evaluation of the scale variations is necessary to reliably estimate

the total uncertainty on predictions. Following this we characterised the uncertainties

due to the choices of the profile scale and the hard veto scale in MC@NLO-type

matching schemes and found that these choices can have a considerable impact on

the predicted jet activity in events. We found the behaviour of simulations of the

full process, including top quark decays and hadronization, to be consistent with

our observations in the production-level case.

We have adapted an algorithm, implemented in the angular-ordered shower, to

include spin correlations in the dipole shower. In particular, spin correlations are

included between the hard process and the parton shower, between branchings in

the parton shower and between the parton shower and decay processes. Through

comparison to analytic results we have verified that the algorithm functions correctly

in both parton showers and identified recoil effects that can impact the distribu-

tions predicted using the dipole shower. Using these spin correlation algorithms

the angular-ordered and dipole parton showers can both produce fairly accurately

predictions of the angular-distributions of top quark decay products measured in

top pair production events at the LHC, which are sensitive to spin correlations.

We have presented a modified veto algorithm which enables the computation of

event weights for any variations in the splitting kernels used in the standard veto

algorithm at the same time as the computation of the result of the standard veto

algorithm. We applied the modified algorithm to the evaluation of uncertainties due

to scale variations in the parton shower. In particular the modified algorithm enables

the uncertainties due to scale variations in the parton shower to be evaluated in a

single run of the event generator, rather then performing a separate run for each

scale variation. We found that, for all but the simplest processes, this approach can
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significantly reduce the computation time required to evaluate scale variations in

both the angular-ordered and dipole parton showers.

Finally, we performed an investigation into the accuracy of the description of

g → bb̄ splittings in the angular-ordered and dipole parton showers. We first com-

pared a LO analytic calculation of the heavy quark multiplicity in gluon jets to the

corresponding analytic calculations for both parton showers and confirmed that both

correctly reproduce the leading-logarithmic contribution. We considered a number of

modifications to the parton showers and found varying levels of agreement between

the numerical predictions of the parton showers and analytic results for the heavy

quark multiplicities in gluon jets and in electron-positron annihilation. This work

was preliminary work towards a new method to treat the large logarithmic terms

present in LO calculations for processes that include a bb̄-pair produced in a g → bb̄

vertex.



Appendix A

Derivation of the Massive Dipole

Splitting Kinematics

A.1 Final-Initial Dipole

As stated in Section 2.1.1, given that the incoming spectator in a final-initial dipole

is necessarily massless we can straightforwardly write the splitting kinematics using

the standard quasi-collinear Sudakov parameterisation

qb = 1
xij,b

p̃b, (A.1.1)

qi = zp̃ij +
m2
i − z2m2

ij + p2
T

sij,bz
p̃b + kT, (A.1.2)

qj = (1− z)p̃ij +
m2
j − (1− z)2m2

ij + p2
T

sij,b(1− z) p̃b − kT, (A.1.3)

We can now derive the expression for xij,b given in Eq. (2.1.12) by inserting the

above expressions for the splitting momenta into Eq. (2.1.4). Using this result we

can express the coefficient of p̃b in Eq. (A.1.2) and Eq. (A.1.3) in terms of zi and

xij,b to obtain the expressions in Eq. (2.1.10) and Eq. (2.1.11).



A.1. Final-Initial Dipole 182

A.1.1 Phase-space Limits

We derive the limits on the variables pT and z from the lower limit on xij,b given in

Eq. (2.1.15). Using the expression for xij,b given in Eq. (2.1.12) we can rearrange

the inequality xij,b > xs to obtain

p2
T <

(1− xs
xs

)
sij,bz(1− z)− (1− z)m2

i − zm2
j + z(1− z)m2

ij. (A.1.4)

Differentiating the right-hand side of this inequality and solving for z, we derive the

upper limit on p2
T given in Eq. (2.1.16).

The limits on z given in Eq. (2.1.18) are derived by rearranging the inequality

xij,b > xs to obtain a quadratic expression in terms of z and solving this for z.

A.1.2 Single-Particle Phase Space

The first term in the expression for the branching probability in Eq. (2.1.19) is the

propagator for the branching and can be written as

1
(qi + qj)2 −m2

ij

= 1
(1− xij,b)2p̃ij · qb

. (A.1.5)

The dot product p̃ij ·qb simply cancels with the term in the single-particle phase space,

Eq. (2.1.20), to give the expression for the branching probability in Eq. (2.1.21).

In order to convert the phase-space integration from the dipole splitting variable

xij,b to the variable pT we rearrange the expression for xij,b in Eq. (2.1.12) to obtain

p2
T = sij,b

1− xij,b
xij,b

z(1− z)− (1− z)m2
i − zm2

j + z(1− z)m2
ij. (A.1.6)

Differentiating this expression with respect to xij,b gives

dxij,b
xij,b (1− xij,b)

= −
[

p2
T

p2
T + (1− z)m2

i + zm2
j − z(1− z)m2

ij

]
dp2

T
p2

T
, (A.1.7)

from which the result in Eq. (2.1.22) follows.



A.2. Initial-Final Dipole 183

A.2 Initial-Final Dipole

In order to derive the expressions for the splitting momenta in Section 2.1.2 we

choose to work in the rest frame of Q′ ≡ Q + qa = qj + qk and align p̃k along the

negative z-axis. We first define two vectors, vE and vz, that consist simply of a unit

temporal and z-component, respectively, in our chosen frame. The vector vE is

vE = 1√
Q′2

Q′ = (1, 0, 0, 0), (A.2.1)

where the second equality holds only in the chosen frame. In order to define the

second vector we first write,

−
(
p̃k −

Q′ · p̃k
Q′2

Q′
)

= (0, 0, 0, |~̃pk|). (A.2.2)

To construct the vector vz we simply calculate the magnitude of this vector and note

that

Q′ · p̃k = 1
2
(
Q′

2 +m2
k

)
, (A.2.3)

to obtain

vz = −

√
Q′2

qj · qk

(
p̃k −

Q′ · p̃k
Q′2

Q′
)

(A.2.4)

= (0, 0, 0, 1), (A.2.5)

where again the final equality is true only in the chosen frame.

In our chosen frame the transverse components of the momenta of the splitting

products are given entirely by the four-vector kT. We therefore simply need to find

expressions for the energy, qEn , and the z-component, qzn, of the momentum of each

of the splitting products n in our chosen frame such that we can write the splitting

momenta as

qa = 1
xjk,a

p̃aj, (A.2.6)

qj = qEj vE + qzj vz − kT, (A.2.7)

qk = qEk vE + qzkvz + kT. (A.2.8)
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The coefficients qEn and qzn are given by,

qEn = Q′ · qn√
Q′2

, (A.2.9)

qzn = |~qn| cos θna = qEn q
E
a − qn · qa
qEa

, (A.2.10)

where θna is the angle of separation between qa and qn. The expression for qzn follows

from the fact that we can write Q′ = (1− xjk,a)qa + p̃k, from which, given the limits

on xjk,a, it is clear that qa necessarily lies along the z-axis in our chosen frame.

Using the definition of uj in Eq. (2.1.23) and the result Q′2 = m2
k + 2qj · qk we

find expressions for qEj and qzj ,

qEj = qj · qk√
Q′2

, (A.2.11)

qzj = 1√
Q′2

[
qj · qk(1− 2uj)−m2

kuj
]
. (A.2.12)

Inserting the above expressions, and those in Eq. (A.2.1) and Eq. (A.2.4), into

Eq. (A.2.7) and using the results

Q′ =
(

1− xjk,a
xjk,a

)
p̃aj + p̃k, (A.2.13)

2qj · qk = saj,k

(
1− xjk,a
xjk,a

)
, (A.2.14)

we obtain the expression for qj given in Eq. (2.1.30). The corresponding expression

for qk is then most easily found using qk = Q′ − qj.

To derive expressions for uj and xjk,a in terms of pT and z we write qj in the

quasi-collinear Sudakov parameterisation, Eq. (2.1.2), using the light-like vector

n = p̃k −
m2
k

saj,k
p̃aj. (A.2.15)

Comparing this result to Eq. (2.1.30) we find the expressions for uj and xjk,a given

in Eq. (2.1.32) and Eq. (2.1.33), respectively. We note that we could equally start

from the quasi-collinear parameterisation of the splitting momenta and insert these

expressions into the definitions of the dipole splitting variables to obtain the same
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expressions for the splitting momenta.

A.2.1 Phase-space Limits

We derive the limits on the variables pT and z from the lower limit on xjk,a given in

Eq. (2.1.37). Using the expression for xjk,a given in Eq. (2.1.33) we can rearrange

the inequality xjk,a > xe to obtain

p2
T <

s2
aj,k

x2
e

[
saj,k

(1− xe
xe

)
+m2

k

]−1
[(z − xe)(1− z)] . (A.2.16)

Differentiating the right-hand side of this inequality and solving for z, we derive the

upper limit on p2
T given in Eq. (2.1.38).

The limits on z given in Eq. (2.1.40) are derived by rearranging the inequality

xjk,a > xe to obtain a quadratic expression in terms of z and solving this for z.

A.2.2 Single-Particle Phase Space

The first term in the expression for the branching probability in Eq. (2.1.41) is the

propagator for the branching and can be written as

1
2qa · qj

= 1
2qa · p̃kuj

. (A.2.17)

The dot-product qa · p̃k cancels with the term in the single-particle phase space,

Eq. (2.1.42), to give the expression for the branching probability in Eq. (2.1.43).

In order to convert the phase-space integration from the dipole splitting variables

uj and xjk,a to the variables pT and z we calculate the Jacobian

Jp2
T,z→uj ,xjk,a

=
∣∣∣∣∣ ∂uj∂p2

T

∂xjk,a
∂z

− ∂uj
∂z

∂xjk,a
∂p2

T

∣∣∣∣∣ , (A.2.18)

such that we can perform the replacement

dujdxjk,a →
(
Jp2

T,z→uj ,xjk,a

)
p2

T
dp2

T
p2

T
dz. (A.2.19)
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The partial differentials of uj can be written as

∂uj
∂p2

T
= r

(1− z)
∂xjk,a
∂p2

T
+ xjk,a

1
saj,k(1− z) , (A.2.20)

∂uj
∂z

= r

(1− z)
∂xjk,a
∂z

+ xjk,a
r

(1− z)2 . (A.2.21)

Inserting these expressions into Eq. (A.2.18) we obtain

Jp2
T,z→uj ,xjk,a

= xjk,a
saj,k(1− z)

∣∣∣∣∣∂xjk,a∂z
− p2

T
(1− z)

∂xjk,a
∂p2

T

∣∣∣∣∣ . (A.2.22)

We write the partial differentials of xjk,a with respect to pT and z as

∂xjk,a
∂p2

T
= − 1

p2
T

xjk,a − 1
2smkaj,k

1−
(1− z + r)− 2z(1− z)smkaj,k√
(1− z + r)2 − 4rz(1− z)smkaj,k

 , (A.2.23)

∂xjk,a
∂z

= − 1
2smkaj,k

1
r

1−
(1− z + r) + 2r(1− 2z)smkaj,k√
(1− z + r)2 − 4rz(1− z)smkaj,k

 , (A.2.24)

where for convenience we have defined

smkaj,k = (saj,k −m2
k)

saj,k
. (A.2.25)

Inserting these expressions into Eq. (A.2.22) we find the following expression

Jp2
T,z→uj ,xjk,a

= xjk,a
saj,k

[
(1− z + r)2 − 4rz(1− z)smkaj,k

]−1/2
. (A.2.26)

Rearranging Eq. (2.1.33) we can express the square-root term as

√
(1− z + r)2 − 4rsmkaj,kz(1− z) = r

uj

[
uj + xjk,a − 2ujxjk,a

(
1− m2

k

saj,k

)]
, (A.2.27)

from which the result in Eq. (2.1.44) follows.

A.3 Final-Final Dipole

A.3.1 Formulation 1

In order to derive the formulae in Eqs. (2.1.50)-(2.1.52) we follow a procedure ana-

logous to that used to derive the splitting momenta for splittings from initial-final
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dipoles. We work in the rest frame of the dipole, that is the rest frame of Q, with

p̃ij aligned along the positive z-axis.

We first define two vectors, vE and vz. The vector vE is

vE = 1√
s
Q = (1, 0, 0, 0), (A.3.1)

where the second equality holds only in the chosen frame. In order to define vz we

write

−
(
p̃k −

Q · p̃k
s

Q
)

= (0, 0, 0, |~̃pk|), (A.3.2)

which we normalise to give

vz = −
√

4s√
λ
(
s,m2

k,m
2
ij

) (p̃k − Q · p̃k
s

Q
)

(A.3.3)

= (0, 0, 0, 1), (A.3.4)

where again the second equality is true only in the chosen frame.

We can write the splitting momenta as

qi = qEi vE + qzi vz + kT, (A.3.5)

qj = qEj vE + qzj vz − kT, (A.3.6)

qk = qEk vE + qzkvz, (A.3.7)

where

qEn = Q · qn√
s
, (A.3.8)

qzn = −|~qn| cos θnk = qn · qk − qEn qEk√
(qEk )2 −m2

k

, (A.3.9)

where θnk is the angle of separation between qk and qn. Using the results

2qi · qj = yij,ks̄, (A.3.10)

2qi · qk = zi(1− yij,k)s̄, (A.3.11)

2qj · qk = (1− zi)(1− yij,k)s̄, (A.3.12)
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we solve Eq. (A.3.8) and Eq. (A.3.9) for qi, qj and qk and construct the expressions

in Eqs. (2.1.50)-(2.1.52)

A.3.2 Formulation 2

The expressions for xij and xk given in Eq. (2.1.70) and Eq. (2.1.71) are derived

from the momentum conservation requirement p̃ij + p̃k = qi + qj + qk. We first note

that we can write the momenta of the emitter and the spectator in terms of the

light-like momenta nij and nk as

p̃ij = nij +
m2
ij

sij,k
nk, (A.3.13)

p̃k = nk + m2
k

sij,k
nij, (A.3.14)

such that we can rewrite the left-hand side of the momentum conservation require-

ment as

p̃ij + p̃k = λknij + λijnk. (A.3.15)

The right-hand side of the momentum conservation requirement can be expressed as

qi + qj + qk =
(
xij + m2

k

xksij,k

)
nij +

(
xk +

Q2
ij

xijsij,k

)
nk. (A.3.16)

Equating the coefficients of nk and nij in Eq. (A.3.15) and Eq. (A.3.16) and solving

for xij and xk we obtain the expressions given in Eq. (2.1.70) and Eq. (2.1.71).

In order to obtain an expression for the dipole splitting variable yij,k in terms of

z and pT we start from the definition of yij,k in Eq. (2.1.46) and write

yij,k = 1
s̄

(2qi · qj) = 1
s̄

(
Q2
ij −m2

i −m2
j

)
, (A.3.17)

from which the result in Eq. (2.1.75) follows.

In order to derive the expression for xijxksij,k in Eq. (2.1.79) we first use the

explicit formulae for the splitting momenta to write

2 (qi + qj) · qk = xijxksij,k +
m2
kQ

2
ij

xijxksij,k
. (A.3.18)
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We obtain a second expression, written in terms of yij,k, by rearranging Eq. (2.1.46)

to give

2 (qi + qj) · qk = (1− yij,k) s̄. (A.3.19)

Equating Eq. (A.3.18) and Eq. (A.3.19) and rearranging the resulting equation we

obtain the expression for xijxksij,k given in Eq. (2.1.79).

A.3.3 Phase-space Limits

We derive limits on the variables pT and z from the upper limit on yij,k given in

Eq. (2.1.81). We rearrange the inequality yij,k(z, pT) ≤ y+ to obtain

p2
T ≤ z(1− z)

(√
s−mk

)2
− (1− z)m2

i − zm2
j . (A.3.20)

Differentiating the right hand side of this inequality and solving for z, we derive the

upper limit on p2
T given in Eq. (2.1.85).

The limits on z in Eq. (2.1.86) are derived by rearranging the inequality yij,k(z, pT) ≤

y+ to obtain a quadratic expression in terms of z and solving this for z.

A.3.4 Single-Particle Phase Space

The first term in the expression for the branching probability given in Eq. (2.1.87)

is the propagator for the branching and can be written as

1
(qi + qj)2 −m2

ij

= 1

s̄yij,k

(
1 + m2

i+m
2
j−m

2
ij

s̄yij,k

) . (A.3.21)

The expression for the branching probability in Eq. (2.1.89) follows.

In order to convert the phase-space integration from the dipole splitting variables

zi and yij,k to the variables pT and z we calculate the Jacobian

Jp2
T,z→zi,yij,k

=
∣∣∣∣∣ ∂zi∂p2

T

∂yij,k
∂z
− ∂zi
∂z

∂yij,k
∂p2

T

∣∣∣∣∣ , (A.3.22)
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such that we can perform the replacement

dyij,kdzi →
(
Jp2

T,z→zi,yij,k

)
p2

T
dp2

T
p2

T
dz. (A.3.23)

Using the expression for zi given in Eq. (2.1.76) we write the partial differentials

of zi with respect to pT and z as

∂zi
∂p2

T
= 1
s̄

[
2qi · qk

1
(1− yij,k)2

∂yij,k
∂p2

T
+ 1

(1− yij,k)
∂(2qi · qk)
∂p2

T

]
, (A.3.24)

∂zi
∂z

= 1
s̄

[
2qi · qk

1
(1− yij,k)2

∂yij,k
∂z

+ 1
(1− yij,k)

∂(2qi · qk)
∂z

]
. (A.3.25)

Following some cancellations we find

Jp2
T,z→zi,yij,k

= 1
s̄(1− yij,k)

∣∣∣∣∣∂(2qi · qk)
∂p2

T

∂yij,k
∂z
− ∂(2qi · qk)

∂z

∂yij,k
∂p2

T

∣∣∣∣∣ . (A.3.26)

Starting from the expressions in Eq. (2.1.75) and Eq. (2.1.78), the results needed

to compute the Jacobian are

∂yij,k
∂p2

T
= 1
s̄z(1− z) , (A.3.27)

∂yij,k
∂z

= 1
s̄

[
−p2

T
(1− 2z)
z2(1− z)2 −

m2
i

z2 +
m2
j

(1− z)2

]
, (A.3.28)

∂(2qi · qk)
∂z

=
[
1− m2

k

(zxijxksij,k)2

(
p2

T +m2
i

)](
xijxksij,k + z

∂ (xijxksij,k)
∂z

)
, (A.3.29)

∂(2qi · qk)
∂p2

T
=
[
1− m2

k

(zxijxksij,k)2

(
p2

T +m2
i

)]
z
∂ (xijxksij,k)

∂p2
T

+ m2
k

zxijxksij,k
, (A.3.30)

where

∂ (xijxksij,k)
∂ (z|p2

T) = − ∂yij,k
∂ (z|p2

T)
s̄

2

1 + [(1− yij,k) s̄+ 2m2
k]√

(1− yij,k)2s̄2 − 4m2
kQ

2
ij

 , (A.3.31)

which is found by differentiating the expression for xijxksij,k given in Eq. (2.1.79).

Using these results we can write the Jacobian in the compact form

Jp2
T,z→zi,yij,k

= 1
s̄(1− yij,k)

1
s̄z(1− z)

∣∣∣∣∣ m
2
kQ

2
ij

xijxksij,k
− xijxksij,k

∣∣∣∣∣ . (A.3.32)

It is instructive to separate those terms that depend on the mass of the spectator

parton, so that the behaviour of the phase-space integral in the limit of a massless
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spectator is made explicit. We rewrite Eq. (2.1.79) to give

(xijxksij,k)2 = s̄(1− yij,k) (xijxksij,k)−m2
kQ

2
ij, (A.3.33)

which we use to rewrite Eq. (A.3.32) to obtain

Jp2
T,z→zi,yij,k

= 1
s̄z(1− z)

∣∣∣∣∣1− 2 1
s̄(1− yij,k)

m2
kQ

2
ij

xijxksij,k

∣∣∣∣∣ . (A.3.34)

The final expression for the phase-space integration given in Eq. (2.1.90) follows

simply from the above expression for the Jacobian.



Appendix B

Construction of the Basis State

Mappings

B.1 Spinor Mappings

We consider the construction of the mapping cai for the basis states of an incoming

quark. It is straightforward to generalise the result to both incoming and outgoing

quarks and antiquarks. Herwig7 uses the spinor conventions defined in Ref. [165].

We consider the spinor uλ(p) of an incoming quark with 4-momentum p, energy

E, 3-momentum ~p and spin λ. The quark is an emitter and we work in its splitting

frame, in which it lies along the z-axis. The explicit form of the spinor is

u− 1
2
(p) =



0√
E + |~p|

0√
E − |~p|


, u 1

2
(p) =



√
E − |~p|

0√
E + |~p|

0


. (B.1.1)

The transformation from the production frame of an emitter to its splitting frame

is defined up to a rotation about the z-axis. The effect of a rotation by an angle φ
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about the z-axis on a spinor is given by the rotation matrix

R(φ) =



e−iφ 0 0 0

0 eiφ 0 0

0 0 e−iφ 0

0 0 0 eiφ


. (B.1.2)

It follows that if the splitting frame and the frame reached by transforming from the

production frame of the emitter differ by a rotation φ about the z-axis, the spinor

ua(p), defined in the production frame, can be written in terms of the spinor u′i(p),

defined in the splitting frame, as

u− 1
2
(p) = eiφu′− 1

2
(p), u 1

2
(p) = e−iφu′1

2
(p). (B.1.3)

We need a mapping cai such that

ua(p) = caiu
′
i(p). (B.1.4)

This mapping is a 2 × 2 matrix in spin-space and from Eq. (B.1.3) it is clear that

we can write u− 1
2
(p)

u 1
2
(p)

 =

eiφ 0

0 e−iφ


u′− 1

2
(p)

u′1
2
(p)

 . (B.1.5)

In practice we calculate the elements of the mapping as

eiφ =
u1
− 1

2
(p)

u′1− 1
2
(p) , e−iφ =

u2
1
2
(p)

u′21
2
(p) , (B.1.6)

where the superscript on the spinors is the spinor-index and runs over 0, 1, 2, 3.

B.2 Vector Boson Mappings

It is straightforward to obtain an explicit expression for the mapping cai for a vector

boson. We rewrite Eq. (4.1.24) explicitly for this case

εa = caiε
′
i. (B.2.1)
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Multiplying both sides of this equation by ε′∗i and recalling that ε′i · ε′∗i = −1 we find

cai = −εa · ε′∗i . (B.2.2)
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