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Modeling Acceleration

of a High Brightness Electron Beam

by Plasma Wakefield

Author:

Francesco Massimo

Supervisors:

Prof. Luigi Palumbo

Prof. Stefano Atzeni

Co-supervisor:

Dr. Alberto Marocchino

A thesis submitted as partial fulfilment of the requirements

for the degree of Doctor of Philosophy in Accelerator Physics

2015



A great master samurai had three sons, each a skilled fighter. One day he decided to

test his three sons and devised the following test: he placed a pillow above the door to

his room, balancing it so that it would fall as soon as anyone entered the room, and then

summoned each of his sons in turn.

Prior to entering the room, the eldest son immediately sensed something amiss. He

cautiously opened the sliding door, extended his hand and caught the pillow when it fell.

The second son dodged and caught the falling pillow. The youngest son went straight

into the room but he was able to draw his sword and cleave the pillow in two in midair.

The master samurai called his three sons together and spoke to them. He praised the

eldest son: “You will become a great master samurai.” He complimented the progress of

the second son: “You as well will become a great master samurai eventually. Persevere

and continue to study hard.” Finally he severely reprimanded the youngest son: “You

are a disgrace. You still need much exercise in the art of swordmanship.”

Koan of the samurai and his three sons 1

1adapted from Zen Stories of the Samurai by N. Dulligan (Global Thinking Books, 2004) and Budo
Sectrets by J. Stevens (Shambhala Publications, Inc., 2001), inspired by the life of Tsukahara Bokuden.



Abstract

Considerable interest has been shown in the last few decades in the Plasma Wakefield

Acceleration (PWFA). This plasma acceleration scheme has demonstrated to produce

accelerating gradients greater by at least two orders of magnitude higher than the ones

obtainable with conventional accelerating techniques employing radio-frequency metallic

cavities. Nonetheless, the quality of the plasma accelerated beams is still not compa-

rable with the one obtainable with conventional accelerating techniques. The modeling

and the numerical simulation of Plasma Wakefield Acceleration (PWFA) of electrons

are addressed in this work, prompted by the need of studies aimed to improve the qual-

ity of the electron beams accelerated through this technique. Models and numerical

tools of interest for efficient experimental design for the COMB experiment planned at

SPARC LAB facility in Laboratori Nazionali di Frascati are presented. The issues in-

volved in realizing a plasma acceleration process which maintains the accelerated beams

quality and their possible solutions are discussed. The novel time-explicit hybrid kinetic

fluid code Architect, developed for this thesis work, is presented and the comparison

of its results with the 3D fully kinetic code ALaDyn is shown. The code accuracy and

speed make it suitable for quick parametric scans. Applications of the code flexibility in

the study of experimental PWFA scenarios are shown in the framework of the COMB

experiment.
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Introduction

Particle accelerator applications span from the nuclear and particle physics investigation

to medical and industrial uses. Although their role in the scientific research is widely

known mainly in the study of elementary particles, they play an essential role also in

studies for material science, cultural heritage, biology, medicine and in the electronic

industry production. A commonly trait associated to particle accelerators is their size,

which in the case of high energy colliders can reach an order of tens of kilometers in their

total length. Their size is mainly determined by the highest magnitude of the electro-

magnetic fields which can be excited to accelerate and deflect charged particles. Since

1979 a novel research field aims to realize a new technology of particle accelerators using

plasmas, which can sustain electromagnetic fields orders of magnitude higher than con-

ventional accelerators and thus potentially shrink the technology employed for particle

acceleration. Although the generation of such electromagnetic fields and the consequent

high energy gains have been widely demonstrated, the particle beams accelerated with

these novel techniques still don’t have the quality required in conventionally accelerated

beams applications.

This thesis work has been developed in the framework of the COMB plasma acceleration

experiment, planned at the SPARC LAB facility in the Laboratori Nazionali di Frascati

of INFN, Italy. The COMB experiment is a proof of principle experiment, which aims

to demonstrate the realization of high gradients with plasma acceleration while main-

taining a quality in the accelerated high brightness electron beams at a level acceptable

for applications. The high degree in the control of the accelerated beams in the plasma

demands modeling techniques which create a bridge between the fields of accelerator

physics and plasma physics. This thesis work focuses on such techniques and tools,

aiming in particular to efficiently aid the experimental team efforts in an experiment as

COMB.

1



Introduction 2

In Chapter 1 the motivations which led to the rise of the novel field of plasma accelera-

tion are discussed. The plasma acceleration scheme addressed by this work, the Plasma

Wakefield Acceleration, is introduced and its main experimental milestones are reported.

The issues involved in the modeling and simulation of electron Plasma Wakefield Accel-

eration are summarized and the COMB experiment is briefly introduced.

In Chapter 2 the kinetic and fluid models of interest for plasma physics and accelerator

physics are reviewed, in particular the derivation of the Vlasov-Maxwell description of

beam-plasma systems and the definition of the beam quality parameters of interest for

this work.

In Chapter 3 a simple 1D fluid model for wakefield excitation is discussed, from which

cold relativistic wave breaking limit and Transformer Ratio quantities can be studied.

In Chapter 4 the Particle in Cell (PIC) method for simulating beam-plasma interactions

is introduced. the results of a PIC code are compared with the ones obtainable with an

extension of the fluid model presented in the previous Chapter.

In Chapter 5 a novel, flexible, time-explicit 2D hybrid kinetic fluid code is presented:

Architect. Comparisons against the full 3D PIC code ALaDyn in benchmark scenarios

are shown and discussed, as the scaling of the simulation time with the number of beam

particles. The code results in different regimes of plasma oscillations are shown and the

features of interest of each regimes for the acceleration are reviewed.

In Chapter 6 the COMB experiment is presented in more detail. Applications of Archi-

tect of interest for COMB are shown, including matching studies, effect of ramps and

radially parabolic profiles in the plasma channel density on the matching. The results

of two complete simulations of acceleration with one and three drivers are shown and

discussed.



Chapter 1

Plasma acceleration and PWFA:

state of the art

In this Chapter the topics and motivations of this thesis work are introduced. The mo-

tivations for the study of plasma acceleration and its basic principles are discussed. The

main mechanisms, the experimental and theoretical state of art of Plasma Wakefield

Acceleration of electrons are briefly summarized. Finally the Plasma Wakefield Accel-

eration experiment COMB, to which the modeling efforts of this thesis work have been

devoted, is introduced.

1.1 Why plasma acceleration

The most controllable method used to increase the energy of charged particles at rel-

ativistic energies consists in using an accelerating electric field. With an electrostatic

constant field of magnitude E, the maximum energy gain ∆K is proportional to the

distance L travelled by the charge:

∆K = qEL (1.1)

If the field varies in time, as in a metallic or dielectric accelerating cavity, the upper

bound of the achievable energy gain at relativistic velocities can be estimated with the

unrealistic assuption that the charge moves approximately with the same speed of the

excited electromagnetic wave. In this ideal scenario, even supposing to have placed the

3



Chapter 1. Plasma acceleration and PWFA 4

charge at the phase of maximum accelerating field, denoting with E this field, the charge

is subject to the same value of field along all the accelerating distance L and the max-

imum energy gain is still upper bounded by the right hand side of Eq.(1.1). From this

limit it is clear that given a certain desired energy gain, the peak feasible electric field

determines the minimum accelerating distance which is required and thus the minimum

length of the needed accelerating structure; this minumum length does not take into

account the necessity of devices, as quadrupole magnets, devoted to focus, control and

diagnose the accelerated beam particles.

In the view of this consideration, technologies which allow to obtain higher accelerat-

ing gradients are always welcome in the accelerator field, provided that an acceptable

degree of control on the particles’ trajectory can be maintained. Higher gradients allow

to realize smaller (and thus cheaper) and more manageable accelerating systems, either

they are destined to high energy colliders for fundamental research or they are devices

for applications e.g. radiation sources, medical or industrial accelerators. The present

consolidated, stable technology for accelerating structures employs metallic cavities in

which oscillating electromagnetic fields are excited. The injection of charged particles

in the proper phase of the excited waves to accelerate them. In some cases also the

focusing is provided by the electromagnetic fields in the metallic cavities, in other cases

it is provided by magnets on the beamline. This technology, now labeled as part of the

conventional accelerating techniques, is limited by the breakdown electric field thresh-

olds and the peak achievable accelerating gradients are determined by the field discharge

limits in the metallic cavities.

One of the techniques which in the future may overcome the gradient limits of conven-

tional accelerators technology is plasma acceleration. Ionization creates plasmas, thus it

does not constitute a problem in a device where the accelerating gradients are created

in the plasma itself. When ionization is not a problem, higher gradients than in metallic

cavities can be excited, allowing to reach the desired energies in shorter distances. A

very rough estimate of the sustainable electric field in a plasma wave yields the cold

wave breaking limit [1, 2]:

EWB(GV/m) =
meωpc

e
≈ 100

√
n0

1018 cm−3
, (1.2)

where n0 is the initial plasma density. Details on the derivation of Eq.(1.2) and a more

accurate estimate which takes into account nonlinear effects are discussed in Chap. 3,
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following [2–5]. Such a more accurate limit is higher than the one in Eq.(1.2) in regimes

of interest for plasma acceleration. From Eq.(1.2) it can be inferred that with an ini-

tial plasma density of n0 = 1018cm−3, gradients of more than E ≈ 100GV/m can be

achieved, three orders of magnitude than the ones achieved in usual linear accelerators.

Although conceptually simple and appealing with respect to potentially achievable peak

gradients, plasma acceleration is currently far from replacing the conventional accelera-

tion techniques, due to the difficulty of controlling the particles’ trajectories in plasmas.

As discussed in more detail in Section 2.4, the quality of an accelerated beam, or in

other words its utility for applications, is not quantified only by the energy reached

by some of its particles, but by the requirement that most of them occupies regions of

the phase space as compact as possible, i.e. they are compressed in a small spot, have

approximately the same energy and are moving approximately in the same direction.

Indeed, although high gradients have been demonstrated, the quality parameters of the

plasma accelerated beams, and the acceleration efficiency are far from the ones obtain-

able by the more controllable conventional acceleration techniques. The low repeatibility

of plasma-based accelerator physics also is clashing with the repeatibility of conventional

acceleration experiments. Despite the above challenges, plasma acceleration, originally

proposed in 1979 [6], has become an established research field aiming to create the new

generation of particle accelerators.

1.2 Basic mechanisms of plasma acceleration

The collective behavior of a plasma in response to perturbations of neutrality is the key

mechanism of plasma acceleration. This perturbation can be induced by one (or more)

intense laser pulse(s) or high energy charged particle beam(s). Such beams may be

injected into a gas, which is ionized by the beam itself or in a pre-existing plasma chan-

nel. In the wake of this source of perturbation, often referred to as the driver, plasma

electrons tend to oscillate, creatig a periodic or pseudoperiodic charge distribution and

consequently an electric field, called wakefield, which follows the driver in the plasma

channel. This wakefield can be used to both accelerate and focus charged particle beams

with gradients higher than conventional acceleration techniques.

Since its proposal, the plasma acceleration field developed many schemes characterized
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by different ways to excite the wake and to provide the particles that are accelerated, of-

ten called the witness particles. This thesis work addresses the acceleration of electrons.

A major distinction in plasma electron acceleration schemes is given by laser-driven

and beam-driven schemes, depending on the nature of the driver, either it be an intense

laser pulse or a high energy charged particle beam. The first plasma acceleration schemes

proposed by Tajima and Dawson employed laser pulses as drivers [6]. In the Plasma

Beat-Wave Acceleration (PBWA) [7] scheme the beating of two laser pulses excites a

wave at plasma frequency ωp. In the Laser Wake Field Acceleration (LWFA) [7] scheme

a single intense laser pulse is used to create the plasma wake. Historically PBWA was

proposed as an alternative to LWFA due to the limits of the laser technology in 1979.

To overcome some experimetal difficulties as laser pump depletion and diffraction which

determined the energy gain limits of laser-driven schemes, the Plasma Wake Field Accel-

eration (PWFA) scheme was proposed [8], in which the driver is a high energy particle

beam. The plasma electron acceleration schemes proposed afterwards (some examples

are described in [7, 9]) are all variants of PBWA, LWFA and PWFA. Laser-driven and

beam-driven schemes have different advantages and limits, making them suited for dif-

ferent energies and applications.

Another distinction is given by the way in which the witness bunch is injected into

the accelerating and focusing phase of the plasma wave. In laser-driven schemes, the

witness electrons can be provided by the plasma electrons themselves, injected in the

proper phase of the excited plasma waves by spontaneous self-injection effects in highly

nonlinear regimes or by means of more controllable triggering mechanisms devised e.g.

from partial ionization of the plasma or the tapering of the plasma channel density

[7, 10, 11]. The mentioned methods to provide electrons to be accelerated can be re-

ferred to as internal injection mechanisms, to distinguish them from the technique in

which the witness electrons are injected from outside the plasma channel, or external

injection. External injection of relativistic electrons in the plasma wave excited by a

laser pulse implies the experimental challenge of synchronizing the laser and electron

beams.
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1.3 Plasma Wakefield Acceleration

In this Section electron accelerating scheme addressed by this thesis work is described.

In 1985 P. Chen [8] proposed the PWFA acceleration scheme to obtain high gradients

independent of the high power laser technology. Presently PWFA reaches gradient val-

ues unobtainable with LWFA-like schemes due to the diffraction and the depletion of

the driving laser pulses in plasmas [12]. Despite the potentially higher energies obtain-

able, presently PWFA displays the strict experimental requirement of a conventional

linear accelerator to provide both the driver and the witness beams to inject in a pre-

formed plasma or in a gas channel. The potential shrinkage of an accelerator by plasma

acceleration is not fully obtained in this scheme by this requirement, thus currently

PWFA schemes are used to boost the energies of witness beams produced by an existing

conventional accelerator. Future plasma colliders schemes are proposed which would

self-generate the drivers and witness by LWFA stages and accelerate them to higher en-

ergies in multiple PWFA stages [11]. Presently the low quality and repeatibility of the

plasma accelerated beams with both LWFA and PWFA (with respect to conventionally

accelerated beams) prevents the realization of staged plasma accelerators.

As discussed in more detail in Chap. 3 in the case of PWFA, the magnitude of the per-

turbation provided by the driver in the plasma initial neutrality determines the regime

of the excited plasma waves (see Figs. 3.1, 3.2, 3.3 and 3.4 from [13]). When such

perturbation is small, the regime is linear and the excited waves are sinusoidal. Behind

an electron driver a region with net positive charge forms due to the repulsion of the

plasma electrons by the driver electrons. When the perturbation increases the sinusoids

turn into sawtooth waves, reaching nonlinear regimes. In the limit of highly nonlinear

regimes the positively charged region behind the driver becomes completely depleted of

plasma electrons [14], as shown in Fig. 1.1, hence the name bubble or blowout regime.

In the transition to nonlinear regimes the plasma wavelength increases due to the rela-

tivistic inertia of the plasma electrons. This has the experimental advantage of a broader

region with both focusing and accelerating electric field in which the witness electron

bunch can be injected. For this reason and its higher gradients, PWFA in highly nonlin-

ear regimes promises high energy gains and higher beam quality than PWFA in linear

regimes. Nevertheless, PWFA in weakly nonlinear regimes has been proposed [18] to

maintain the controllability of linear regimes and higher gradients than linear regime

plasma waves. A technique studied in this thesis work to obtain high gradients in linear



Chapter 1. Plasma acceleration and PWFA 8

Electron-Driver

Electron-Witness

BUBBLE

Accelerating section

Figure 1.1: Blowout regime. Image by A. Marocchino, simulation performed with 3D
PIC code ALaDyn [15–17]

and weakly nonlinear regimes is the resonant excitation of plasma waves by the injec-

tion at proper distances of multiple electron bunches [19–21]. This technique implies the

experimental issues of synchronization and control in the injection of both the multiple

drivers and the witness, as well as the control on the shape of the bunches.

1.3.1 Experimental progress of electron PWFA

Some of the principal milestones of electron PWFA experiments are reported, without

any presumption of completeness, only to introduce some of the experimental issues of

interest for this thesis work.

In 1988 J. B. Rosenzweig et al. [22] at the Argonne National Laboratory Advanced

Accelerator Test Facility measured energy gain variations in correspondence of different

witness delay distances from a driver injected in a half-meter scale hollow-cathode dc

arc with density of order n0 ≈ 1013cm−3. The spatial period with respect of witness

injection distance of these energy gain variations was equal to the plasma wavelength

λp ≈ 10 mm. The peak measured energy gain were smaller than 100 MeV starting with

15 MeV witness electron bunches. This proof of principle was the first experimental ob-

servation of electrons accelerated in a PWFA scheme. One year later a similar detection

of weakly nonlinear plasma oscillations excited by an electron driver was reported at the

same test facility [23].

The quest for high quality and high energy beams found in the blowout regime [14]

a potential promise for high gradients and linear focusing fields in the bubble region,

similar to the ideal focusing fields in a conventional accelerator. In the first years of the
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new century the availability of TW-lasers allowed to reach the bubble regime also in the

LWFA [24–26]. Despite the experimental milestones achieved by LWFA in the bubble

regime [27, 28], soon the limits in the accelerating distance and consequently in the

total energy gains of the laser-driven schemes with respect of beam-driven schemes were

recognized. Meanwhile PWFA experiments aimed to demonstrate high energy gains in

short distances, even accelerating the electrons in a long driver tail rather than a wit-

ness bunch. With this variant of PWFA high gradients were demonstrated in the bubble

regime at Stanford Linear Accelerator Center (SLAC) in 2002 [29] and in 2004 [30] in

meter-scale plasma channels. In 2005 M. Hogan et al. [31] used an electron driver to

both ionize a 10 cm lithium vapor and excite plasma wakefields in the blowout regime,

making approximately the 7% of the driver particles on the tail experience a 37 GeV/m

average gradient. A main milestone for the highest energies quest was posed in 2007

with the ’Energy Doubling experiment’ at SLAC [32], where energy gains of 42 GeV were

achieved in a meter-scale plasma channel for some electrons in the tail of the driver.

These experiments consituted a major proof of principle for high energy gains with re-

spect of conventional electron accelerators but the obtained overall quality, i.e. energy

spread, emittance (see Section 2.4 ), repeatibility and efficiency were too low with re-

spect to those obtained with conventional accelerating techniques. A high quality of the

witness particles is easier to obtain by accelerating the particles of a witness bunch dis-

tinct from the driver. In 2014 an improvement of the acceleration efficiency was obtained

through careful utilization of the beam loading by the witness in the bubble regime [12].

To summarize, high gradients were demonstrated with PWFA, but nevertheless better

control of the beam dynamics and parameters is needed to obtain induced energy spread

and emittances competitive with the ones obtained with conventional accelerating tech-

niques.

1.4 Theory and simulation of electron Plasma Accelera-

tion

In the study of conventional electron accelerators, first assessments can be performed

solving Maxwell equations and then the motion equation of electrons in the computed



Chapter 1. Plasma acceleration and PWFA 10

fields. Also, Maxwell equations in the vacuum of the metallic cavity are linear, analyt-

ically solvable in simple geometries and numerically solvable with well known methods

also in complex geometries.

The first analytical works on electron PWFA performed similar assessments solving the

fluid plasma equations with relativistic electron beams as perturbations to the plasma

initial neutrality. In the linear regime solutions of these equations in 1D and 2D can be

found also analytically [33]. In nonlinear regimes analytical solutions can be found with

very simple driver shapes in 1D [34]. Within the fluid approximation, the complexity of

the nonlinear relativistic fluid equations needs numerical integration to find the fields in

regimes of interest for PWFA and for arbitrary driver shapes in order to perform studies

on the physical mechanisms involved, or to study potential experimental working points.

For more accurate predictions the self-consistent interaction of the plasma and the rela-

tivistic beams must be taken into account. The beams’ fields significantly influence the

motion of a plasma around them and the plasma induced fields in turn strongly influ-

ence the beams traveling through it. Also, the different velocities of near accelerated

particles strongly determine the resulting beam quality. These considerations lead to

the widespread use of kinetic simulation of PWFA, in particular the use of the Particle

in Cell (PIC) method [35–37], discussed in more detail in Chap. 4. PIC codes played

an essential role in the study of mechanisms involved in both LWFA and PWFA. For

instance the blowout regime was first identified by simulations [14].

The massive increase of the computational power and resources available for PIC simu-

lations allows to accurately study the kinetic details of the 3D plasma-beam interaction,

involving also phenomena as collisions and ionization. Nevertheless the amount of re-

sources required for these levels of detail are too massive for the quick parametric studies

needed for the design of experiments. Besides, in some regimes of experimental interest

not all of these details need to be known. For these reasons, in parallel to massive codes

simulating a progressively more complete set of physical phenomena, simpler and quicker

models have been developed, the so called reduced models. Examples of such codes in-

clude PIC codes with quasi-static approximation [38], e.g. WAKE [39, 40], QuickPIC

[41, 42], HiPaCe [43] and codes including hybrid kinetic-fluid models, e.g. LCODE [44],

INF&RNO [45], QFluid [46]. A compromise between accuracy and reduced simula-

tion time makes them well suited for the investigation of physical mechanisms in some

regimes of interest, preliminary results or validated by full PIC codes. Although they

lack some elements of the physics (e.g. quasi-static codes cannot simulate self-injection,
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hybrid kinetic-fluid models cannot simulate wave-breaking), their use has been proven

to be successful in several relevant scenarios [32, 40, 41, 47].

1.5 The COMB experiment

The PWFA experiment called COMB (Coherent plasma Oscillations by Multiple electron

Bunches)1 is planned at SPARC LAB (Sources for Plasma Accelerators and Radiation

Compton with Lasers and Beams) [48] accelerator test facility in the INFN Laboratories

of Frascati. The experiment is conceived as a proof of principle, planned to resonantly

excite plasma waves by means of a train of bunches [19–21] produced through the laser-

comb technique [49] in a preionized plasma channel created by a discharge in hydrogen

gas [50] inside a dielectric capillary. Among the goals of the experiment is to maintain

a high quality in the accelerated bunches, injected in the plasma with an initial energy

of ≈ 100 MeV and accelerated in the plasma up to ≈ 130 MeV. The plasma waves of

COMB will be excited in a plasma channel of nearly uniform density n0 =1016 cm−3

in the weakly nonlinear regime, to maintain a degree of controllability typical of the

linear regimes but achieving higher gradients and good features for acceleration (as

discussed in Section 5.5) characteristic of the nonlinear regimes. A long term goal is

to inject high brightness and low emittance accelerated bunches in the free electron

laser (FEL) undulator of the facility, placed immediately after the plasma interaction

chamber, demonstrating plasma acceleration with witness quality comparable to that

needed for conventional acceleration applications.

The high degree of control of the beam dynamics required in the plasma capillary creates

the need for tools to perform quick and flexible systematic studies and to possibly give

a feedback to the experimental team in the data analysis. The results and the methods

described in this work are primarily aimed to aid the COMB experiment.

1partially funded by the Italian Minister of Research in the framework of FIRB- Fondo per gli
Investimenti della Ricerca di Base, Project no. RBFR12NK5K.



Chapter 2

Accelerator and plasma physics

models

For the study of plasma acceleration, the most used models are the kinetic and the fluid

models. A brief review of their derivation and main features are reported and discussed,

following mainly [36, 51, 52]. Since the regimes of electron plasma acceleration addressed

by this thesis work involve relativistic velocities, their study involves the relativistic

version of kinetic and fluid descriptions of plasmas and beams1.

2.1 Kinetic modeling of multiparticle systems

Given a system composed of N interacting identical classical particles, e.g. electrons, if

all the positions xi(t) and momenta pi(t) (i = 1, ..., N) were known, a single distribution

function F(x,p, t) of the system could be defined. The extension to a multi-species

system is straightforward, with the definition of a distribution function for each species

and taking into account the inter-species interactions. The product of F(x,p, t) and

the infinitesimal phase space volume d3x d3p would yield the number of particles within

that centered in the point (x,p) in the single particle phase space µ at time t. Such

1All the quantities involved in the following are defined in the laboratory frame if not otherwise
specified and only effects predicted by special relativity are involved, thus no covariant notation is used,
rendering the equations less elegant and general but maybe more physically straightforward. For a
complete derivation of a covariant fluid theory from a covariant kinetic theory, see [53].

12
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distribution function would be:

F(x,p, t) =

N∑
i=1

δ(x− xi(t)) δ(p− pi(t)). (2.1)

In the hypothesis of conservation of the number of particles, the function F would evolve

according to the equation:

∂F
∂t

+∇x ·
(
dx

dt
F
)

+∇p ·
(
dp

dt
F
)

= 0, (2.2)

where ∇x and ∇p denote the gradient operators along the position and momentum

coordinates. When the interaction forces are constituted by Lorentz forces, in order to

know the last term of Eq.(2.2), Maxwell equations with sources depending on F must

be solved as well in a self-consistent way. Thus, integration of Eq.(2.2) is equivalent to

solve the N -body electromagnetic problem in the case of a typical plasma for plasma

acceleration or a charged particle beam in an accelerator. Besides, the F function

is a completely impractical description of such systems, since it would be impossible to

know the mechanical state of all the particles involved, making infeasible any comparison

between its predictions and measurements. Indeed macroscopic measurements on the

system could not distinguish between many different possible microstates of the system.

A more reasonable and manageable description of the system is thus obtained smoothing

the distribution function with an average over this ensemble of macroscopically identical

systems, often called the Gibbs ensemble [51, 54, 55]. As F describes the distribution

of the particles in the 6-dimensional one-particle phase space µ, a state density function

ρ can define the probability density to find the system in a given point of the 6N -

dimensional N -particle phase space Γ, representative of one of the microscopical states

in the mentioned ensemble. The probability to find the system in an hypervolume

d3x1...d
3xNd

3p1...d
3pN centered in (x1, ...,xN ;p1, ...,pN ) in the Γ space at time t is

ρ(x1, ...,xN ,p1, ...,pN , t)d
3x1...d

3xNd
3p1...d

3pN . Coherently with this definition of ρ,

its integral over the Γ space can be normalized to unity. Conservation of probability

yields an evolution equation for ρ, similar to that of the function F but in the 6N -

dimensional N -particle phase space Γ, given by the continuity equation:

∂ρ

∂t
+

N∑
i=1

∇xi ·
(
dxi
dt
ρ

)
+

N∑
i=1

∇pi ·
(
dpi
dt
ρ

)
= 0, (2.3)
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with the i-th particle position and momentum derivative given by its velocity and total

force acting on it:

dxi
dt

= βi c =
pi

mi

√
1 +

(
‖pi‖
mic

)2

dpi
dt

= F i,

(2.4)

where mi is the mass of the i-th particle. The term dxi
dt in Eq.(2.3) can be carried outside

the spatial gradient operator, and considering only electromagnetic forces expressed by

Lorentz force equation (as in the cases of interest for this work) the term dpi
dt can be

carried out as well from the momentum gradient operator. Under these assumptions the

continuity equation (2.3) can be simplified in the form of Liouville theorem:

∂ρ

∂t
+

N∑
i=1

dxi
dt
· ∇xiρ+

N∑
i=1

dpi
dt
· ∇piρ = 0. (2.5)

Liouville theorem can be derived for any system whose particles’ states evolution can be

described by a Hamiltonian and Hamilton equations [56, 57]. Thus the theorem is valid to

describe the evolution of a system of interacting particles subject to their internal forces

or to external forces which can be included in a Hamiltonian, e.g. external magnetic

focusing forces in an accelerator.

The ensemble average of F yields the one-particle distribution function f1 = 〈F(x,p, t)〉:

f1(x,p, t) =
∫
F(x,p, t)ρ(x1,x2, ...,xN ,p1,p2, ...,pN , t)d

3x1...d
3xNd

3p1...d
3pN =

= N
∫
ρ(x,x2, ...,xN ,p,p2...,pN , t)d

3x2...d
3xNd

3p2...d
3pN . (2.6)

Each of the integrals performed on the delta functions samples the ρ function on a

different particle index, but relabeling the indices and using the invariance of ρ with

respect of the argument ordering a single integral multiplied by N is obtained, as can be

seen in Eq. (2.6). The scalar f1(x,p, t)d3x d3p represents the value, averaged over the

Gibbs ensemble, of particles that can be found in the hypervolume d3x d3p centered in

(x,p) in µ space at time t. The average value of the distribution function defined on the

N particles times the distribution function defined on the remaining N−1 particles yields

the 2-particle density function f2, with f1(x,x′,p,p′, t)d3xd3x′d3pd3p′ representing the

average product of the number of particles that can be found in the ipervolumes d3xd3p
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and d3x′d3p′ centered in the points (x,p) and (x′,p′) in µ space at time t:

f2(x,x′,p,p′, t) =

=
N !

(N − 2)!

∫
ρ(x,x′,x3, ...,xN ,p,p

′,p3, ...,pN , t)d
3x3...d

3xNd
3p3...d

3pN .

(2.7)

The procedure can be repeated, obtaining the k-particle distribution function fk speci-

fying k couples position-momentum, with the function ρ integrated over the remaining

N − k position-momentum variables and proper multiplying factors. Every distribu-

tion function fk contains more information than the lower order distribution functions.

An evolution equation for each fk can be obtained integrating (2.5) over the N − k

position-momentum variables. The set of the N evolution equations constitutes the Bo-

goliubov–Born–Green–Kirkwood–Yvon hierarchy (BBGKY) hierarchy [51, 54, 55]. For

the one-particle distribution f1, the evolution equation reads:

∂f1

∂t
+ β1 c · ∇x1f1 +

∫
F 1−2 · (∇p1

f2)d3x2d
3p2 = 0, (2.8)

where F 1−2 is the interaction force between the particles in (x,p) and (x′,p′). From

Eq.(2.8) a feature of all the BBGKY hierarchy can be inferred: the evolution of the

distribution function fk depends on the distribution function of the upper order fk+1.

To close the system, and more often to consider only one of the N equations of BBGKY

hierarchy, assumptions on the relation between f1 and f2 are introduced. In systems

where the collisions play a non negligible role, the two-particle distribution function

f2 is often supposed to be the product of the one-particle distribution function plus a

correlation term:

f2(x,x′,p,p′, t) = f1(x,p, t)f1(x′,p′, t) + g(x,x′,p,p′, t). (2.9)

In this hypothesis, the last term of Eq.(2.8), representing the average product of the

interaction force F and the gradient along the first particle momentum of f2, becomes:

∫
F 1−2(x1,x2,p1,p2) ·

[
∇p1

f2(x1,x2,p1,p2)
]
d3x2d

3p2 =

= ∇p1
f1(x1,p1) ·

∫
F 1−2(x1,x2,p1,p2)f1(x2,p2)d3x2d

3p2 −
(
∂f1

∂t

)
coll,s−s

, (2.10)
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where the integral including the correlation term g has been denoted by −
(∂f1

∂t

)
coll,s−s

,

since the correlations between f1 and f2 is related to collisions between particles of the

same species (denoted with s). In other words, collisions make ρ and the forces dpi
dt

in the last term of Eq.(2.5) not statistically independent, and the contribution of their

correlation can be incorporated in the term −
(∂f1

∂t

)
coll

. Inserting Eq.(2.10) into Eq.(2.8)

and dropping out the index 1, Boltzmann equation is obtained:

∂f

∂t
+ β c · ∇xf + F · ∇pf =

(
∂f

∂t

)

coll,s−s

, (2.11)

where F (x,p) =
∫
F 1−2(x,x

′,p,p′)d3x′ d3p′ is the ensemble averaged force acting on

the particles in the µ space point (x,p). Using the definition of material derivative in µ

space D
Dt =

∂
∂t + β c · ∇x + dp

dt · ∇p, Boltzmann equation can be written as:

Df [x(t),p(t), t]

Dt
=

(
∂f

∂t

)

coll,s−s

, (2.12)

showing that along the trajectory of a particle in (x,p) space, f changes only because of

collisions. The time sampling of the derivative on the left hand side of Eq. (2.12) is too

coarse with respect to collision characteristic times, thus a collision between two particles

would be graphically represented in µ space as an istantaneous apparent destruction of

two particles in the collision point and the apparent creation of particles with the new

momenta in other points of µ space, as sketched in Fig. 2.1. The change in f given by

the collisions is analitically represented by the term on the right hand side of Eq.(2.12).

Figure 2.1: Representation of a binary collision in the phase space x− px.
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2.2 Vlasov Equation and Vlasov-Maxwell system

For the physical mechanisms addressed in this work a kinetic description as the one

illustrated in the previous Section is suitable to describe plasma and high energy beam

particles. Besides, since the plasma frequency fp is much greater than the highest colli-

sion frequencies (see Appendix A), on the timescales of interest for this thesis work the

collisions between the particles can be neglected. Thus the correlation term in Eqs.(2.9)

and the averaged one in Eqs.(2.15, 2.12) can be neglected, yielding the collisionless

Boltzmann equation, or Vlasov equation:

∂f

∂t
+ β c · ∇xf + F · ∇pf = 0. (2.13)

In the Vlasov approximation the density function f does not change along the trajectory

of a particle in the single particle phase space µ. Formally, the left-hand side of Vlasov

equation can be seen as a directional derivative in the hyperplane (x,p, t) along the

vectors tangent to particular curves in such hyperplane. The coordinates of these curves

can be parametrized by time, i.e. x(t),p(t), thus Vlasov equation can be rewritten as:

df(x(t),p(t), t)

dt
=

(
1,
dx

dt
,
dp

dt

)
·
(
∂f

∂t
,∇xf,∇pf

)
= 0. (2.14)

Comparison with Eq.(2.13) yields the equations describing the curves along which the

value of f does not change, i.e. the characteristics of Vlasov equation:

dx(t)

dt
= β c,

dp(t)

dt
= F ,

(2.15)

which turn out to be the single particle equations.

Since the ions have a mass greater with respect to the electrons at least by a factor

≈ 2000, their acceleration when subject to an electromagnetic force is smaller by a the

same factor with respect to the acceleration of the electrons subject to the same force.

Thus, in the timescales of interest of this thesis work the motion of the plasma ions

can be neglected. They are then modeled as a uniform immobile background with con-

stant uniform density n0. For the sake of simplicity, the plasma is assumed composed of

monoatomic ions, thus the charge equilibrium in any region is obtained when ne = n0.

The extension to plasmas with atomic number Z > 1 can be easily derived.
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In these hypotheses, f(x,p, t), whose evolution is governed by Vlasov equation, will

henceforth denote the distribution function of the plasma and high energy beam elec-

trons, i.e. f(x,p, t) = fe(x,p, t) + fb(x,p, t), where fe(x,p, t) and fb(x,p, t) denote,

respectively the plasma electrons and the beam electrons distribution function. For the

sake of coherence with this notation, fluid quantities with the subscript e and b will

henceforth denote the quantities referred to the plasma electrons and the beam elec-

trons.

To obtain a self consistent model of the system Vlasov equation must be coupled with

the Lorentz force equation and Maxwell equations for the ensemble averaged fields, ob-

taining the Vlasov-Maxwell system. The electron charge density and current density

can then be obtained from:

n(x, t) =

∫
f(x,p, t)d3p

J(x, t) = −e〈β〉fc = −ec
∫
βf(x,p, t)d3p,

(2.16)

where the symbol 〈β〉f denotes the average normalized velocity at position and time

x, t, with the average operation defined on the distribution function f .

With the discussed approximations and notations, Vlasov-Maxwell system in the plasma

takes the form

∂f

∂t
+ β c · ∇xf − e (E + β c×B) · ∇pf = 0

∇×E = −∂B
∂t

∇×B = −µ0ec

(∫
βfd3p

)
+

1

c2

∂E

∂t
.

(2.17)

In the next Section it is shown that from the first of Eqs.(2.17) the continuity equation

− e∂n
∂t

+∇ · J(x, t) = 0 (2.18)

can be derived; Equation (2.18), coupled with the curl equations in Eq.(2.17), yields the

divergence equations for the electromagnetic fields:

∇ ·E =
e

ε0

(
n0 −

∫
fd3p

)
∇ ·B = 0.

(2.19)
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In the next Sections some applications of the Vlasov-Maxwell system aimed to model

plasmas for plasma acceleration and particle beams in an accelerator are shown.

2.3 Fluid modeling of particle beams and plasmas

When the difference of momentum of different particles in the same infinitesimal space

volume d3x is not relevant the kinetic description of the system in µ space by f(x,p, t)

contains more information than needed. The relevant information in those cases can be

condensed in physical quantities closer to the physical intuition, as density, temperature

and pressure of the system in a specified region of the physical space. These coarse

grained quantities are obtained averaging the properties of the particles at the same

point but with different momentum, as shown in the shaded area of Fig. 2.2. The model

Figure 2.2: 1D fluid averaging: the fluid quantities at coordinate x are obtained
averaging over the particles in the interval (x, x+ dx) in the shaded area.

obtained with this averaging constitutes the fluid description of the considered gas or

plasma [51, 52].

The physical quantities involved in the fluid description are the first moments of the

distribution function in the momentum space and their evolution is described by mo-

ments of Vlasov equation in the momentum space. The m-th moment of the distribution
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function in the momentum space is:

∫
p⊗ ...⊗ p︸ ︷︷ ︸

m times

f(x,p, t)d3p, (2.20)

where the symbol ⊗ indicates the tensor product. The zeroth-order moment (m = 0)

represents the particle density (or the number of particles per unit volume) of the system.

As assumed in the previous Section, for the description of an electron plasma acceler-

ator the electron distribution function f can be defined as the sum of the distribution

functions fe and fb referred to the plasma and the beam electrons, thus the obtained

density will be the sum of the particle density of the plasma and beam electron fluids:

ne(x, t) + nb(x, t) =

∫
f(x,p, t)d3p =

∫
fe(x,p, t)d

3p+

∫
fb(x,p, t)d

3p (2.21)

Analogously the first order moment (m = 1) represents the density of momentum of the

fluid system, divided by the species mass. The momentum density can be split in the

product of the fluid particle density times the fluid momentum. The separated moments

on the two distribution functions yield the momentum densities of the plasma and beam

electron fluid species:

ne(x, t)pe(x, t) =
∫
pfe(x,p, t)d

3p,

nb(x, t)pb(x, t) =
∫
pfb(x,p, t)d

3p. (2.22)

with the fluid momentum satisfying the related relativistic relations with the fluid quan-

tities γ and β:

pe(x, t) = meγe(x, t)βe(x, t)c,

pb(x, t) = meγb(x, t)βb(x, t)c;

γe(x, t) =
√

1 + (‖pe(x, t)‖/mec)2,

γb(x, t) =
√

1 + (‖pb(x, t)‖/mec)2;

βe(x, t) = pe(x,t)
mecγe(x,t)

,

βb(x, t) = pb(x,t)
mecγb(x,t)

. (2.23)



Chapter 2. Accelerator and Plasma Physics Models 21

The moments of Vlasov equations in momentum space yield the fluid equations in Eu-

lerian description [58, 59]. The zeroth order moment is:

∫ (
∂f

∂t
+ β c · ∇xf + F · ∇pf

)
d3p = 0, (2.24)

where f(x,p, t) = fe(x,p, t) + fb(x,p, t). The partial derivation with respect of time

and the nabla operator in position space can be carried out of the integral in the mo-

mentum space. The integral of the last term vanishes, using the integration by parts

and the vanishing of f at infinite values of momentum (reasonable hypothesis also in

non-relativistic regimes). The result of the averaging is the continuity equation for the

sum n(x, t) of the beam electron density nb(x, t) and plasma electron density ne(x, t):

∂n

∂t
+ c∇x · (βn) = 0. (2.25)

The continuity density shows a feature common to all the moments of Vlasov equation:

the evolution of a moment of the distribution function depends on a moment of higher

order, e.g. the evolution of the density depends also on the fluid velocity, related to

the second order moment of f . As with the BBGKY hierarchy, a closure of the fluid

equations is needed, typically in the form of an equation of state which relates the fluid

quantities involved in the fluid equations. The choice of this equation depends on the hy-

potheses which suit better to the studied phenomena [53, 58, 59]. To study high energy

beam dynamics in typical plasmas for plasma acceleration, the cold fluid hypothesis is a

reasonable truncation scheme. This holds as long as the thermal velocity of the particles

is negligible with respect to all relevant wave phase velocities. The thermal components

of velocity, which in hot fluid approximation give rise to the second order moments quan-

tities of pressure and temperature, are thus supposed equal to zero. Consequently fluid

pressure and temperature are considered null, and in the momentum equation the only

forces appearing are the electromagnetic forces. Such truncation scheme corresponds

to a trivial equation of state, fixing to zero the pressure of the system. In the case of

plasma acceleration the oscillations are mostly driven by the excited EM fields, thus

neglecting the pressure term in the momentum equation is a reasonable approximation.

When thermal effects cannot be neglected, the choice of an equation of state to retrieve

the same dispersion relation for relativistic waves from both Vlasov equation and the

fluid equations is not straightforward [60].



Chapter 2. Accelerator and Plasma Physics Models 22

Taking the first moment of Vlasov equation in momentum space in the cold fluid approx-

imation, with simplifications similar to the those used to derive Eq.(2.25), subtracting

Eq.(2.25), using the identities ∇pF = ∇p (E + β c×B) = 0 and ∂pi
∂xj

= δij
2, multiply-

ing by the species mass and dividing by the density, the cold fluid momentum equation

in Eulerian form is obtained:

∂p

∂t
+ β c · ∇xp = −e (E + β c×B) . (2.26)

Maxwell equations with fluid source terms and Eq.(2.26) constitute the cold fluid model:

∂p

∂t
+ β c · ∇xp = −e (E + cβ ×B)

∇ ·E =
e

ε0

(
n0 − ne − nb

)
,

∇ ·B = 0,

∇×E = −∂B
∂t

,

∇×B = −µ0ec
(
neβe + nbβb

)
+

1

c2

∂E

∂t
,

where the subscript b refers to the beam quantities. The continuity equation (2.25) is

implied in the model, since it can be obtained taking the divergence of the fifth equation

and substituting the second equation of the system (2.27). The momentum p is the

sum of the fluid momentum of the beam and of the plasma electrons. Thus, the first

of Eqs.(2.27) could in principle be decomposed in two momentum equations for the two

electron species. In the next Chapter, within the approximation of the model described

there, only the momentum equation for the plasma electrons is considered, since the

beam distribution is considered rigid.

2.4 Particle beam acceleration and beam quality preserva-

tion

The different velocities of high energy beam particles play a significant role in their

most common applications [61, 62]. A charged particle beam is as much desirable for

applications as much as its particles are compressed in a region of space, have similar

2the last identity holds in cartesian coordinates, but the final result in the last equality of Eq.(2.26)
is the same in other coordinate systems.
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energy and similar directions in momentum. For this reason a fluid description is not

suitable to describe the quality of a high energy beam. A kinetic description is required

instead. A distribution function fb(x,p, t) can describe the beam particle distribution

in the phase space, but it still contains too much information for a concise expression

of the beam quality. Statistical integrated parameters are defined, starting from fb to

provide an overall description of the whole beam or of the single accelerated bunches.

For the purpose of this thesis work the most important integrated parameters are beam

emittance, average energy, energy spread and brightness. In this Section their definition

and some main properties are discussed.

The typical reference system used in the study of particle acceleration is sketched in

Fig. 2.3. The curvilinear coordinate z indicates the position of the beam centroid along

the design trajectory. The particle position r along the accelerator is specified by z

Figure 2.3: Reference system for the particle trajectory in a particle accelerator.

and the displacement with respect of the design trajectory, x and y. In the case of

linear accelerators the curvature radius of the design trajectory ρ(z) is assumed equal to

infinite. Referring to the positions and momenta with respect to this reference system

a distribution function fb(x, y, z, px, py, pz, t) of the beam particles can be defined. It is

convenient to normalize to unity the integral of the distribution function over the beam

phase space: ∫
fb(x, y, z, px, py, pz, t)dxdydzdpxdpydpz = 1. (2.27)

In the hypothesis of absence of coupling between longitudinal and transverse phase

planes and of coupling between the two transverse planes, it is conventient to decompose

the distribution function as the product of three different distribution functions, i.e.

fb(x, y, z, px, py, pz, t) = fx(x, px, z, t)fy(y, py, z, t)fz(z, pz, t). (2.28)
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Such a factorizations allows to study the transverse and longitudinal evolution of the

beam during its motion in the accelerator. The beam rms normalized emittance [63–

65] on the transverse plane x − px is defined starting from the rms displacements and

momenta and the covariance of the distribution function fx(x, px, z) :

σ2
x(z, t) = 〈x2〉 =

∫
x2fx(x, px, z, t)dxdpx (2.29)

σ2
px(z, t) = 〈p2

x〉 =

∫
p2
xfx(x, px, z, t)dxdpx (2.30)

σx,px(z, t) = 〈xpx〉 =

∫
xpxfx(x, px, z, t)dxdpx. (2.31)

The transverse covariance is negative when the beam particle trajectories are mainly

converging towards the axis and positive when they are mainly diverging. A particle

beam with high rms momentum spread or rms width with respect to the design orbit is

less desirable for applications, as it is a beam that is highly diverging or too wide. Such

transverse quality requirements can be summarized as a low value of the normalized rms

emittance parameter εn,rms, defined by:

εn,rms =
1

mec

√
σ2
xσ

2
px − σ2

x,px , (2.32)

where the momentum is normalized by mec for an electron beam. The same definition

applies for the emittance on the transverse plane y − py with the substitution of the

quantities with respect of y axis in Eq.(2.32). The emittance along the x − px plane is

related to the area occupied by the beam in that plane, this is often the definition used

to quantify the beam emittance in place of the rms definition in Eq.(2.32). There are

also other definitions of emittance [63–65], but the beam quality behavior with respect of

nonlinear collective effects and the disorder in the transverse particle distribution in the

phase space can be best summarized in the definition of rms emittance than with other

definitions [63, 64, 66], thus in this work the term emittance refers to the rms emittance.

The rms emittance is frequently defined in terms of the positions and the divergence

x′ = dx
dz = of the particles. The momentum along the x axis for ultrarelativistic particles

( i.e. with velocity dz
dt ≈ c) is expressed in terms of x′ as:

px = meγβxc = meγ
dx

dt
= meγ

dx

dz

dz

dt
= meγx

′βzc, (2.33)

as shown in Fig. 2.4. Under the paraxial approximation βx ≈ β the transverse mo-
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Figure 2.4: Divergence of a particle trajectory along the x axis.

mentum can be written as px = px′ = mγβx′c and the normalized emittance is given

by:

ε2n,rms = σ2
xσ

2
γβx′ − σ2

x,γβx′ . (2.34)

Another common definition of emittance is that referred to as the rms geometrical emit-

tance εg:

ε2g = σ2
xσ

2
x′ − σ2

xx′ . (2.35)

Interest in normalized emittance in conventional accelerators is motivated by its con-

servation along the beamline when the beam is subject to Hamiltonian forces. From a

mechanical point of view, in presence of acceleration at relativistic velocities, the area

occupied by the beam in the phase space x − px, related to the normalized emittance,

is conserved as consequence of Vlasov equation 3, while the area occupied in the trace

space x− x′, corresponding to the geometrical emittance, is instead not conserved. Ra-

diation emission, nonlinear space charge forces, wake fields created by the interaction

with a metallic accelerating cavity are examples of phenomena which do not conserve

the normalized emittance. A more exhaustive list of phenomena which cause variations

of the normalized emittance can be found in [63, 65, 67]. Formally, in presence of Hamil-

tonian forces the transverse phase space whose area is conserved refers to the position x

and canonical momentum Px = px − eAx. Nevertheless in an accelerator the magnetic

3In particle accelerator literature the incompressibility of the phase space volume of the beam is often
stated as deriving from Liouville’s theorem. This is not strictly correct: as discussed in the previous
Sections, Liouville’s theorem refers to the conservation of the density of states in a 6N-dimensional phase
space [67].
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fields are mainly transverse, thus the vector potential A is mainly longitudinal. With

the proper gauge condition its transverse components times the electron charge can be

set to negligible values with respect to transverse mechanical momentum, which under

the same assumption nearly equals the transverse canonical momentum, i.e. Px ≈ px.

In many applications, as radiation sources, beams with low emittance as well as low

energy spread in the beam particles is required [61, 62]. In plasma accelerators a low

energy spread is mandatory to have low normalized emittance [68, 69], as can be inferred

by substituting the definition of relative energy spread σE

σ2
E =

σ2
βγ − 〈βγ〉2

〈γ〉2
(2.36)

in the definition of normalized rms emittance (Eq. (2.34)):

ε2n,rms = 〈γ〉2σ2
Eσ

2
xσ

2
x′ + 〈βγ〉2(σ2

xσ
2
x′ − σ2

x,x′). (2.37)

The geometrical emittance εg of the beam is found in the last term of the right hand

side of Eq.(2.37). In a conventional accelerator the first term in the right hand side of

Eq.(2.37) is negligible, thus the normalized emittance corresponds to the geometrical

emittance times the average beam energy. One of the main issues of beam quality

preservation in plasma accelerators is that they produce beams with higher energy spread

than conventional accelerators. As can be inferred from Eq.(2.37), even a small-sized

and low-divergent beam can grow to high normalized emittance if the energy spread

grows up to not negligible values.

A low beam emittance is also important to obtain a high beam brightness B, defined as

[63, 65]:

B =
2I

εxεy
. (2.38)

Short particle bunches and thus high current bunches and low emittance values are

needed to maximize the brightness. High values of brightness are required for high

quality radiation sources [61, 62].
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2.5 Beam envelope equations

As can be intuitively inferred from Eq.(2.34) the emittance characterizes the collimation

of a particle beam, as well as its transverse dimension. The exact relation between

the emittance and the beam size is expressed in the beam envelope equations. The

computation of the second derivative of the rms beam size, or envelope σx(z) with

respect to z and the substitution of the emittance definition yields the envelope equation

[65, 70, 71]. Denoting the derivation with respect of z with the prime symbol, under the

paraxial approximation the envelope equation reads as

σ′′x +
p′

p
σ′x −

〈xFx〉
σxβcp

=
ε2
n,rms

γ2σ3
x

. (2.39)

All the forces to which the beam is subject are included in the average term 〈xFx〉.

In a conventional accelerator the more relevant forces included are the external forces,

often represented by focusing forces (e.g. provided by solenoids or quadrupoles) and

the internal Coulombian repulsion forces between the beam particles, called the space

charge forces [72]. A Debye length (see Appendix A, [65]) associated to a point inside

the beam can be defined:

λD =

√
γ2ε0kBTb
e2nb

, (2.40)

where γ is the average Lorentz factor of the beam, kB is the Boltzmann constant, nb is

the local beam density and Tb = γme〈v2
⊥〉 is the local beam temperature (〈v2

⊥〉 is the rms

perpendicular velocity spread). When the Debye length defined inside the beam is much

smaller than the beam size the average fields effects prevail on the binary collisions’. In

this case smooth functions can be used to study the space charge fields, which can be

added to the external forces which affect the beam behavior.

At relativistic energies the longitudinal space charge forces are negligible with respect to

the transverse ones, thus only the latter are included in the envelope equation. Denoting

the defocusing transverse space charge forces as Fx,sc and the transverse external forces

Fx,ext, Eq. (2.39) becomes:

σ′′x +
p′

p
σ′x −

〈xFx,ext〉
σxβcp

=
ε2
n,rms

γ2σ3
x

+
〈xFx,sc〉
σxβcp

. (2.41)



Chapter 2. Accelerator and Plasma Physics Models 28

The emittance can be recognized in Eq.(2.41) as one of the driving terms causing beam

expansion. At typical energies and beam rms sizes of plasma accelerators the emit-

tance term largely prevails on the space charge term [71] (emittance-dominated regime),

making the former the only driving term in Eq.(2.41):

σ′′x +
p′

p
σ′x −

〈xFx,ext〉
σxβcp

=
ε2
n,rms

γ2σ3
x

. (2.42)

A bunch injected in a focusing channel with an initial transverse rms size σx equal to the

equilibrium value computed (when possible) from Eq.2.41 or near that value and with

σ′x = 0 (condition often referred to as beam at waist) in order to minimize its envelope

(often called also betatron) oscillations is said to be matched to that channel. A good

matching of a bunch can prevent it to be subject to instabilities which cause a growth

of emittance.



Chapter 3

The basic underlying physics:

fluid 1D model

The witness bunch achievable maximum energy strongly depends on the wave in which it

is placed in the plasma channel. Usually in conventional accelerators the witness bunch

weakly interacts with the accelerating or deflecting wave by locally changing the wave

form, i.e. beam loading the field. In plasma accelerators the witness bunch can strongly

change and interact with the field in which it is transported. A full self-consistent model

of plasma acceleration would take into account in every instant the field generation by

the driving beam and the witness bunch and their mutual interaction. Nevertheless,

as it is shown in this Chapter, many qualitative and quantitative considerations can

be inferred only by taking into account the field generated by a given distribution of

bunches in a plasma channel within a fluid framework.

3.1 Nonlinear wave equation

In most cases of interest for PWFA, the characteristic oscillation velocities are much

greater than the velocities associated with thermal motion, hence the cold fluid model

Eqs.(2.27) provides a valid tool for qualitative estimates of the excited field. In its

derivation the ion motion was neglected in the timescales of interest, thus the relevant

equations are the electron fluid momentum equation and Maxwell equations, in which

29
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the ions are distributed with uniform density n0:

∂pe
∂t

+ βec · ∇pe = −e(E + βec×B)

pe =
meβec√
1− ‖βe‖2

∇ ·E =
e

ε0
(n0 − ne − nb)

∇ ·B = 0

∇×E = −∂B

∂t

∇×B = −eµ0 (neβec+ nbβbc) +
1

c2

∂E

∂t
,

(3.1)

where the subscripts b, e refer respectively to the beam and the plasma electron quanti-

ties. Phisically nb could represent either a single driving bunch, a sequence of properly

spaced driving bunches or their combination with a witness bunch. If the study is re-

stricted to one dimension, under the following assumptions, the system of equations can

be reduced to a single second order ordinary differential equation [3, 5, 13, 34]. Since

in PWFA the driving beam is initially ultrarelativistic, for a simplified model the bunch

velocity can be taken equal to the speed of light, i.e. βb = 1 and its shape considered as

not altered during the propagation. Choosing z as the direction of propagation, if the

bunch(es) can be considered rigid, i.e. do not significantly modify their shape during the

propagation in the plasma, the source term nb and thus all the physical quantities are

function of only the comoving variable t−z/c. This approximation also allows to decom-

pose the electron momentum equation in two momentum equations for the two electron

species (those belonging to the beam and those belonging to the plasma background).

Since the beam is considered rigid, only the electron momentum equation remains to

be solved. In order to adimensionalize the resulting equations, all physical quantities

can be rewritten in terms of the coordinate τ = ωp(t − z/c), where ωp =
√

n0e2

meε0
is the

electron plasma frequency. Combining Eqs.(3.1) under these hypotheses and defining

the quantity x = γe(1− βe) we obtain:

d2x(τ)

dτ2
=

1

2

(
1

x2(τ)
− 1 + 2α(τ)

)
, (3.2)

where the normalized beam density has been used:

α(τ) =
nb(τ)

n0
. (3.3)
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Once this nonlinear ordinary differential equation for x is integrated, the evolution of

the other physical quantities can be derived using Eqs.(3.1):

ne(τ) =
n0

1− βe(τ)
, (3.4)

where β(τ) can be derived inverting the definition of x(τ);

E(τ) = −meωpc

e

dx(τ)

dτ
, (3.5)

from which the quantity x is inferred as proportional to the electrostatic potential. Con-

venient initial conditions to integrate Eq.(3.2) are x(0) = 1 and x′(0) = 0, corresponding

to plasma electrons initially at rest and with zero acceleration.

This simple model derived with strong hypotheses can give an insight on the wake gener-

ation mechanisms, allowing to study the variations in the excited field obtained changing

the driver shape, length and peak density. The model provided by Eq.(3.2) takes also

into account the fluid nonlinearities in wake excitation. In the hypothesis α(τ) � 1,

Eq.(3.2) expanded in series near the equilibrium point x = 1 up to the first order can

be considered, obtaining the equation for small plasma oscillations at frequency ωp:

d2x(τ)

dτ2
+ x(τ) = 1 + α(τ) (3.6)

In this case the differential equation is linear, analytically solvable for arbitrary shapes of

α(τ), e.g. with the use of Laplace transform and Green’s functions. Increasing αpeak =

max(α) with symmetric bunches shorter than the plasma wavelength λp = 2πc/ωp -

a frequent case of interest for PWFA - the transition from the linear regime to the

weakly nonlinear regime, finally to the nonlinear regimes with αpeak � 1. Only in the

linear regime the solutions to Eq.(3.2) can be found for arbitrary driver shapes, while in

weakly nonlinear and fully nonlinear regimes numerical integration is needed, because

analytical solutions can be found only for very simple driver shapes, as in [34]. A

standard 4th order Runge-Kutta explicit integration scheme is sufficient to integrate the

model differential equation up to many plasma wavelength in a few seconds on a laptop

computer. The discussed model can be used to study the dependence on driver shape

of parameters involving longitudinal field magnitude, like the accelerating gradient and

the Transformer Ratio [13]. Beam loading can also be studied, including the witness

density in the source term α(τ).
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3.2 Plasma oscillations regimes

The parameter αpeak, by definition (Eq.(3.3)) quantifies the perturbation in the plasma

density introduced by the bunch. Its relation to plasma oscillation regimes is shown in

Figs. 3.1, 3.2, 3.3 and 3.4 (from [13]), where the results of the integration of Eq.(3.2)

through a 4-th order Runge-Kutta scheme are reported, with a Gaussian driver as driving

term, i.e. α(τ) = α e−τ
2/2σ2

τ , στ = 0.25. In the linear regimes, i.e. α � 1, both the

electron density and the electric field in the driver wake are sinusoidal, with oscillation

frequency ωp, as shown in Fig. 3.1. In the weakly nonlinear regime, α . 1, the electric

field oscillations start to change towards a sawtooth shape (Figs. 3.2 and 3.3), until

in the fully nonlinear regimes α � 1 they have a full sawthooth form (Fig. 3.4). In

the weakly nonlinear regime peaks of electron density start to appear, while in the fully

nonlinear regime the electron density has a nearly constant value except for periodic

impulsive peaks in correspondence of which the electric field changes sign.

Figure 3.1: Linear regime of the oscillations, with α = 10−4. The red line represents
the normalized bunch density profile nb/n0, the blue line represents the normalized
background density perturbation from the equilibrium density (ne − n0) /n0, the green
line represents the Electric field E. Figure from [13].

The results in the fully nonlinear regime provide a qualitative, 1D representation of the

bubble regime, in which the electron density is null in the bubble behind the driver and

has high peaks between the bubbles. From Eq.(3.4) it can be inferred that in this fluid
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Figure 3.2: Transition to weakly nonlinear regime of the oscillations, with α = 10−1.
The red line represents the normalized bunch density profile nb/n0, the blue line rep-
resents the normalized background density perturbation from the equilibrium density
(ne − n0) /n0, the green line represents the Electric field E. Figure from [13].

Figure 3.3: Weakly nonlinear regime oscillations, with α = 0.5. The red line represents
the normalized bunch density profile nb/n0, the blue line represents the normalized
background density perturbation from the equilibrium density (ne − n0) /n0, the green
line represents the Electric field E. Figure from [13].
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Figure 3.4: Nonlinear regime of the oscillations, with α = 1.5. The red line represents
the normalized bunch density profile nb/n0, the blue line represents the normalized
background density perturbation from the equilibrium density (ne − n0) /n0, the green
line represents the Electric field E. Figure from [13].

1D model the lowest reachable electron density is n0/2. With a kinetic model. e.g. a

1D Particle in Cell code, a full depletion of the plasma electrons in the bubble regions

can be correctly predicted.

The transition from the linear regime can be analyzed also in the frequency domain. In

the linear regime, the only frequency component is the one at ωp/2π. Increasing α, and

thus the nonlinearity of the plasma response, two effects occur in the frequency domain.

The first one is the appearance of higher harmonics, that progressively change the wave

shape towards a sawtooth profile. In correspondence of the peaks in the plasma electron

density, the plasma frequency has a temporary upshift, and the electric field changes

sign abruptly. The second nonlinear effect is the lengthening of the wave period, thus

the downshift of the principal harmonic from the value of ωp, due to the increased inertia

of the plasma relativistic electrons.

3.3 Cold wave breaking limit

A 1D cold fluid description allows to estimate the maximum sustainable field in a plasma

for plasma acceleration. This maximum field is defined as the threshold value beyond
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which the fluid model loses its validity because the wave folds on itself. This phe-

nomenon, called wave breaking, involves many plasma electrons with significantly dif-

ferent velocities interacting in small regions. Thus, when the wave is broken a kinetic

description is required to correctly describe the new regime. In the nonrelativistic case

the wave breaking mechanism can be seen directly from the nonlinear plasma fluid mo-

mentum equation, for simplicity in absence of external forces:

∂v

∂t
= −v

∂v

∂x
. (3.7)

The nonlinear term −v ∂v
∂x determines the local rate of change of velocity ∂v

∂t . In Fig. 3.5

the sign of the local velocity derivative determines a progressive steepening of the wave

can be inferred.

Figure 3.5: Sign of the nonlinear term in Eq.(3.7) in an initially sinusoidal velocity
profile of a wave.

Equation (3.7) can intuitively be interpreted as a transport equation for the velocity,

with advection velocity of a fluid element corresponding to the local velocity of the

fluid itself. In this interpretation, fluid portions with higher velocities move within the

wave envelope with a higher velocity than slower fluid elements. As the wave amplitude

increases, the steepening becomes unstable as the wave crests tend to collapse on the

wave itself as sketched in Fig. 3.6. Note that in plasma acceleration the relativistic

form of the momentum p = mcβ(1−β2)−1/2 adds an intrinsical nonlinearity in the fluid

equations.

A condition for wave breaking can be obtained by observing that the fluid velocity

value should be greater than the phase velocity of the wave so that the crests would

surpass the wave envelope, and at some locations two different fluid velocities would

exist, invalidating the fluid description. Physically the wave folding would generate

turbulence, and the plasma wave would not be suitable for acceleration of particles in a
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Figure 3.6: Envelope of the velocity during nonlinear wave propagation and wave
breaking.

controllable way.

To roughly estimate the field at the wave breaking point the linearized form of the one

dimensional momentum equation is considered in the nonrelativistic limit:

me
∂v

∂t
= −eE

With the ansatz of solutions in the harmonic form ∝ ei(kpz−ωpt), where kp = 2π/λp =

ωp/vph, Eq.(3.8) becomes:

− iωpmev = −eE. (3.8)

From Eq.(3.8) the value of the peak fluid velocity can be computed. Imposing the

condition that its value does not exceed the wave phase velocity, which is equal to the

driver (either laser or particle beam) velocity vph = βbc, Eq.(3.8) yields

v =

∣∣∣∣ eEmωp
∣∣∣∣ ≤ vph, (3.9)

from which the cold weave breaking limit can be inferred:

|E| ≤
mωpvph

e
. (3.10)



Chapter 3. Fluid 1D model 37

With laser pulses and relativistic particle beams as drivers the phase velocity of the wave

is assumed equal to c1, yielding the estimate:

EWB =
meωpc

e
≈ 96

√
n0(cm−3). (3.11)

The same estimate could have been performed considering the linearized divergence

equation for E and imposing a complete electron depletion in the plasma:

∂E

∂z
=

e

ε0
n0 (3.12)

with the same ansatz of harmonic wave form.

Both derivations are inconsistent, primarily because they neglect the nonlinearity of

wave breaking. This flaw is more evident in the second derivation since in the hypoth-

esis of complete depletion from electrons, as in the bubble regime, the wave is highly

nonlinear.

An estimate of the cold wave breaking limit which takes into account nonlinear rela-

tivistic effects starts from the model in Sec.3.1 [3, 5]. In the region behind the driver

Eq.(3.2) reads

x′′(τ)− 1

2

(
1

x2(τ)
− 1

)
= 0, (3.13)

which expresses the conservation of the quantity

(
dx(τ)

dτ

)2

+

(
1

x(τ)
+ x(τ)

)
. (3.14)

From the definition of x = γ(1 − β) and the identity 1 + β2γ2 = γ2 it can be inferred

that
1

x
+ x = 2γ, (3.15)

Besides, when the derivative of x is zero the quantities associated to the plasma fluid

velocity cβ has a minimum or a maximum and consequently the fluid relativistic factor

γ has a maximum. Thus denoting the maximum value of γ during the oscillations with

γm the quantity in Eq.(3.14) can be set to:

(
dx(τ)

dτ

)2

+

(
1

x(τ)
+ x(τ)

)
= 2γm. (3.16)

1In the case of laser pulses the wave velocity is corrected by the refraction index, thus the value c
can be seen as an upper bound in the estimate of the wave breaking limit.
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Using Eq.(3.5) and isolating the derivative of x from Eq.(3.16) the electric field can be

found:

E(τ) = ±mωpc
e

√
2
√
γm − γ(τ). (3.17)

The sign indeterminacy comes from the fact that γ is function of the squared value of

β. The Electric field maximum value is obtained in correspondence of γ(τ) = 1 (fluid

element at rest). Intuitively wave breaking occurs when the fluid velocity is greater

than the wave phase velocity, equal to the driving beam velocity, thus the maximum

sustainable electric field is found setting γm = γb = (1 − β2
b )1/2, obtaining the cold

relativistic wave breaking limit:

EWB =
mωpc

e

√
2
√
γb − 1. (3.18)

The last passage is not fully consistent with the model, which assumes βb = 1, thus an

infinite relativistic factor γb. A fully consistent derivation of the wave breaking limit in

Eq.(3.18) obtained maintaining a beam velocity smaller than c in the one dimensional

form of Eqs.(3.1) can be found in [2, 4]. Wave breaking limits have been found also for

warm plasmas, in the classical regimes [73] and in relativistic regimes [74, 75]. In [76] a

unified 1D relativistic fluid model for arbitrary wave phase velocities and temperatures

is presented, from which also the wave breaking limits in [4, 73–75] can be reproduced.

Considering a wave phase velocity, which coincides with the bunch velocity βbc 6= 1, in

the relativistic cold fluid approximation the plasma electron density takes the form [4]

ne =
n0

1− β
βb

, (3.19)

from which it can be seen that when the velocity of the fluid tends to the phase velocity

of the wave, i.e. when β → βb, the density tends to infinity as it should be in wave

breaking. In the simplified model derived in Section 3.1 this occurs when β → 1 since it

was assumed that βb = 1.

3.4 Transformer Ratio

From an energy conservation point of view, the plasma channel acts as an energy trans-

former which converts the energy of a laser or particle beam in kinetic energy of the
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plasma electrons and in electromagnetic energy. Such electromagnetic energy of the

plasma wave is converted in kinetic energy of the witness particles. This indirect en-

ergy exchange obviously involves efficiency challenges more relevant than conventional

accelerators. The driver beam thus represents an energy supply for all the acceleration

process. The ratio between the maximum energy gain for a test charge behind a driver

particle beam and the driver energy can be estimated by the Transformer Ratio. As-

suming that an electron driving beam (the same argument can be extended to beams of

other particle species) with energy Ed is depleted of its energy by its own wakefield, the

depletion L can be estimated as L = Ed/eEdec, where Edec is the maximum decelerating

field amplitude in the beam (see Fig. 3.7). The distance L thus represents the effective

0 1 2 3 4
−2

−1

0

1

 

Edec

EaccDriver Bunch
E-�eld

(ne-n0)/n0

e-number 
density perturbation

ωp(t-z/c)/2π

Figure 3.7: Fields involved in the definition of the Transformer Ratio in PWFA.
The red line represents the normalized bunch density profile nb/n0, the blue line rep-
resents the normalized background density perturbation from the equilibrium density
(ne − n0) /n0, the green line represents the Electric field E. The black segments rep-
resent the maximum magnitude of the decelerating field inside the driver Edec and the
maximum magnitude of the accelerating field behind the driver Eacc. Adapted from
[13].
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distance along which the driver can provide energy to a test charge behind it. The max-

imum energy gain for a test charge e behind the driver can be estimated assuming to

place it on the position with the maximum accelerating field behind the driver. Denoting

the amplitude of this maximum accelerating field with Eacc, the maximum energy gain

for the charge can be estimated as:

∆E = eEaccL =
Eacc
Edec

Ed = REd. (3.20)

where the Transformer Ratio R (see Fig. 3.7) is defined:

R =
Eacc
Edec

. (3.21)

In a medium which can sustain only a monomodal electromagnetic oscillation, with

a symmetric driver shape, a wakefield acceleration mechanism can have a maximum

value of the Transformer Ratio equal to 2. This result was first proven in the case of

conventional wakefield accelerators (see e.g. [77]), but it is valid also in the linear cold

electrostatic regime of plasma acceleration, in which only the plasma frequency mode is

sustained. In these hypotheses, to find the electric field in the linear regime, Eq.(3.6)

can be considered. Introducing the variable x̃ = x − 1, Eq.(3.6) can be written as a

non-homogeneous harmonic oscillator differential equation:

d2x̃(τ)

dτ2
+ x̃(τ) = α(τ). (3.22)

With initial conditions corresponding to plasma initially at rest (x̃(0) = 0, dx̃
dτ |τ=0 = 0),

the solution of Eq.(3.22) and the corresponding electric field are:

x̃(τ) =

∫ τ

−∞
α(τ ′) sin(τ − τ ′)dτ ′

E(τ) = −meωpc

e

dx

dτ
= −meωpc

e

dx̃

dτ
= −meωpc

e

∫ τ

−∞
α(τ ′) cos(τ − τ ′)dτ ′.

(3.23)

Following the same argument in [77], the limit of 2 for the Transformer Ratio in the linear

regime can be proven from the second of Eqs.(3.23). Assuming a symmetric driver shape

α(τ), without loss of generality null except for the interval from τ = −T to τ = T , the
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decelerating field within the driving bunch (−T < τ < T ) is

E(τ) = −meωpc

e

∫ τ

−T
α(τ ′) cos(τ − τ ′)dτ ′ =

= −meωpc

e

[
cos(τ)

∫ τ

−T
α(τ ′) cos(τ ′)dτ ′ + sin(τ)

∫ τ

−T
α(τ ′) sin(τ ′)dτ ′

]
.

(3.24)

The decelerating field at the center of the driver (τ = 0) is

E(τ) = −meωpc

e

∫ 0

−T
α(τ ′) cos(τ ′)dτ ′ = Edec 0. (3.25)

The field behind the driver (τ > T ) is

E(τ) = −meωpc

e

∫ T

−T
α(τ ′) cos(τ − τ ′)dτ ′ =

= −meωpc

e

[
cos(τ)

∫ T

−T
α(τ ′) cos(τ ′)dτ ′ + sin(τ)

∫ T

−T
α(τ ′) sin(τ ′)dτ ′

]
.

(3.26)

Since the bunch shape α(τ) is assumed symmetric, the second integral vanishes, thus

the maximum accelerating electric field behind the driver is

Eacc = −meωpc

e

∫ T

−T
α(τ ′) cos(τ ′)dτ ′ = 2Edec 0. (3.27)

If the maximum amplitude of the decelerating field is at the center of the driver, then

Edec 0 = Edec and the Transformer Ratio is R = Eacc/Edec = 2. From Eq.(3.24), if the

maximum decelerating field is not at τ = 0, then |Edec| > |Edec 0| and R = Eacc/Edec <

2, proving the limit of 2 for the Transformer Ratio in linear regimes with symmetric

bunches. Given a driver shape α(τ), Eq.(3.2) can be integrated and from Eq.(3.5) the

electric field and consequently the Transformer Ratio can be computed. In Fig. 3.8

four different driver shapes are reported. The parameter σ and α in the Figure are

respectively the half driver length (or the standard deviation for the Gaussian) and the

peak driver density over the background density. Fig. 3.9 shows the Transformer Ratio

of the symmeric driver shapes in the linear regime computed setting α = 10−4 and

varying the bunch length. The proven limit of 2 in these conditions (linear regime and

symmetric driver) can be inferred. The limit for the Transformer Ratio can be overcome

using asymmetric drivers, e.g. a ramped bunch. In Fig. 3.10 the Transformer Ratio of

a ramped bunch in the linear regime is shown.
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Figure 3.8: Driver bunch shapes used in the integration of Eq.(3.2) to compute te
results in Figs. 3.9,3.10. Figure from [13].
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Figure 3.9: Transformer Ratio R of symetric driver bunches in linear regime (α =
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Also in this regime Transformer ratios greater than 2 can be obtained with a long

ramp. From an experimental point of view a tunable ramped bunch train is difficult to

produce, thus to obtain high values of the Transformer Ratio it is more easy to use a train

of driver bunches with a ramped envelope [19, 21], already proposed for conventional

wakefield acceleration techniques [78, 79]. To overcome the Transformer Ratio limit

with symmetric driver bunches the working regime must not be linear. In principle,

with the model discussed in this Chapter, quick parametric studies on the best driver

shapes for a high Transformer Ratio can be performed. In Fig. 3.11 Transformer Ratio

maps for the driver shapes in Fig. 3.8 are reported, obtained varying the bunch length

through the parameter σ and the nonlinearity parameter α. From these maps it can

be inferred that the best strategy to obtain a high Transformer Ratio is to use a long

ramp profile in the linear regime. Some considerations can be done on the Transformer

Ratio. From its definition, it expresses the maximum energy gain for a single charge

behind the driver, but the overall energy gain of a witness bunch will be less than that

ideal value. Besides, driver configurations optimized with respect of the Transformer

Ratio are not necessarily optimized with respect of the accelerating gradient [21]. With

plasma channel lengths which are much smaller than the depletion length, to obtain high

energy gains it is not convenient to reach a high Transformer Ratio, instead it is more
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Figure 3.11: Transformer Ratio parametric maps for the driver shapes in Fig. 3.8.
Figure from [13].

convenient to enhance the accelerating gradients. Finally, all the results concerning

good driver shapes (i.e. form, length, peak density) with respect of the Transformer

Ratio have been inferred from a 1D model with rigid bunch approximations. Even in

1D cases, the fully self-consistent bunch-plasma interaction (which can be studied e.g.

with a Particle in Cell code) can reveal the side-effects of using certain driver shapes.

For instance, the use of a long ramped bunch would likely lead to instabilities which

would significantly change the driver shape during the propagation, invalidating the

effectiveness of that particular configuration. Increasing the dimensions involved in the

study, the electric field and thus the Transformer Ratio cannot be computed in arbitrary

cases, and its values can be significantly different than in the 1D case. For these reasons

the Transformer Ratio should be regarded only as a qualitative parameter concerning

the efficiency of the energy transfer of a PWFA configuration, which neglect also the

overall quality of the accelerated bunch (e.g. energy spread, emittance).
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Kinetic simulation of PWFA

The brief review of plasma acceleration models is completed in this Chapter, with the

description of the kinetic simulation technique Particle in Cell (PIC). The results of

1D PIC simulations of plasma wakefield excitation are compared to numerical solutions

of the 1D model presented in the previous Chapter. Such simple benchmark allows to

discuss the comparison between kinetic and fluid PWFA simulations in different regimes

of interest.

4.1 Particle in Cell simulation method

Since the first works on plasma simulations [80] it was clear that the details of the mo-

tion of all the particles of a real laboratory plasma are too many to be computed (this

is true also now, with the contemporary supercomputing resources) and not all of them

are necessary to catch the principal physical mechanisms. Fluid models and the derived

fluid numerical codes constitute a powerful synthesis of the macroscopic plasma behav-

ior, reducing the level of detail in the computation. However, in many studies of plasma

physics, including the ones concerning plasma acceleration, a fluid description (and thus

a fluid numerical code) may be unsuited to accurately study all the phenomena involved,

requiring the use of a kinetic description. In the fluid description the system is reduced

to a continuum, where the different velocities of particles in the same fluid element play

no role. In the kinetic framework, the plasma modeling takes into account the velocity

distribution of the particles composing the system.

45
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The collective behavior is the most important feature exhibited by plasma particles

which governs the physical mechanisms of plasma acceleration. As discussed in Ap-

pendix A, plasma collective behavior appears if the plasma extension is much greater

than the Debye length λD, if the system is observed for time scales larger than ω−1
p and

if the number of particles in a Debye volume is high enough to have a coupling param-

eter (defined in Appendix A) Λ � 1. The tracking of a realistic number of particles

which compose real plasmas in such space and time scales has been proved not to be

necessary to reproduce plasma collective behavior in a kinetic framework. Among the

kinetic techniques devised to simulate collective plasma behavior without computing the

trajectory and the fields of a realistic number of particles, the Particle in Cell [35–37, 81]

up to now is the most widely used. In this method the plasma is treated as an ensemble

of finite-size computational particles. The computational particles provide a sampling

of the distribution function of the whole sytem. Such particles move in a continuous

phase space and their charge and current densities are wheighted on an Eulerian grid

at every time iteration. The fields are then computed from Maxwell equations on the

grid starting from the interpolated sources and finally the force on every particle is ex-

trapolated from the grid, allowing to advance in time their positions and momenta in a

Lagrangian way for the next iteration. This sequence of operations is repeated at each

time step (see Fig. 4.1), self-costistently evolving the particles and the electromagnetic

field states.

Figure 4.1: Time advancement in the Particle in Cell method.

In a strongly coupled system the noisy peaks in the trajectories of the particles are
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caused by the singularities of the forces between two particles. Since in a weakly cou-

pled system these singularities are shielded by the presence of many particles in a Debye

cube, collective behavior prevails on binary couplings. The same collective behavior typ-

ical of plasmas is reproduced in the PIC method using computational particles which

create a Coulombian field in the region far from their position and a decreasing field

in the region near their position, as shown in Fig. 4.2. Physically this kind of field is

created by a finite size charge distribution, thus each computational particle in the PIC

method represents a finite-size ensemble of physical particles with similar position and

momentum. For this reason the computational particles are often called macroparticles.

F (arbitrary units)

Figure 4.2: Force law F between finite-size particles in two dimensions for various
sized particles. A Gaussian-shaped density profile was used. Adapted from [81].

In the next Sections 4.1.1, 4.1.2, 4.1.3, 4.1.4, the derivation and some details of the dif-

ferent steps of the method shown in the boxes of Fig. 4.1 are reviewed, following mainly

[35, 37], where a more exhaustive discussion of the PIC method can be found.

4.1.1 Macroparticle equations of motion

A macroparticle in a PIC can be seen as a small portion of the phase space distribution of

the system. Usually this portion has a Dirac delta extension in the momentum space, i.e.
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δ(p−pp(t)), where pp(t) is the momentum of the macroparticle. Such choice is physically

consistent with the representation of many particles in a constant sized macroparticle,

since particles with the same momentum tend to remain close in the phase space. On

the contrary the macroparticle size in the position space is finite. The macroparticle

charge is distributed on the grid by means of shape functions with compact support,

usually in the form of spline functions bl

(
x−xp(t)

∆xp

)
, where l is the order of the shape

function, ∆xp is the width of the macroparticle shape and xp(t) is the position of the

macroparticle. Such shape functions represent the numerical charge density shape of

the macroparticle. In Fig. 4.3 three spline functions in one dimension are represented.

High order spline functions can be obtained through subsequent convolutions with the

zeroth-order spline. Increasing the order of the shape functions smooths the numerical

fluctuations in the charge and current densities associated with the sharp boundaries

of the particles but requires more computational time to interpolate the macroparticle

density on the grid. The distribution function of a macroparticle p of the species s can

thus be written as:

fp,s(x,p, t) = Npbl

(
x− xp(t)

∆xp

)
δ(p− pp(t)). (4.1)

Normalizing the integral of bl to unity, the integral over the momentum and position

space of fp,s yields the number of particles Np represented by the macroparticle p,

which belongs to the species s. The distribution function of the whole system is thus

represented by the sum of the distribution functions of each macroparticle, summing

then the distribution functions of each species:

f(x,p, t) =
∑
p,s

fp,s(x,p, t). (4.2)

When the electromagnetic forces F are given, as in the particle advancement of the PIC

method, Vlasov equation is linear with respect of f . Thus, if the single macroparticle

distribution functions fp,s satisfies Vlasov equation, i.e.

∂fp,s
∂t

+ cβ · ∇xfp,s + F · ∇pfp,s = 0, (4.3)

then the sum of the macroparticles distribution functions, i.e. the whole system dis-

tribution function (Eq.(4.2)) also satisfies Vlasov equation. The nonlinearity of Vlasov

equation is hidden in the dependence of F on the total distribution function f .
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Figure 4.3: Spline functions in one dimension, ∆xp = 1.

The conservation of the number of particles in each macroparticle and its equations of

motion can be derived from Eq.(4.3). Indeed, in principle Np in Eq.(4.1) may vary with

time, but with the hypothesis on fp,s given by Eq.(4.3) its value remains constant. Inte-

grating Eq.(4.3) over the position and momentum space, the conservation of the number

of particles in a macroparticle is obtained:

∫ ∫ [
∂fp,s
∂t

+ cβ · ∇xfp,s + F · ∇pfp,s

]
d3x d3p =

=
d
(∫ ∫

fp,sd
3x d3p

)
dt

=

=
dNp

dt
= 0,

(4.4)

where the vanishing of the distribution function at infinite values of position and mo-

mentum has been used to cancel the last two integrals of the first equation.

Multiplication of Eq.(4.3) by the vector x and integration over the position and momen-

tum space gives

∫ ∫
x

[
∂fp,s
∂t

+ cβ · ∇xfp,s + F · ∇pfp,s

]
d3x d3p = 0 (4.5)
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The vanishing of fp,s at infinite values of momentum nullifies the last integral, yielding

d
(∫ ∫

xfp,sd
3x d3p

)
dt

=

∫ [
cβ ·

∫
∇xfp,s ⊗ xd3x

]
d3p =

∫ ∫
cβfp,sd

3x d3p. (4.6)

The second integral has been evaluated by integration by parts, using the vanising of

fp,s at infinite values of momentum1. With the definition of fp,s expressed in Eq.(4.1),

the first and the final integral of Eq.(4.9) represent respectively the position xp and the

velocity of the macroparticle cβp, both multiplied by Np. The first equation of motion

of the macroparticle p is thus derived:

dxp
dt

= cβp. (4.7)

The second equation of motion for the macroparticle p is derived multiplying Eq.(4.3)

by the vector p and integrating over the position and momentum space:

∫ ∫
p

[
∂fp,s
∂t

+ cβ · ∇xfp,s + F · ∇pfp,s

]
d3x d3p = 0. (4.8)

The vanishing of fp,s at infinite values of position nullifies the second integral, yielding

d
(∫ ∫

pfp,sd
3x d3p

)
dt

=

∫ [
F ·
∫
∇pfp,s ⊗ pd3x

]
d3p =

∫ ∫
F fp,sd

3x d3p. (4.9)

The last equality has been obtained similarly as the second equality in Eq.(4.9). Dividing

by Np, the second equation of motion for the macroparticle p takes the form

dpp
dt

= F p. (4.10)

Thus, instead of solving directly Vlasov equation for the whole system or integrating

the equations of motion of all the physical particles, the PIC method integrates 2Nm

equations of motions, where Nm is the number of simulated macroparticles, given by

Eqs.(4.7, 4.10). With the sampling of the distribution function f by the macroparticles

involved in the PIC method, such equations constitute the characteristic curves equations

of Vlasov equation. Any scheme used to integrate equations of motion can thus be used

to integrate them (once the force acting on every macroparticle F p is computed). A

1the identity (∇xfp,s ⊗ x)i,j = δi,jxi
dfp,s
dxj

, with x1 = x, x2 = y, x3 = z can be used for the

calculation of the tensorial operations involved in cartesian coordinates. The final result in the last
equality of Eq.(4.9) is the same in other coordinate systems.
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second order scheme widely used for such purpose is the leap-frog scheme, with Boris

method to perform the rotation of the macroparticle momentum vector by the magnetic

field [35, 82] (recalled in Appendix B).

4.1.2 Weighting of the force on each macroparticle from the grid

The term F p =
∫ ∫

F fsd
3x d3p defines the force acting on the macroparticle. It can be

seen as a convolution of the macroparticle distribution function (sampled at momentum

pp by the integration on the delta function in momentum) with the shape function bl:

F p =

∫ ∫
F fp,sd

3x d3p =

∫
bl

(
x− xp(t)

∆xp

)
F p,s(x,pp, t)d

3x. (4.11)

The force on the macroparticle p of the species s can be computed from the electromag-

netic fields:

F p,s(x,pp, t) = qs

[
E(x, t) +

pp
msγpc

×B(x, t)

]
, (4.12)

where qs and ms are respectively the charge and the mass of a particle of species s. In

a PIC code, the space is discretized on a grid. The fields are constant in each mesh cell.

Denoting the k mesh cell region with Mk = [xk,xk + ∆x], where the components of ∆x

are the mesh cell boundary length, Eq.(4.12) is reduced to the sum of the fields on a

grid sampled by the shape functions:

F p(t) =
∑
k

∫
Mk

bl

(
x− xp(t)

∆xp

)
qs

[
E(x, t) +

pp(t)

msγp(t)
×B(x, t)

]
d3x. (4.13)

Since the spline function bl has compact support, the integrals not adjacent to the

macroparticle vanish. In the PIC loop (Fig. 4.1) the weighting of the force from the grid

consists in finding the location of the macroparticle in the grid and sum the convolution

integrals of the fields with the spline functions on the cells adjacents to the macroparticle.

4.1.3 Integration of the electromagnetic fields

The fields E andB on the grid can be integrated from Maxwell Equations. The diversity

of numerical methods concerning this step is vast as the literature describing it, ranging

from explicit to implicit methods, time and frequency methods, finite difference, finite

element or finite volume methods and many others (See e.g. [83]). One of the most used
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methods in an electromagnetic problem is the Finite Difference Time Domain (FDTD)

method [84], reviewed briefly in Appendix B.

4.1.4 Weighting of charge and current densities on the grid

The sources of Maxwell Equations in the PIC scheme are the charge and current densities

of the macroparticles, weighted on the grid with shape functions. The use of the same

shape functions for both the force weighting and the charge deposition on the grid

avoids the appearance of self forces of the macroparticles on themselves and conserves

the momentum of the system [35]. In particular, using the same spline functions, the

charge and current densities on the mesh cell k are computed as the sum of the spline

functions centered on the macroparticles’ positions.

ρ(x, t) =
∑
p

∫
qsfs(x,p, t)d

3p =
∑
p

qsNpbl

(
x− xp(t)

∆xp

)
J(x, t) =

∑
p

∫
qsβp(t) c fs(x,p, t)d

3p =
∑
p

qsNp βp(t) c bl

(
x− xp(t)

∆xp

) (4.14)

To compute the charge and current densities in the mesh cell k, their mean value in the

volume of the cell Vk =
∫
Mk

d3x is computed:

ρk(t) =
1

Vk

∫
Mk

ρ(x, t)d3x

Jk(t) =
1

Vk

∫
Mk

J(x, t)d3x.

(4.15)

As in the force weigthing from the grid, the integrals of the spline functions are null

except for those computed in the cells adjacents to the macroparticles’ positions on the

grid. As hinted before, since the previous integrals reduce to the sum of integrals of the

shape functions on the grid, high order spline functions reduce the numerical noise in the

charge and current density and the extrapolated force, but requires more computational

time to compute more complex integrals of the shape functions.

4.2 Fluid model vs PIC model

Kinetic models as the one used by the PIC method can fully take into account the in-

teraction of differences in particle velocities. Besides, the fluid averaging of quantities
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over the particles’ momenta loses predictivity when the number of particles in a region

of space approaches zero. Fluid models thus cannot correctly reproduce purely kinetic

effects, e.g. Landau damping [52, 85] and regimes in which the number of particles in a

region of space is zero, e.g. the blowout regime. For these reasons and the fact that beam

quality (e.g. in terms of emittance, energy spread) is defined through kinetic models,

plasma acceleration studies usually employ PIC codes. The accuracy of PIC methods

makes them slow with respect of fluid models with the same numbers of dimensions.

Although the fluid model discussed in Chapter 3 has been derived from strong assump-

tions, it helps to qualitatively study the basic mechanisms involved in wakefield excita-

tion in PWFA. One advantage of this fluid model is its velocity: the integration of its

equations with standard methods on a single core machine requires negligible time with

respect of a 1D PIC code, which still requires time of the order of hours on a single core

machine to perform simulations with the same driver parameters.

The validity of the 1D rigid fluid model discussed in Chapter 3 can be extended up to

weakly nonlinear regimes including in Eq.(3.2) a phenomenological damping term [86].

Formally, the model is derived from Eq.(3.1) and the bunch rigidity assumption, thus

no damping can be derived. The inclusion of the damping is only phenomenological, to

account for kinetic damping effects. The modified model reads:

d2x(τ)

dτ2
=

1

2

(
1

x2(τ)
− 1− bdx(τ)

dτ
+ 2α(τ)

)
, (4.16)

where the damping coefficient b is finely tuned to qualitatively reproduce the PIC results.

In Figs. 4.4, 4.5, 4.6 and 4.7 (from [86]) the comparison between the 1D rigid fluid model

and the 1D PIC code PHIC by A. Macchi and A. Marocchino, using electron square

bunches with σ = 0.25λp as drivers. In the linear regime (Figs. 4.4, 4.5 ) no damping

term is necessary, and the rigid fluid model results correctly reproduce the PIC results.

Increasing the nonlinearity parameter α (the peak driver density over the background

initial density) the two models start to diverge, and the damping term is necessary to

extend the validity of the pure fluid model. Tuning the value of the damping coefficient

to b = 0.11 a good qualitative agreement with the PIC is obtained up to the weakly

nonlinear regime (Fig. 4.6). In the nonlinear regime (Fig. 4.7) the damped fluid model

qualitatively reproduces the kinetic results for the first two oscillation cycles.
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Figure 4.4: Comparison between the 1D rigid fluid model and 1D PIC, square bunches
with σ = 0.25λp, α = 10−4. Top panel: electric field E; bottom panel: normalized
perturbation of the background electron density from the equilibrium (ne − n0) /n0.
Green line: PHIC code simulation results; blue line: same physical quantities, computed
through the fluid model. Image from [86].
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Chapter 5

Architect: a hybrid kinetic-fluid

model for PWFA

The hybrid kinetic-fluid code Architect is presented. Its model, numerical schemes, time

scaling and the comparison with 3D fully kinetic simulations are discussed. Finally the

main features of beam-driven plasma wakefields in more than one dimension are treated

and shown to be reproduced by Architect simulations.

5.1 Motivations

Due to the significant amount of computational resources (i.e. number of cores and

simulation time) required for standard parallelized 3D PIC simulations of typical ex-

perimental set-ups for plasma acceleration, many efforts have been devoted to perform

faster simulations with retained accuracy. In particular, the codes using the quasi-static

(QSA) approximation [38, 39] proved to significantly reduce the computational time

required to simulate plasma acceleration involving driving laser pulses (e.g. WAKE

[39, 40]), particle beams (e.g. LCODE [87, 88], HiPACE [43]) or both (e.g. Quick-

PIC [41, 42]) when the driver evolution is significantly slower than the wake evolution.

The QSA allows to decouple the driver and the plasma evolution in highly relativistic

regimes, requiring then a larger integration time-step. Apart from the high γ factors

in the driver particles, another requirement for the QSA to ensure predictivity is the

invariance of the system with respect of the comoving variable ξ = z − vdrivert. High

56
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spatial gradients in the plasma channel (e.g. a sharp capillary entrance) do not satisfy

this condition, making QSA less accurate. The use of Graphic Processing Units (GPU)

for PIC simulations proved to be a possible solution to reduce the required run-time as

in the code PIConGPU [89].

To address the need for a quick simulation code for PWFA, the novel 2D hybrid kinetic-

fluid code Architect has been developed to aid the design of plasma acceleration ex-

periments in the weakly nonlinear regime [18], such as the COMB, planned at at

SPARC LAB facility [48] (see also Section 6.1). The code uses PIC methods to evolve

electron bunches propagating along a plasma channel, and a fluid approach to evolve

the background plasma electrons instead of fully kinetic methods. The separation of the

two electron species evolved by the code is fictious, demanded by computational needs

with no relevant physical consequences. The ions in the plasma channel are treated as

a uniform immobile background.

The code provides an example of the interaction between kinetic and fluid models for two

different species (i.e. beam and plasma electrons). One of the earliest examples of the

hybrid fluid-kinetic approach for PWFA is provided by an earlier version of LCODE,

where the QSA and further approximations to the fluid and macroparticle equations

were added [44]. The quasistatic code QFluid [46, 90], used to study LWFA for the

experiment ExIn planned at SPARC LAB is another example of hybrid fluid-kinetic

code for plasma acceleration. Architect has been developed to overcome some of the

limitations of the QFluid version oriented to PWFA, primarily given by the quasistatic

approximation, which does not allow to accurately study plasma channels with a longitu-

dinal density which varies significantly over distances smaller than λp and the dynamics

of particles which are slowed down to non relativistic velocities. Architect does not

introduce approximations in the cold fluid equations and in the kinetic equations for

particles except for the assumption of cylindrical simmetry. This and the possibility

to correctly initialize the electromagnetic fields of the bunches allows to flexibly study

the transition between the vacuum and the plasma capillary. The interaction between

the kinetic and fluid models is provided by the electromagnetic fields integrated from

the current densities of both the species, projected on the computational grid and the

evolution of the two specied under the effect of the fields themselves, extrapolated from

the grid.

The tratement of the plasma wake with a fluid model instead of a kinetic model consid-

erably increases the speed of the code with respect of a fully kinetic code and does not
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need parallelization. The capability to have a fast running tool would not only serve for

pure theoretical investigation but it will offer to the experimental team a feedback tool

to help discriminate results during experimental runs.

5.2 Hybrid numerical schemes

The self-consistent model of Architect is given by Maxwell equations, the relativistic

cold fluid equations and the beam macroparticle equations:

∂tB = −∇×E

∂tE = eµ0c
3 (neβe + nbβb) + c2∇×B,

∂ne
∂t

+∇ · (βec ne) = 0,

∂pe
∂t

+ βec · ∇pe = −e(E + βec×B),

dpp

dt
= −e(E + βpc×B),

dxp

dt
= βpc, (5.1)

where E is the electric field, B the magnetic field, c the speed of light, βe is the relativis-

tic β for the background electrons βp the relativistic β for the electron bunch particles,

pe is the fluid relativistic momentum for electrons, ne is the electron density and nb the

bunch density. For each single particle of the kinetic bunch(es) we identify a relativistic

momentum, pp, a relativistic beta, βp, and a position, xp. The first two equations are

Faraday’s law and Ampere’s law respectively. The third and fourth equations are respec-

tively the fluid mass conservation and the fluid momentum equations, referred to the

plasma background electrons, treated as a single fluid. The fifth and sixth equations are

the relativistic equations of motion, referred to each of the beam macroparticles. The

model equations are integrated on a cartesian r − z grid, with assuption of cylindrical

symmetry. The sources for Ampere’s law are the summed currents of the plasma back-

ground electrons and the beam electrons. The beam particles’ positions and velocities

are projected on the grid with PIC methods [35] to find the source terms Jb = nbβbc,

while the fluid contribution is given by Je = neβec computed on the grid. The electro-

magnetic fields E, B can then be found through a FDTD scheme [84], briefly reviewed

in cartesian coordinates in Appendix B. The updated electromagnetic fields are used as
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forcing terms to advance both the beam particles in phase space and the fluid species’

quantities. The equations of motion of the particles are integrated with a leap-frog

scheme, using Boris algorithm for Lorentz force [35], reviewed in Appendix B. The ad-

vancement of the fluid quantities ne, pe by advection is performed through the shock

capturing FCT scheme [91–93] to cacth the bubble-like features in the weakly nonlin-

ear regime. The electromagnetic advance in the fluid momentum equation is performed

through an operator splitting technique [53, 93]. These last steps give the updated par-

ticle positions and momenta and the updated fluid density and momentum on the grid,

closing the loop (see Fig. 5.1), which is iterated through the simulation.
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Figure 5.1: Temporal loop of Architect

The spatial centering of the physical quantities is summarized in Fig. 5.2. A more

detailed representation of the code mesh is reported in Appendix C. The longitudinal

direction of acceleration is the z axis. The electromagnetic quantities (fields and cur-

rents) are centered as in the Yee cell of the FDTD scheme (see Appendix B), while fluid

quantities are cell-centered. The fluid grid is shifted radially by a quantity ∆r/2 with

respect of the Yee grid. The position of the electromagnetic grid avoids the singularity

on axis in the radial derivative of Ez in cylindrical coordinates, involved in Ampere’s

law. Due to cylindrical symmetry, symmetry conditions are imposed on axis (r = 0), free

flux conditions are imposed on the other edges. To save memory and simulation time
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the grid moves at speed c along the z axis, following the center of mass of the beam.
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Figure 5.2: Schematic of physical quantity spatial centring. Figure from [94].
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Figure 5.3: Schematic of physical quantities time centring.

The time centering of the physical quantities is shown in Fig. 5.3. The electromagnetic

fields are shifted by a quantity ∆t/2 as in the FDTD scheme, to obtain a second order

accuracy in time as in a sort of electromagnetic leap-frog scheme (see Appendix B).
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The different centering of the quantities implies the need of an interpolation between

the old and the updated values in the routines of the code, as discussed in [35]. In

Architect such interpolations are performed linearly between the two timesteps. The

positions of the particles are interpolated between two timestep to obtain the position

of the currents. The magnetic field in Lorentz law must be interpolated to perform a

Boris rotation (recalled in Appendix B, see also [35]) and in the fluid advance.

5.2.1 Bunch field initialization

The FDTD scheme evolves the self-consistent field of the simulated system integrating

the curl equations in the Maxwell equations set. Taking the time derivative of the

divergence equations of the field and inserting the curl equations

∂

∂t
(∇ ·B) = ∇ ·

(
∂B

∂t

)
= ∇ · (−∇×E) = 0

∂

∂t

(
∇ ·E− ρ

ε0

)
= ∇ ·

(
∂E

∂t

)
− 1

ε0

∂ρ

∂t
= − 1

ε0

(
∇ · J +

∂ρ

∂t

)
, (5.2)

it can be seen that the divergence of the B field and the quantity ∇·E− ρ
ε0

are constant

as long as the curl equations for the field and the continuity equation hold.

While in many PIC applications using the FDTD scheme the fields can initially be set to

zero (e.g. in case of initial neutrality of the plasma), in globally non neutral applications

as plasma acceleration it is crucial to properly initialize the electromagnetic fields. In

a PWFA application with initial plasma neutrality, the field initialization reduces to

find the electromagnetic fields of the relativistic bunches. At present Architect allows to

initialize the fields in a quick and accurate way, used also in the 3D PIC code ALaDyn

[17].

In a typical PWFA scenario the electron beam is initially moving at speed β0c along

the longitudinal direction. The coordinates z′, r′ in a Lorentz frame comoving with the

bunches are:

z′ = γ0(z − β0ct), r
′ = r, (5.3)

where the unprimed quantities are referred to the laboratory frame. In paraxial approx-

imation, i.e. transverse velocities negligible with respect of the longitudinal velocity,

and low energy spread the magnetic field in the moving frame B′ is zero and the vector

potential in the same frame A′ can be set to zero. Since under these assumptions the
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Coulomb gauge ∇′ ·A′ = 0 holds in that frame, the electrostatic potential in the moving

frame Φ′ satisfies the Poisson equation

(
∂2

∂z′2
+

1

r′
∂

∂r′
r′
∂

∂r′

)
Φ′ =

e

ε0
n′b, (5.4)

where n′b is the charge density in the moving frame. The Lorentz transformation of the

charge density and of the potential four-vector yields

nb = γ0n
′
b

Φ = γ0Φ′

Az = γ0
β0

c
Φ′ =

β0

c
Φ

Ar = A′r = 0. (5.5)

The transformations given by Eqs.(5.5) allow to finally write Poisson equation in Eq.(5.4)

as (
∂2

∂z′2
+

1

r′
∂

∂r′
r′
∂

∂r′

)
Φ =

e

ε0
nb. (5.6)

Since the beam is translating with constant velocity β0c along the z direction in the

laboratory frame, all the physical quantities in that frame are functions of z − β0ct =

z′/γ0. Thus the derivatives of the quantities in the lab frame satisfy the following

relations:

∂

∂z′
=

∂z

∂z′
∂

∂z
=

1

γ0

∂

∂z

∂

∂t
=

∂z′

∂t

∂

∂z′
= −γ0β0c

∂

∂z′
. (5.7)

The first of Eqs.(5.7) and the second of Eqs.(5.3) allow to write Eq.(5.6) as

(
1

γ2
0

∂2

∂z2
+

1

r

∂

∂r
r
∂

∂r

)
Φ =

e

ε0
nb. (5.8)

The last equation can be discretized on the grid through finite differences to obtain a

linear system with a band coefficient matrix. The solution of such system can be found

with standard numerical techniques for linear algebra. Once the electrostatic potential

in the laboratory frame Φ is found, the electromagnetic fields in the lab frame can be
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found, using Eqs.(5.7, 5.5):

Ez = −∂Φ

∂z
− ∂Az

∂t
= − 1

γ2
0

∂Φ

∂z

Er = −∂Φ

∂r

Bϕ = −∂Az
∂r

= −β0

c

∂Φ

∂r
=
β0

c
Er (5.9)

The density of a Gaussian relativistic electron bunch and the corresponding transverse

electric field computed by Architect with this technique are shown in Fig. 5.4. The

central section in the transverse direction of the same electric field is shown in Fig. 5.5.

In Architect the iterative method Successive Over Relaxation (SOR) (see e.g. [95]) is

implemented to solve the above mentioned discretized Poisson equation. A version of

the SOR method optimized for sparse matrices allows to intialize the electromagnetic

fields in less than a minute on a single cpu even with much refined meshes.
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Figure 5.4: Left panel: Gaussian electron bunch density. Right panel: corresponding
transverse electric field Ex computed with the initialization method implemented in Ar-
chitect. The electron bunch parameters are σz = 50µm rms-length in the longitudinal
propagation direction, σx = σy = 8µm rms-width in the transverse direction, charge
Q = 113pC, γ = 200. The mesh resolution is ∆z = 1.25µm, ∆r = 0.8µm.
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Figure 5.5: Central section of transverse electric field Ex of an electron bunch com-
puted with the initialization method implemented in Architect. The electron bunch
and mesh parameters are the same of Fig. 5.4.

5.3 Validation against code ALaDyn

Architect has been validated up to the weakly nonlinear regime against the full 3D

PIC code ALaDyn [15–17]. Figure 5.6 shows the results of a comparison between the

two codes. It refers to the propagation of a Gaussian bunch through a pre-ionized gas

capillary with a uniform background density of n0 =1016 cm−3 in the weakly nonlinear

regime. The bunch rms-sizes are σz =50 µm, σx = σy = 8 µm and its normalized

emittance is εn,x = εn,y = 1 mm-mrad. With a charge of Q = 110 pC the nonlinearity

parameters have values α = 2.6, Q̃ = 0.5. ALaDyn PIC simulations have been performed

with a resolution of 1 µm in the longitudinal direction and 0.4 µm in the transverse

directions, for a total of 496 cells in z and 288 cells in (x, y). Simulations use 16 particles

per cell for the capillary gas, 1.5× 106 particles for the driver and 0.8× 106 particles for

the witness. A simulation totally computes for 41 × 106 cells and 660 × 106 particles.

Architect simulations have been performed with the same grid resolution: 1 µm in the

longitudinal direction and 0.4 µm in the transverse direction, for a total length of 533

cells in z and 140 cells in r. The longitudinal direction has been chosen to accomodate

two bubbles at the rear of the driver, discretised with 800× 103 particles.

The beam dynamics comparison is shown comparing two key integrated quantities: the

bunch transverse rms size and the transverse emittance. Figure 5.6 summarizes the

comparison. We observe that the hybrid code well reproduces both the oscillation phase

and the bunch maximum compression. The maximum bunch expansion is overestimated
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Figure 5.6: Driver bunch rms-transverse size and normalized emittance oscillation
comparison. The blue lines (solid: σx; dashed: εx) have been obtained from an ALa-
Dyn simulation, the magenta lines have instead been calculated with the hybrid code
Architect. The initial bunch rms transverse size is σx = 8 µm with a 1 mm-mrad
transverse normalized emittance, and it is injected into a capillary gas with a constant
n0 = 1016cm−3 background number density. Figure from [94]

by the hybrid code. The discrepancy is as small as 3% in an early phase at its maximum

discrepancy is about 5%. We also observe that we have good agreement on the transverse

bunch normalized emittance: normalized emittance oscillating phase and its series of

maxima and minima are well reproduced by the hybrid code.

Another benchmark case depicts how Architect reproduces the characteristic fishbone

shape of a long driver subject to head erosion during the propagation in the plasma

channel. The initial driver parameters are: charge Q = 113 pC, rms-length 50µm,

rms-transverse size 8µm, normalized emittance εn = 1 mm-mrad, energy E = 100

MeV, energy spread ∆γ/γ = 0.1%. ALaDyn simulations have been performed with a

resolution of 1 µm in the longitudinal direction and 0.4 µm in the transverse directions,

for a total of 456 cells in z and 288 cells in (x, y). The simulations use 8 particles per

cell for the capillary gas and 1.5 × 106 particles for the driver. The simulation totally

computes for 38 × 106 cells and 300 × 106 particles. Architect simulations have been

performed with the same grid resolution: 1 µm in the longitudinal direction and 0.4 µm

in the transverse direction, for a total length of 533 cells in z and 460 cells in r. Figures

5.7 and 5.8 show the plasma and bunch densities computed respectively by ALaDyn and

Architect after the driver has traveled a distance of 0.1 cm.
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Figure 5.7: Background plasma (blue scale) and bunch (red scale) density colormap
obtained from an ALaDyn simulation. The bunch has traveled a distance Z0 = 0.1 cm.
The horizontal axis shows the longitudinal distance ξ = z − ct from the driver center
of mass.
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Figure 5.8: As in Fig. 5.7, but the densities are those computed by Architect. Using
the cylindrical symmetry, the density in the X < 0 region has been obtained reflecting
the density in the X > 0 region with respect to the r = 0 axis.
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Figures 5.9 and 5.10 show the plasma and bunch densities computed respectively by

ALaDyn and Architect after the driver has traveled a distance of 1 cm. The plasma

channel has uniform background density n0 = 1016cm−3. The bubble profile is well

reproduced by the hybrid code, and the main features of the fishbone-like shape of the

driver subject to head erosion after 1 cm are also catched.
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Figure 5.9: Background plasma (blue scale) and bunch (red scale) density colormap
obtained from an ALaDyn simulation. The bunch has traveled a distance Z0 = 1 cm.
The horizontal axis shows the longitudinal distance ξ = z − ct from the driver center
of mass.
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Figure 5.10: As in Fig. 5.9, but the densities are those computed by Architect. Using
the cylindrical symmetry, the density in the X < 0 region has been obtained reflecting
the density in the X > 0 region with respect to the r = 0 axis.
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Figures 5.11, 5.12 show the longitudinal electric field on axis and radial electric field

on a section perpendicular to the z axis at a distance 0.5λp from the driver center of

mass, computed by the two codes after the driver has traveled a distance of 0.1 cm and

1 cm. The overestimate of the peak electric field by Architect in the rear of the bubble

is caused by the excessive charge accumulation in that region; such high peak in the

electron density is caused by the absence of thermal pressure in the cold fluid model used

for the plasma. An upgrade of the model could include the thermal effects, improving

the accuracy of the code predictions in nonlinear regimes where charge accumulation

occurs.
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from the driver center of mass. To represent the electric field computed by Architect in
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Figure 5.12: As in Fig. 5.11, but at Z0 = 1 cm.

5.4 Simulation time scaling

To illustrate the simulation time scaling of Architect, the total simulation time of a

series of run with a mesh composed of 533 cells in z and 460 cells in r, integration

timestep ∆t = 0.44 fs and different number of beam particles is shown in Fig. 5.13. The

simulations to which the Figure refers have been run for a total distance of 1 cm inside

the plasma channel. The reference simulation set-up is the one used for the results shown

in Figs. 5.8, 5.10. The scaling highlights the influence of the beam particles on the total

simulation time. The total run time scales linearly with the number of the particles

even when the number of particles is five times smaller than the number of grid points.
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Thus, for this choice of grid size, even with 50 × 103 beam particles the computation

time needed for the integration of Maxwell equations and the fluid equations is negligible

with respect to the time needed by the particle charge deposition and particle pushing

routines. Thus, the total time needed for a 1 cm-simulation with acceptable agreement

with a full-PIC code like the one shown in Fig. 5.10 (obtained using 300×106 particles)

is less than 12 hours on a single processor.
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Figure 5.13: Architect simulation time on a single core vs number of bunch particles
for a 1 cm run, with a mesh composed of 533 cells in z and 460 cells in r, integration
timestep ∆t = 0.44 fs. The point corresponding to the simulation of Figs. 5.7, 5.8, 5.9,
5.10, 5.11 and 5.12 is highlighted in red.

5.5 Plasma oscillations regimes in 3D

In three dimensions the conditions to determine the oscillation regime of the waves

excited by a driver do not only involve the normalized peak density α as seen in 1D in

Chap.3, but also the geometrical distribution of the perturbation caused by the driver

to the initial plasma equilibrium. The geometrical features of the driver are accounted

for by the parameter Q̃, also called normalized beam charge, defined as follows. Such

parameter is the ratio between the number of beam electrons Nb and the number of

plasma electrons in a cube of volume k−3
p = (λp/2π)3 with initial density n0 [17, 18, 96],
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i.e.

Q̃ =
Nbk

3
p

n0
. (5.10)

A uniformly distributed beam in the volume k−3
p with α = 1 would have Q̃ = 1. Bunches

with a multivariate Gaussian distribution, i.e. with density described by

nb(x, y, z) = αn0
1

(2π)3/2σxσyσz
e
− x2

2σ2x
− y2

2σ2y
− z2

2σ2z (5.11)

have a particular experimental interest, since they are the easiest to produce and control.

For such bunches the Q̃ parameter is equal to

Q̃ = α(2π)3/2σzσxσyk
3
p (5.12)

In order for such a driver bunch to excite a wakefield and leave room for a witness bunch,

its length must be much shorter than the plasma wavelength, i.e. kpσz � 2. In addition

the driver should be narrow, with kpσr � 1, to avoid plasma return currents within the

driver itself [14, 96]. In these conditions the driver volume is much smaller than k−3
p and

conditions for the parameters α and Q̃ corresponding to the different oscillation regimes

can be identified. In the linear regimes both the conditions α� 1 and Q̃� 1 hold. In

weakly nonlinear regimes α > 1 but Q̃ < 1, while in strongly nonlinear regimes α > 1

and Q̃� 1.

Figures 5.14, 5.15, 5.16 show the results of simulations performed with Architect of a

bunch propagation in a uniform channel. They refer respectively to the linear, weakly

nonlinear and nonlinear regimes, keeping the initial dimensions, emittance and energy of

the bunch fixed. The plasma parameters, the bunch shape and initial energy and emit-

tance were chosen from possible parameters for PWFA experiments at SPARC LAB.

The initial bunch rms transverse size is σz = 50 µm σx = 8 µm with a 1 mm-mrad

transverse emittance and γ = 200, and it is injected into a capillary gas with a con-

stant n0 = 1016cm−3 background number density. The figures show the results after a

propagation of 2λp inside the plasma channel, before a sensitive energy depletion of the

driver. Increasing the bunch charge the plasma electron density and the fields in the

driver wake change not only in magnitude but also in the shape with the rising of the

nonlinear effects. Since the initial driver energy of the three simulations was kept fixed

in the three simulations, the increase of the charge and thus of the magnitude of the

fields tend to deform more the bunch under the effect of its own wake.
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Figure 5.14: Architect simulation of beam propagation with Q̃ = 0.005 (linear
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Figure 5.15: As in Fig. 5.14, but with Q̃ = 0.5 (weakly nonlinear regime).
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Figure 5.16: As in Fig. 5.14, but with Q̃ = 1.5 (nonlinear regime).
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In Section 3.2 it was shown than a limit of the 1D model is its impossibility to predict

the complete depletion of electron in the region behind the driver. In more than one

dimension both kinetic and fluid models can predict this effect [94], which is complete in

a strongly nonlinear regimes called bubble or blowout regimes [14, 88]. Models for the

plasma electron trajectories in the bubble region and in its surface, like in [97, 98] exist

although they are mathematically involved and show disagreement with PIC simulations

in the tail of the bubble. Intuitively, the focusing force of the positively charged region

behind the driver pulls back the electrons pushed radially by the driver, closing the

bubble. The electrons tend to overshoot, in turn creating a perturbation which could

take the form of other bubbles if the wave behind the first bubble does not break (see

Section 3.3). Some characteristics of the blowout regime made it very appealing for high

energy PWFA. Namely these characteristics are the focusing forces linear with respect

of radial distance from the center of the ion bubble, similar to those found in magnetic

quadrupoles and the strong accelerating fields. Besides the width of the accelerating

region behind the driver makes easier to accomodate a witness bunch. Drawbacks of the

blowout regime are its low controllability due to the high nonlinearities and the high

energy spread due high spatial variations of the accelerating field. This last feature could

in principle be partially overcome with properly shaped witness to improve the beam

loading, making the accelerating profile of the wave more flat (see e.g. [12] ). It has been

proposed the use of the weakly nonlinear regimes to obtain part of the controllability

of the linear regimes and part of the good focusing properties and the high gradients of

highly nonlinear regimes.
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Simple applications of the code Architect for the PWFA experiment COMB planned at

SPARC LAB facility are presented. The code is shown to be suited for systematic scans

for driver matching, including the effects of different plasma channel density profiles.

Finally the simulations of an electron bunch acceleration in a two-bunches case and in

a multi-driver case are shown.

6.1 SPARC LAB facility and the COMB experiment

SPARC LAB (Sources for Plasma Accelerators and Radiation Compton with Lasers and

Beams) [48] is an accelerator test facility in the INFN Laboratories of Frascati, born from

the structures of the SPARC project [99]. The layout of the facility is depicted in Fig.

6.1. In the 12 m-long linear accelerator section electron beams can be produced from a

high brightness photoinjector [100] and accelerated through the subsequent accelerating

cavities up to 180 MeV. An upgrade to 200 MeV is forseen with the installation of ac-

celerating cavities working in the C-band in place of the presently used cavities, working

in the S-band. After the linac section the electron beam can be deviated by a magnetic

dipole to one of the four beamlines, shown in Fig. 6.2. From the left the beamlines

for Thomson scattering experiment [101], the externa injection LWFA experiment ExIn

[90], THz source and diagnostics [102] and EOS diagnostics [103] and the 12 m-long

77
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undulator for Free Electron Laser (FEL) experiments [104–106] are shown.

Between the linac section and the FEL undulator the interaction chamber for COMB

experiment will be placed. The interaction chamber will host a capillary made of the

dielectric material acrylonitrile butadiene styrene (ABS), with a 1 mm-diameter circular

section, ≈ 2 cm long. Inside the capillary a hydrogen gas will be injected, which will

be ionized through a discharge between the edges of the capillary [50]. The plasma

Figure 6.1: SPARC LAB facility layout. Adapted from [48].

Figure 6.2: Beamlines of SPARC LAB facility, highlighting PWFA interaction cham-
ber site and the undulator for FEL physics experiments. Adapted from [48].

will have an initial density n0 = 1016cm−3, corresponding to a plasma wavelength of
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λp = 334µm, estimated initial pressure P ≈ 30 mbar and estimated initial temperature

T ≈ 4 eV. The driver and witness bunches sequence will be produced in the photoin-

jector with proper spatial distance (order of λp between subsequent bunches) through

the laser-comb with velocity technique [49]. The driver and witness bunches will be ac-

celerated and focused in the conventional linac section until the injection in the plasma

capillary. The experiment plans to resonantly excite plasma waves using three drivers of

charge Q ≈ 100− 200 pC, rms-length σz ≤ 50µm, rms-spot size σr ≤ 10µm at the cap-

illary entrance, thus working in the weakly nonlinear regime (Q̃ ≈ 0.5, see Section 5.5).

The witness bunch will have charge Q ≤ 50 pC. Its dimensions will need to fit into the

accelerating and focusing region of the bubble in which it will be injected, i.e. rms-length

σz ≤ 10µm and rms-spot size σr ≤ 5µm at the capillary entrance. Both driver and

witness bunches will be injected with a normalized emittance value of the order of εn ≈ 1

mm-mrad, energy E = 100 MeV and an energy spread of ∆γ/γ = 0.1%. The goal of the

experiment is to obtain an average accelerating gradient inside the plasma comparable

and possibly greater than the ones obtainable with conventional acceleration techniques,

and maintain a witness bunch quality, from the entrance to the exit from the capillary,

comparable to the one obtainable with conventional accelerating techniques. A long

term goal is to obtain a witness bunch quality acceptable to seed the free electron laser

of the facility, i.e. normalized emittance of the order εn ≈ 1 mm-mrad, energy spread

∆γ/γ ≤ 1%. To obtain the described goals, detailed studies of the beam dynamics inside

the plasma are necessary. The next sections of this chapter discuss simple applications

of Architect for this purpose.

6.2 Driver matching conditions

As hinted in Section 2.5 the envelope equation

σ′′x +
p′

p
σ′x −

〈xFx,ext〉
σxβcp

=
ε2
n

γ2σ3
x

+
〈xFx,sc〉
σxβcp

. (6.1)

can in principle be used to study the evolution of the envelope σx of a relativistic

beam of average momentum p and normalized emittance ε2
n subject to external forces

Fx,ext and to its own transverse space charge forces Fx,sc. In a conventional accelerator

envelope equations as Eqs.(6.1) (or Eq.(2.42) when the space charge forces are negligible
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with respect of emittance pressure) provide a powerful tool to assess the transverse

beam evolution inside a beamline, since the expression of the external forces Fx,ext,

representing the focusing magnets’ forces, is known a priori from the lattice design. In

plasma accelerators the focusing forces are not known a priori, except for calculations

under strong approximations or under particular regimes. In the blowout regime of

PWFA Eq.(2.42) can be used to study the evolution of a witness bunch surrounded by

the focusing forces of the ion bubble [29, 71], assuming that the wakefield in the plasma

does not change during the propagation in the channel. Under such assumption the

external focusing forces are linear with respect to distance from the propagation axis

and can be computed from Gauss law, which yields

Fx,ext = −kx, k2 =
e2n0

dε0
, (6.2)

where d = 2 if the region uniformly filled with ions is approximated as a cylinder and

d = 3 if it is approximated as a a sphere. In this case Eq.(2.42) becomes

σ′′x +
γ′

γ
σ′x + k2

extσx =
ε2
n

γ2σ3
x

, (6.3)

where

k2
ext =

k2

γmec2
=

e2n0

dε0γmec2
=
k2
p

γd
, (6.4)

Eq.(6.6) admits a stable solution, i.e. with no envelope (or betatron) oscillations, that

reads

σx = 4

√
d

γ

√
εn
kp
, (6.5)

for a constant γ value. In the case of COMB, the propagation of the beam inside the

plasma capillary is emittance-dominated, thus the space charge term is negligible with

respect of the emittance pressure term. Equations (6.6, 6.2) can be used also in the

weakly non linear regime as in COMB experiment, provided that the witness envelope

remains confined in the part of the bubble-like region of the driver wake where the

focusing forces can be considered linear. In such case the resulting envelope equation

would read

σ′′x +
γ′

γ
σ′x + k2

extσx =
ε2
n

γ2σ3
x

. (6.6)

As discussed in [107], Eq.(6.6) gives not accurate predictions when referred to the driver

envelope in PWFA. This because it is derived under assumption of bunch completely
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surrounded by the linear focusing forces, which is not the case of a driver bunch. Since

the positively charged region forms roughly at half the length of the driver, its head

will be eroded by the lack of focusing forces. A novel approach from [107] allows to use

Eq.(6.6) to have some information about the driver matching. Let the driver bunch be

conceptually sliced in ten parts, each of length σz , as shown in Fig. 6.3. The slices from
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Figure 6.3: sliced diagram for a driver bunch travelling from right to left. The yellow
highlighted slice is where, for our choice of driver parameters, the bubble originates.
Figure from [107].

0 to 4, in the head of the driver, are subject to head erosion due to the lack of focusing

forces. The rear of the bunch, where the bubble is formed, contains the slices from 5 to

9, which are thus collimated by the transverse fields of the bubble. In a typical driver

for the COMB experiment the bubble starts to form from slice 5, approximately at the

center of the driver, as highlighted in the figure. Eq.(6.6) can then be applied to the

central driver slice.

A case study for this concept consists in verifying the matching contidion for a COMB

bunch with realistic parameters as σz = 50 µm, normalized emittance εn = εn,y = 3

mm-mrad, γ = 200, charge Q = 170 pC, propagating in a plasma channel of uniform

density n0 =1016 cm−3. With the approximation of a cylindrical bubble Eq.(6.5) yields a

matched transverse dimention of σx =4 µm. Fig. 6.4, represents a series of Architec runs

varying the transverse injection dimension σx from 3.9 µm to 4.4 µm. These dimensions

refer to slice 5 transverse size, which is only a few percent different from the overall beam
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transverse size, thus the two sizes can be considered identical for sake of simplicity. Fig.

6.4 shows the increasing amplitude of the betatron oscillations when the rms size is

changed from the theoretically computed equilibrium value of σx =4 µm.
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Figure 6.4: Transverse dimension -section 5 of Fig. 6.3- oscillations for bunch with
different initial transverse size. Figure from [107].

6.2.1 Density ramps at plasma capillary entrance and exit

The plasma capillary model used in the simulations of Fig. 6.4 assumes a sharp transition

between the vacuum and the capillary of uniform density n0. A more realistic model

can include a linear density ramp, in which in a distance L the plasma density increases

from zero to n0 at the capillary entrance. Such model could be used in the envelope

equation inserting the proper expression of n0(z) in the kext term. The effect of ramp

lengths L =1,2,3 λp on the matching condition found for sharp edge capillary model

is shown in Fig. 6.5. The figure highlights that such a matching condition would be

spoiled by any density ramp. The longer is the density ramp, the higher will be the

amplitude of the resulting betatron oscillations. Possible solutions for this problem are

the control with the highest possible accuracy of the density profiles especially at the
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capillary edge, or the use of a capillary ramp to gently bring the driver to the matching

conditions as discussed in [108, 109].

Ramp Length = 1λp

Ramp Length = 2λp
Ramp Length = 3λp

Architect Envelope eq.

Architect
Architect

Envelope eq.
Envelope eq.

Figure 6.5: Transverse dimension -section 5 of Fig. 6.3- evolution for a bunch trav-
elling through a linearly ramp profile at the capillary entrance with different lengths.
Figure from [107].

The exit from the plasma channel constitutes a critical aspect of plasma acceleration.

Plasma can spill from the capillary exit, as result of losses in the gas confinement system.

Besides, focusing must be provided to a bunch exiting from the plasma to keep the

desired compression. These reasons motivate investigations of the effects of a non-zero

plasma density after the capillary exit. In Fig. 6.6 the effect of linear ramp lengths

L =0,1,2,3 λp at the capillary exit on the matched case is shown. A ramp length of

L =0 λp corresponds to sharp edge transition at the plasma channel end, placed at

1 cm from the channel injection point, and a free bunch expansion in vacuum after

the capillary end. A density downramp at the capillary exit can thus slow the bunch

expansion. Longer ramps induce a slower bunch expansion. The exiting bunch can be

then focused by conventional magnetic lenses. Although the presence of the plasma

induces a focusing force that slows down the bunch expansion, the bunch rms-size at

fixed distance from the ramp end is greater when the ramp length increases. Indeed,
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before the ramp end is reached, the bunch has already started to expand while being

subject to a decreasing focusing force traveling through longer ramps. To highlight this

phenomenon, in Fig 6.7 the same results of Fig. 6.6 are shown, shifting the curves to

have the distance from the end of the exit ramp on the horizontal axis.
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Figure 6.6: Transverse dimension -section 5 of Fig.6.3- evolution for a bunch travelling
through a linearly ramp profile at the capillary exit with different lengths. For the sake
of clarity only the evolution after 0.9 cm travelled in the plasma channel is shown.

4

5

6

7

 

 

- 0.1 0 0.1

distance traveled from ramp end (cm)

σ
x

 (
µ

m
)

Ramp length = 0 λ
p

Ramp length = 1 λ
p

Ramp length = 2 λ
p

Ramp length = 3 λ
p

Figure 6.7: Transverse dimension -section 5 of Fig. 6.3- evolution for a bunch travel-
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6.2.2 Radial parabolic profiles in the capillary density

Another realistic modification to the uniform density capillary model is the assumption of

a radial variation of the plasma initial density. With this assumption and also assuming

sharp edge transitions at the capillary entrance and exit, the model for the initial plasma

electron density ne(z, r) can be written as:

ne(z, r) =


(
n0 − n0Rc

)
·
(

1− r2

R2
c

)
+ n0Rc if zentrance ≤ z ≤ zexit and r ≤ Rc

0 otherwise
(6.7)

where Rc is the radius of the plasma channel, n0 is the initial electron density at the

channel center (r = 0), n0Rc is the initial electron density at the channel boundary

(r = Rc) and zentrance, zexit are the longitudinal position of the channel entrance and

exit. In Fig.6.8 a), b), c) the effect of the radially parabolic profile is shown assuming a

decreasing channel radius (and thus an increasing radial density gradient), respectively

Rc = 500, 250, 125 µm. The reference case is a uniform density channel and an electron

bunch matched to that channel, i.e. the matched case described in Section 6.2. We recall

that the initial electron density on axis in that case was n0 =1016 cm−3. An increase in

the density at the channel boundary (n0Rc/n0 > 1) with respect to the initial density

on axis has a focusing effect, due to higher radial electric fields. Conversely a decrease

in the density from the axis (n0Rc/n0 < 1) has a defocusing effect.

In Fig. 6.8 a) it is shown that with Rc = 500 µm the oscillation amplitude changes in

1 cm are less than 0.02% with respect to the uniform density channel case if the initial

density at the plasma channel boundary decreases by 100% from the axis value. Instead,

with ratios n0Rc/n0 = 10, 30 the envelope oscillations amplitude can be maintained

nearly constant.

From Fig.6.8 b) it can be inferred that with Rc = 250 µm in 1 cm the oscillation

amplitude changes rise to a maximum of 0.1% with respect to the uniform density

channel case if the initial density at the plasma channel boundary decreases by 100%

from the axis value. Density ratios of order n0Rc/n0 = 10, 30 start to actually focus the

bunch during the propagation.

Finally, in Fig. 6.8 c) is shown that with Rc = 125 µm the maximum oscillation

amplitude changes arrive at a 0.35% level in 1 cm if the initial density at the plasma

channel boundary decreases by 100% from the axis value. A ratio n0Rc/n0 = 30 can

reduce by 1% the mean value of the bunch envelope in 1 cm.
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Channel profiles with radially increasing density could in principle be used to provide

an additional focusing of plasma-accelerated bunches.
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6.3 An acceleration example: two bunches case

As further example of Architect simulation with parameters of interest for SPARC LAB

facility a one-driver plus one-witness scenario is shown. The witness is injected at a

distance 0.5 λp (167 µm) from the driver. With a driver charge of 170 pC the on axis

peak accelerating field (Ez(r = 0)) in the witness region is of 3 GV/m and a theoretical

transformer ratio of R=3; the witness is instead 10 µm long and has a normalized emit-

tance of εn =1 mm-mrad and a total charge of 20 pC. Its transverse dimension has been

chosen as the matched one, σx =2.4 µm, using Eq.(6.5). The witness dimension is also

bound to be well accomodated in the bubble formed by the driver, to avoid interactions

with its edge. The witness in its longitudinal direction needs to be totally accommo-

dated in the accelerating half-λp region. With some simple considerations on the bubble

shape we might say that the rms witness length has to be smaller than λp/6, i.e. less

than 20 µm (for n0 =1016 cm−3).

The witness-bunch travelling distance is chosen equal to 6 cm, from Fig.6.9 a) we no-

tice the choice of a 6 cm long plasma permits an energy increase of 150% without loss

bunch transverse quality. The witness is well matched and betatron oscillations decay

reaching almost no amplitude towards the end of the travelling distance. The witness

well conserved transverse and longitudinal shape are well depicted, with its overall sur-

rounding environment, in Fig. 6.10. The transverse normalized emittance (Fig. 6.9 a))

does not have a significant degradation and reaches a maximum value of 1.1 mm-mrad

at 3.7 cm and since this point it remains constant. The energy spread, ∆γ/γ, Fig. 6.9

b), increases almost linearly from its nominal value of 0.1% to 9%, denoting an excessive

beam loading (Fig.6.11). From Fig. 6.9 a) we can estimate that the effective overall

accelerating field is 0.9 GV/m. Considering that the driver bunch loses a fourth of its

initial energy the effective energy transfer ratio from the driver to the witness (effective

transformer ratio) is 2.
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Figure 6.9: Witness-bunch integrated parameters in the case of one-driver of charge
170 pC and one-witness of charge 20 pC placed at 0.5 λp of distance. On panel a)
rms-σx and transverse normalized emittance εx. On panel b) the energy -right y-axis-
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6.4 Multibunch PWFA design

The first mechanisms of particle acceleration using the wake field behind a charged par-

ticle bunch were proposed for conventional RF accelerators [110, 111]. The maximum

energy gains dictated by the limit of 2 for the value of the Transformer Ratio obtainable

with symmetric bunches (see Section 3.4 and [77]) led to the study of driver shapes

allowing the attainment of higher values of the Transformer Ratio. In particular, driver

bunches with a ramped longitudinal shape were studied [112]. To overcome the difficul-

ties in the generation of such bunches, the use of train of bunches with a ramped peak

density envelope was proposed [78, 112, 113].

The use of a train of driving bunches was soon considered also by the plasma acceleration

community working on the PWFA [19–21, 79]. Although the idea of obtaining higher

accelerating fields increasing the number of drivers is appealing, its practical realization

presents both experimental and theoretical difficulties. From an experimental point of

view, any configuration of interest for a multiple driver scheme (found e.g. with a PIC

simulation) implies the need to properly shape the bunch train, i.e. control the distance

between the bunches and to transport them up to the injection point with the desired

characteristics.

The wakefields excited in PWFA, either in a one-driver-one-witness and in a multi-bunch

scheme, need to satisfy some requirements to obtain both high energy gains and high

witness bunch quality. To obtain high energy gains the maximum accelerating fields

must be sufficiently constant in time and smooth in their spatial profile, but also a good

value of the Transformer Ratio (see Section 3.4) is necessary for the drivers to have

a longer effective wake-excitation distance. High Transformer Ratio values imply low

decelerating fields slowing down the driver, thus a long distance before the drivers lose

their energy and a long distance in which the witness is subject to the accelerating fields.

The shape of the radial fields which influence the witness are the main factors which

influence its emittance evolution. Finally, it must be taken into account that the wit-

ness itself modifies the accelerating fields induced by the driver with its own wakefield.

This distorsion in the fields induced by the witness, called beam loading, determines the

final waveform of the accelerating field in the witness bunch position. Steep slopes in

the beam-loaded accelerating field felt by the witness cause high energy spread and a

growth of normalized emittance in the witness bunch. In a multibunch scheme the men-

tioned requirements must be satisfied by the total wakefields excited by drivers. Thus,
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the study of the wakefields induced by a train of bunches is essential in the design of a

multibunch PWFA experiment like COMB.

Some considerations on the initial accelerating wakefield magnitude and waveform can

be done using fluid 1D models with a rigid bunch approximation. These fluid models

are equivalent to that presented in Chapter 3. In linear regimes multiple driver config-

urations of interest can be found also analytically by studying the superposition of the

single bunches’ wakefields, treating them as rigid during the propagation and assuming

a rectangular charge density for each bunch [20, 21]. Since similar analytical calcula-

tions are less tractable with Gaussian charge densities, numerical integration allows to

empirically study the wakefield excitation mechanisms. With the assumption of rectan-

gular charge densities it can be shown that a resonant excitation of the wakefield can be

simply obtained with a train of bunches with the same charge, separated by a distance

of λp. In this configuration each bunch is placed on the decelerating phase of the wake

of the previous bunch and the wakefields add up linearly. Since in this scheme both

the peak accelerating field behind the drivers and the peak decelerating field inside the

drivers linearly add, the trailing bunches are subject to a higher decelerating wake with

respect to the previous drivers. Thus the energy transfer to the plasma waves is quicker

in the trailing bunches than in the first bunches. This multiple driver scheme would be

inefficient for the acceleration of a witness bunch. This inefficiency is quantified by the

Transformer Ratio, which in this configuration is near to unity. Since in linear regime the

plasma channel works as a monomodal accelerating cavity, the limit of 2 for the Trans-

former Ratio value for symmetric bunches holds also in PWFA, as shown in Section 3.4.

A train of equal bunches satisfies the assumptions of this theorem. Instead, a ramped

bunch train configuration, i.e. a sequence of bunches with ramped peak charge density,

could in principle obtain higher values of the Transformer Ratio. Multibunch configura-

tions with high values of the Transformer Ratio conversely achieve maximum gradients

smaller than those obtainable with simple resonant wakefield excitation [20, 21]. Be-

sides, as discussed in Section 5.5, the focusing fields of such configurations in the linear

regimes would be nonlinear with respect to the radial distance from the channel axis,

thus a witness bunch would expand and increase its emittance if subject to a wakefield

in linear regimes. High values of the Transformer Ratio in a multibunch configuration

potentially have high maximum energy gains, but do not guarantee a process of accel-

eration which maintains an acceptable witness quality.

The use of nonlinear regimes has the advantages of radially linear focusing fields and
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higher accelerating gradients, but the wakefields induced by Gaussian drivers cannot

be found without numerical integration, even in the 1D case and with the rigid bunch

assumption. Thus a high Transformer Ratio scheme must be found empirically (see

[21]). Attempting to follow the same technique used in the linear regime, each driver

should be injected in the accelerating phase of the preceeding driver wakefield, adjusting

the charge to have each driver experience a nearly constant decelerating field. Also the

distance between the drivers must be found empirically if the degree of nonlinearities

and thus the oscillation wavelengths change with each driver.

Although the Transformer Ratio gives some insight in the maximum energy gains of

PWFA, it does not take into account the deformation in the wakefields’ waveform in-

duced by the witness, i.e. the beam loading. Intuitively, if the particles with nearly same

initial energy in different parts of the witness are subject to different magnitudes of the

accelerating field, the final energy spread would be large. A witness bunch with length

much smaller than the spatial scales in which the accelerating field changes significantly

is subject to nearly the same field in each of its sections, minimizing the energy spread.

Since realization and controlling of such ultrashort witness bunches is experimentally

difficult, the problem of controlling the energy spread must be addressed through the

proper shaping and placing of the witness bunch. An optimum witness with respect

to beam loading would have a flat accelerating field profile along its length to keep the

energy spread under control during the acceleration. Studies on beam loading found

witness shapes with optimum beam loading properties in the linear regime [114] and in

the blowout regime [115, 116] using the quasi static approximation. The results found

in the non linear regime show good agreement with PIC simulations and hold also for

Gaussian bunches. There are no similar results in the weakly nonlinear regime, in which

the beam loading issue must be addressed empirically.

All the considerations above on the Transformer Ratio, the focusing fields and the beam

loading do not take into account the evolution of the drivers during the process of

wakefield excitation. The changes in the driver energy and shape influence the excited

wakefields and changes in the wakefields influence the stability of the acceleration pro-

cess.

To show the suitability of Architect to study multibunch schemes, the results of a simula-

tion with a non optimized three driver scheme are presented. The drivers’ dimensions at

the injection in the capillary are: rms-length σz = 35 µm, rms-spot-size σx = 4 µm. The

rms spot size corresponds to the matched beam transverse size corresponding to their
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normalized emittance εn = 3 mm-mrad, computed using Eq.(6.5). Such value of the

normalized emittance has been chosen to make the emittance pressure and the plasma

focusing force counterbalance each other, to induce an evolution of the drivers less sub-

ject to envelope oscillations which would spoil the witness quality through the oscillating

wakefields. The driver bunches charge has been set to the values Q = 30, 90, 150 pC

in order to have a peak charge densities with ratios 1, 3, 5 respectively. The distance

between the driver bunches has been set to 0.7 λp. The witness bunch, placed at a

distance 0.5 λp after the last driver, has charge Q = 20 pC and its rms-length σz = 8

µm has been chosen to fit in the bubble created by the last driver, while its rms-spot-size

σx = 2.4 µm has been chosen as the matched size, as for the drivers, corresponding to a

normalized emittance of εn = 1 mm-mrad. All the bunches are injected with relativistic

factor γ = 200 (Energy 100 MeV). For the sake of simplicity the plasma channel model

has been chosen to have sharp edge transitions from vacuum to an uniform background

density n0 =1016 cm−3. The mesh cell sizes of the simulation are ∆z = 1.16µm along z

and ∆r = 0.5µm along r; the integration timestep has been set to ∆t = 0.66 fs. The

plasma and beam density after the first driver has traveled a distance of 0.1 cm from

the capillary entrance are depicted in Fig. 6.12. The corresponding longitudinal electric

field on axis Ez is shown in the same Figure. The unloaded value of the Transformer

Ratio of the excited wakefields is 2. The witness evolution during the acceleration is

shown in Fig 6.13. From Fig. 6.13 a) it can be inferred a final normalized emittance

value of εx = 2 mm-mrad after 2.5 cm propagation in the plasma channel. From Fig.

6.13 b) it can be inferred an overall energy gain of ∆E = 15 MeV in 2 cm and an over-

all energy gain of ∆E = 20 MeV in 2.5 cm, corresponding to an average accelerating

gradient Ez = 800 MV/m, with an energy spread that grows from an injection value

∆γ/γ = 0.1% to the value ∆γ/γ = 1.7%. The parameters of the discussed multibunch

configuration were chosen in order to keep the final energy spread under 2% and the final

normalized emittance under 3 mm-mrad. A higher energy gain could be obtained empir-

ically adjusting the drivers charge and injection distance to obtain a higher accelerating

field. Such modification would probably decrease the resulting final witness quality. The

attainment of higher energy gains, keeping under control the witness quality needs more

investigation and parametric scans, which can be performed using Architect.
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density after a distance Z0 = 0.1 cm from the capillary entrance. Superimposed is the
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Conclusions

The aim of the thesis has been the development of techinques to efficiently study the

Plasma Wakefield Acceleration (PWFA) scheme, to provide tools for online investigation

and experimental result analysis. In Chapter 1 the plasma acceleration concept and its

potentials have been introduced. The PWFA scheme has been summarily described and

a brief review of the main experimental milestones has been given. The main techniques

and tools for electron PWFA theoretical and numerical studies have been reviewed. The

COMB experiment has been introduced. A brief summary on the foundations of the

most used kind of models for the study of multi particle systems, namely the kinetic

and fluid models, has been given in Chapter 2, with emphasis on their application to

plasma acceleration and PWFA in particular. The definition and the properties of the

main quality figures for accelerated beams have been reviewed. The use of a simple 1D

fluid model to study the wakefield excitation in PWFA has been discussed in Chapter

3. From this simple, relativistic, numerically integrable model many considerations

about the suitability of different plasma oscillations regimes for PWFA experiments, the

Transformer Ratio and the cold wave breaking limit can be derived. Transformer Ratio

maps have been obtained through the fluid model varying the bunch shapes (triangular,

ramped, Gaussian or rectangular), length and peak density. The high Transformer

Ratio values found in the case of a ramped driver suggests the use of such a shape

for PWFA experiments. A more feasible driver shape with the same properties with

respect to the Transformer Ratio is a driver beam composed by a train of electron

bunches with a ramped density profile. These properties are some of the main reasons

for which such a driver configuration will be used for the COMB experiment. In Chapter

4 the Particle in Cell (PIC) method has been reviewed; the comparison between the

semi-analytical fluid model treated in the previous Chapter and a 1D PIC code has

been shown. The purely phenomenological addition of a damping term in the fluid
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model improves its capability to catch the oscillation features up to the weakly nonlinear

regimes. Architect, a cylindrically symmetric, time-explicit hybrid kinetic-fluid code

for PWFA with high flexibility in the plasma channel definition has been presented in

Chapter 5. Its theoretical model has been discussed, as well as comparisons with the

3D full PIC code ALaDyn and the scaling of its simulation time varying the number

of beam particles. The hybrid model has been demonstrated to significantly reduce the

required simulation time with respect to fully kinetic simulations, making it suitable for

fast parametric scans and data analysis. The use of Architect hybrid model for quick

investigations has been proved to be suitable up to the weakly nonlinear regime, the

regime of interest for the COMB experiment. Applications of Architect for the COMB

experiment have been shown in Chapter 6: the study of beam matching conditions to

the plasma channel, the effects of linear density ramps at the channel entrance and

exit, the effect of radially parabolic density profiles and the study of two-bunch and

multi-bunch acceleration scenarios. The use of the envelope equations governing the

evolution of a driver bunch transverse size has been proved to accurately reproduce the

Architect results, provided that they are applied to the central driver slice. Both the

integration of envelope equations and Architect results showed that a linear ramp density

at the plasma channel entrance would spoil a matching condition computed assuming

a uniform plasma channel density. A linear density ramp at the plasma channel exit

has been shown to provide a focusing force on the beam exiting the channel. This

focusing could be used in the COMB experiment to keep under control the transverse

size of the beam exiting the plasma until it reaches the focusing magnets after the plasma

section. A parabolic plasma density profile with increasing density from the channel axis

can provide focusing to the bunches as well. Working points of interest for SPARC LAB

facility in two bunches and four bunches configurations have been found using Architect.

Future developments concerning the thesis topics include the analytical derivation from

kinetic models of the mentioned damping coefficient in the fluid model. At the moment

the damping term has only been derived empirically to phenomenologically account for

kinetic damping. The integration of a laser envelope model in Architect would make it

suitable to study the Laser Wakefield Acceleration scheme as well. The development of

a 3D version of Architect would allow to study the effect of asymmetries in the bunches,

and the use of a non-cold model would improve the accuracy in catching the shock-like

features of the nonlinear regimes. Further studies on the applicability of hybrid kinetic-

fluid models for PWFA like the one used by Architect or even more sophisticated will
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be possible on the basis of the discussed results. Finally, more systematic studies for the

COMB experiment will be possible through this quick accurate tool.



Appendix A

Plasma Parameters

A brief review of the main plasma parameters is reported. For a more detailed discussion

of their derivation and physical meaning refer to any plasma textbook, as [51, 52, 117].

Without loss of generality, if not otherwise specified, the derivation of these parameters

always assumes Z = 1.

A.1 Debye Length

Electric charges in plasmas tend to collectively screen perturbations to the global neu-

trality of the plasma. The order of magnitude of the screening distance is given by Debye

length λD. Such length can be estimated computing the equilibrium potential of a point

charge q placed in a initially neutral plasma. Denoting with ne and ni the electron and

ion densities, the electrostatic potential Φ can be found integrating Poisson equation:

∇2Φ(x) = − 1

ε0
[e(ni(x)− ne(x)) + qδ(x− xq)], (A.1)

where xq is the position of the charge q Assuming a vanishing potential at infinite

distance from the charge q, at equilibrium the electron and ion densities are given by

the Boltzmann distribution [117]:

ne(x) = ne0 exp

(
eΦ(x)

kBTe

)
, ni(x) = ni0 exp

(
−eΦ(x)

kBTi

)
, (A.2)
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where ne0 and ne0 are the electron and ion initial densities and Te and Ti are the electron

and ion equilibrium temperatures. The potential at distances where the electrostatic en-

ergy is much smaller than thermal energy, i.e. eΦ((x))� Te,i can be found substituting

Eqs.(A.2) in Eq.(A.1), expanding in series the electron and ion densities:

∇2Φ(x)− e
[
ne0

(
1 +

eΦ(x)

kBTe

)
− ni0

(
1− eΦ(x)

kBTi

)]
= − 1

ε0
[qδ(x− xq)]. (A.3)

Assuming initial neutrality, i.e. ne0 = ni0 = n0, Eq.(A.4) can be written as:

∇2Φ(x)− 1

λ2
D

Φ(x) = − 1

ε0
[qδ(x)], (A.4)

where the Debye length λD has been with

1

λ2
D

=
e2ne0
ε0kBTe

+
e2ni0
ε0kBTi

. (A.5)

In plasma acceleration cases Te � Ti, thus Debye length in Eq.(A.5) reduces to

λD =

√
ε0kBTe
e2n0

. (A.6)

Due to the spherical symmetry of the problem, the electrostatic potential is only function

of the distance r = ‖x−xq‖ from the charge q. Integrating the inhomogeneous Helmholtz

equation (A.4) assuming, as mentioned, vanishing potential at infinite distance from q

the screened potential of q is found:

Φ(r) =
q

4πε0r
e
− r
λD (A.7)

From Eq.(A.7) the Debye length can be inferred as the characteristic length beyond

which the potential of a perturbation in the charge neutrality is screened by the plasma.

Such screening does not occur if the studied ionized system of particles does not extend

for length scales � λD.

Quantitatively, the value of the Debye length (Eq.(A.6)) is given by

λD(m) ≈ 7.43

√
Te(eV)

n0(cm−3)
. (A.8)
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A.2 Plasma coupling parameter

The collective behaviour of a plasma can be quantified by the ratio of the mean thermal

energy and the mean electrostatic energy between two particles:

Λ =
kBT
e2

4πε0d

=
4πε0kBT

e2n1/3
, (A.9)

where d = n−1/3 is the mean inter-particle distance. In a plasma of average density

n, the average number of particles in a cube with side equal to the Debye length λD

(“Debye cube”) is given by N = nλD. Recalling the definition of the Debye length

(Eq.(A.6)), the plasma coupling parameter is related to N by

Λ = 4πN
2
3 . (A.10)

From Eq.(A.10) it can be inferred that when Λ� 1 the number of particles in a Debye

cube is low, the electrostatic energy between two particles is much greater than the

average thermal energy and the motion of a particle is stongly dependent on the nearest

particles’ motion. Since, in other words, in these systems the coupling between near

particles is strong, they are referred to as strongly coupled systems. On the contrary,

when Λ� 1 the Debye cube is much populated and collective behaviour dominates over

the binary electrostatic interaction, thus the system is referred to as weakly coupled.

A.3 Plasma frequency

Debye length quantifies a spatial scale for the response to a static perturbation to the

plasma neutrality. The time scale for the response to a perturbation of the neutrality of a

plasma is given by the electron plasma frequency ωp. A simple derivation of its expression

is obtained considering an initially uniform plasma with ion and electron density n0. The

ions are considered at rest in the timescales of interests for electron plasma oscillations.

If a sheet of electrons of surface S is displaced by a distance x�
√
S from its equilibrium

position, a positively charged sheet of equal size in its former position is formed. Both

the sheets contain a net charge with absolute value en0Sx. Between them an electric

field E = enx/ε0 is created by the charge unbalance. Assumig that the resulting field is

low enough not to accelerate electrons to relativistic velocities, the motion of an electron
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in this field is described by:

me
d2x

dt2
= −e

2n0x

ε0
(A.11)

In these hypotheses a harmonic variation of the electron sheet position (and thus of its

density) and self-consistently of the electric field is obtained:

d2x

dt2
+ ω2

px = 0 (A.12)

with the characteristic frequency of small amplitude electron oscillations in the plasma

ωp =

√
e2n0

meε0
. (A.13)

Plasma frequency constitutes the timescale at which the plasma responds to charge

perturbations. Collective oscillations in the studied plasma cannot be observed if the

observation time is smaller than ω−1
p .

Recalling the definition of electron temperature kBTe = 1
2mev

2
th, it can be inferred from

Eqs.(A.13, A.6) that average distance traveled by an electron at thermal speed vth in a

time interval equal to the inverse of the plasma frequency is the Debye length:

λD = vthω
−1
p . (A.14)

From the plasma frequency the plasma wavelength λp can be defined as the wavelength

of plasma small amplitude electron oscillations:

λp =
2πc

ωp
. (A.15)

Quantitatively, electron plasma frequency (Eq.(A.13)) and plasma wavelength (Eq.(A.15))

are given by

fp(Hz) = ωp/2π ≈ 8.98 · 103
√

n0(cm−3), λp(µm) =
3.3 · 1010√
n0(cm−3)

. (A.16)

As is shown in Sec. 3.2, when the perturbation in the plasma density is greater than the

initial plasma density, the electron velocities reach relativistic values, and their increased

inertia makes them oscillate at frequencies lower than the electron plasma frequency ωp.

A more formal derivation of the electron plasma frequency expression can be found con-

sidering Gauss law and the fluid equations for the electrons in a cold plasma. Since the
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plasma frequency is a natural electrostatic oscillation frequency for small perturbations

from the equilibrium, non-relativistic velocities must be assumed to derive its expression,

thus the needed equations can be cast in the form:

∂ne
∂t

+∇ · (neve) = 0

∂ve
∂t

+ ve · ∇ve = − e

me
E

∇ ·E = − e

ε0
(ne − ni).

(A.17)

Assuming again immobile ions in the timescales of interests for the searched oscillations,

initial neutrality and a uniform background density, the previous equations can be sim-

plified further linearizing them around the equilibrium configuration (ne ≈ ni = n0,

ve = 0, E = 0 ). Denoting with a subscript 1 the quantities at the first order of

perturbation, the first order perturbation equations derived from Eqs.(A.17) are [52]:

∂ne1
∂t

+ n0∇ · ve1 = 0

∂ve1
∂t

= − e

me
E1

∇ ·E1 = − e

ε0
ne1.

(A.18)

From Eqs.(A.19) the harmonic equations for the plasma electron density and velocities

at the first order of perturbation (which are predictive in the case of small perturbations

around the equilibrium) can be found:

∂2ne1
∂t2

+ ω2
pne1 = 0

∂2ve1
∂t2

+ ω2
pve1 = 0

∂2E1

∂t2
+ ω2

pE1 = 0.

(A.19)

A.4 Collision frequencies

In the plasmas of interest for this thesis work, the Coulomb collision frequencies are neg-

ligible with respect to the plasma frequency fp, as shown in Section A.5. In this section

an estimate of the highest collision frequency, i.e. the one referred to the electron-ion col-

lisions, is estimated. Due to the significant difference between the ion and the electron

mass (a ratio of at least 1840), in a fully ionized, non-relativistic plasma the highest
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collision frequencies are the ones referred to the collisions between the electrons and

the ions. Such electron-ion collision frequency νei can be estimated from Rutherford’s

scattering angle relation [118], treating the ion as it had infinite mass:

tan

(
θ

2

)
=

Ze2

4πε0mev2b
, (A.20)

where θ is the deflection angle, Z is the ion atomic number, me is the electron mass, v is

the incident electron velocity and b is the impact parameter (see Fig. A.1). In a plasma

θ

b0/2

b

cross-section πb0 
for large angle de!ections

2

θ = π/2 de!ection

annulus of area 2πb db 

Figure A.1: Rutherford scattering, highlighting the cross-section for large angle col-
lisions and the annulus corresponding to the impact parameter b.

the electron incident velocity is of the order of the thermal velocity. The same result

holds with the assumption of finite ion mass mi, provided that the electron mass and

velocity are substituted by the reduced mass ( memi
me+mi

) and the relative velocity of the

electron with respect to the ion. The deflection angle θ as well is defined in the center

of mass reference frame, which typically moves with the ion if the electron velocity is of

the same order of magnitude.

Defining the distance

b0 =
Ze2

4πε0
1
2mev2

, (A.21)

i.e. the distance at which the electrostatic interaction energy is equal to the electron

kinetic energy, Eq.(A.22) can be written as:

tan

(
θ

2

)
=
b0
2b
, (A.22)
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to highlight that the value b0/2 represents for the impact parameter b the threshold

beyond which the resulting deflection angles are θ ≤ π/2. Thus, the total cross-section

for large angle collisions, i.e. b ≤ b0, is the area of the circle with radius b0 (shown in

Fig. A.1):

σlarge angle = πb20; (A.23)

the area in which small angle collisions occur, i.e. b ≥ b0, is the area outside such circle.

The total cross-section for the deflection angle variance in a single collision is obtained

integrating the infinitesimal area of the annuli of radius b, weighted by θ2:

σsmall angle =

∫ ∞
b0

2πbθ2db. (A.24)

For small angle collisions Eq.(A.22) yields the relation θ = b0/b, which allows to write

the integral in Eq.(A.24) as:

σsmall angle =

∫ ∞
b0

2π
b20
b
db. (A.25)

The integral in Eq.(A.26) diverges. A more realistic result for the collisions in a plasma

can be obtained taking into account that in the ion field beyond a Debye length λD

from the ion position would be screened by the other charges (see Section A.1). Thus

for a simple estimate λD can be chosen as the upper limit of the integral in Eq.(A.26),

yielding

σsmall angle =

∫ λD

b0

2π
b20
b
db = 2πb20 ln

(
λD
b0

)
= 8 ln

(
λD
b0

)
σlarge angle. (A.26)

Thus, small angle collisions are much more frequent than large angle collisions if λD �

b0. In the case of a hydrogen plasma (Z = 1) with ion density n0, using the expres-

sion for the electron thermal velocity v =
√
kBTe/me

1 and Eqs.(A.21, A.6) the rela-

tion b0 = 1/2n0λ
2
D. Thus the condition to have a large argument in the logarithm of

Eq.(A.26) reduces to n0λ
3
D � 1, i.e. a large number of particles N in the Debye cube

(see Section A.2). Thus in a weakly coupled plasma small angle collisions are much

more frequent than large angle collisions. The logarithm in Eq.(A.26), also called the

Coulomb logarithm, makes the order of magnitude of σsmall angle weakly dependent on

the ion atomic number2, the density and the temperature. The choice of the impact

1valid for a Maxwellian distribution of the electron velocities.
2With Z > 1 the small angle collisions would be even more frequent.
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parameter threshold b0 for small angle deflections as well does not significantly influence

the order of magnitude of the small angle deflection cross-section.

The significantly higher frequency of the small angle deflections implies that the total

angle deflection to which an electron is subject results mainly by the cumulative effect

of small angle deflections. Since the impact parameter and the incident impact angle

at each collision can be considered random, on average the total deflection angle 〈θ〉 is

zero. Thus the variance of the total deflection angle 〈θ2〉total for small angle deflections

can be used to define the collision frequency as the inverse of the time required to have

〈θ2〉total = 1, i.e. a total deflection angle variance equal to unity. Since the considered

collision deflection angles can be considered uncorrelated, the variance of the single col-

lision deflection angles add up in the total deflection angle variance. The total deflection

angle variance is thus the product of the flux of particles relative to the electron and the

cross-section of small angle collisions. An electron moving with velocity v in a plasma

of density n0 is subject to a relative flux of particles per unit time n0v. The collision

frequency is thus found by the equality

1 = 〈θ2〉total =
1

νei
n0v σsmall angle. (A.27)

Finally, using Eqs.(A.27, A.21, A.6) and the relation v =
√
kBTe/me for the thermal

velocity, the electron-ion collision frequency is given by

νei = 2πb20n0v ln

(
λD
b0

)
=

2

π

Z2e4n0

ε0m
1/2
e (kBTe)

3/2
ln

(
λD
b0

)
. (A.28)

Quantitatively, the electron-ion collision frequency in Eq.(A.29) is given by

νei(Hz) = 2.91 · 10−6Z
2n0(cm−3)

Te(eV)
ln

(
λD
b0

)
. (A.29)

The calculation of the electron-electron, ion-ion and ion-electron collision frequencies,

which requires a more sophisticated statistical treatment that takes into account the

motion of the center of mass of the single collisions, can be found in [119]. The result

of this calculation is that the electron-ion collision frequency is the highest of such

frequencies. In a relativistic plasma as well the collision frequencies involving relativistic

particles are smaller than the non-relativistic electron-ion collision frequency. This can

be explained heuristically by the high relativistic γ factor, which increases the electron

momentum and thus decreases the deflection angle at each collision. A formal derivation
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of this result can be found in [120].

A.5 Plasma parameters in the COMB experiment

Tentative parameters for the hydrogen (Z = 1) plasma channel in the COMB experiment

(see Section 6.1) are:

n0 = 1016 cm−3,

Te = 4 eV,

(A.30)

from which the corresponding parameters defined in Sections A.1, A.2, A.3, A.4 can be

computed, yielding:

λD = 0.15µm,

Λ = 2 · 105,

fp = 0.9 THz,

ωp = 5.65 Trad/s,

λp = 334µm,

νei = 88.7 GHz. (A.31)



Appendix B

Numerical methods for PIC codes

The numerical techniques used in Architect for the particle advance in the phase space

(“Boris pusher”) and the electromagnetic field advance in time (Finite Difference Time

Domain) are briefly reviewed with no presumption of completeness in the discussion of

their derivation and accuracy. More details can be found in [35, 82, 84].

B.1 Boris particle pusher

The leapfrog scheme with Boris’ method to perform the rotation of the macroparticle

momentum vector in the relativistic case is briefly recalled, following [35, 82]. The

equation of motion integrated by the particle mover routine is:

du

dt
=

qs
msc

[E + βc×B] , (B.1)

where u = β(1 − ‖β‖2)−
1
2 is the normalized momentum of the macroparticle, qs and

ms are the charge and the mass of the macroparticle of species s. The fields E and B

acting on the macroparticle are extrapolated from the grid, as described in Sec. 4.1.2.

The time steps will be denoted in the following by the index n.

For the sake of simplicity the leapfrog scheme to integrate Eq.(B.1) with B = 0 is first

discussed. The positions and the momenta are sampled with a temporal staggering of
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∆t/2. The integration scheme will be then given by:

un+1 = un−1 +
qs
msc

En+1/2 ∆t

2

γn+1 =
√

1 + ‖un+1‖2

xn+1/2 = xn−1/2 +
un+1

γn+1
∆t.

(B.2)

The scheme introduces an error scaling as ∆t3. To account for both the speed change due

to the electric field and the rotation due to a magnetic field B 6= 0, the leapfrog scheme

is modified as first proposed by Boris in [82]. The normalized momentum changed by

the electric field in half time timestep is defined as

u− = un +
qs
msc

En+1/2 ∆t

2
, (B.3)

then it is rotated by means of the magnetic field, obtaining the rotated momentum

vector u+, i.e.

u′ = u− + u− × t

u+ = u− + u′ × s,
(B.4)

where

t =
qs
ms

Bn+1/2∆t

2γn+1/2

s =
2t

(1 + ‖t‖2)

γn+1/2 =
√

1 + ‖u−‖2.

(B.5)

Since in the FDTD scheme the evolved fields are typically staggered by half a timestep

(see Sec. B.2), the magnetic field in the previous equations defined at the timestep

n+ 1/2 must be interpolated between its values at timesteps n and n+ 1. The previous

scheme constitutes Boris method, which conserves momentum and rotates its vector by

an angle of θ = −2 arctan
(
qs
ms

‖Bn+1/2‖∆t
2γn+1/2

)
around the magnetic field axis with an error

in θ scaling as ∆t3.
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The rotated momentum u+ is finally accelerated in a half timestep, and the macropar-

ticle position x can be advanced as in the leapfrog scheme:

un+1 = u+ +
qs
msc

En+1/2 ∆t

2

γn+1 =
√

1 + ‖un+1‖2

xn+1/2 = xn−1/2 +
un+1

γn+1
∆t.

(B.6)

B.2 Finite Difference Time Domain scheme

One of the most widely used explicit schemes to solve Maxwell equations in PIC codes is

the Finite Difference Time Domain (FDTD) scheme [35, 84]. The electromagnetic fields

are advanced in time discretizing Maxwell equations, put in the evolution equation form:

∂B

∂t
= −∇×E

∂E

∂t
= c2∇×B− 1

ε0
J.

(B.7)

The divergence equations given by

∇ ·B = 0

∇ ·E =
ρ

ε0

(B.8)

are initial conditions on the fields which hold also at t > 0, provided that continuity

equation holds:

∇ · J = −∂ρ
∂t
. (B.9)

This can be proven deriving with respect of time Eqs.(B.8).

For the sake of simplicity the FDTD scheme equations and the corresponding grid in

the following are referred to a cartesian reference system. The fields and the sources are

physically positioned in a cell pattern called the Yee cell (see Fig. B.1). Electric and

magnetic fields are staggered by half mesh interval. Electric fields lie in the middle of the

cell edges, while the magnetic fields lie on the center of the cell faces. The centering of

the current densities is the same of the electric fields. The fields are staggered also with

respect of time, by a half timestep, as in a leapfrog scheme involving the electromagnetic

fields. With this choice the scheme is second order accurate with respect of time and
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space. The time centering of the current densities is the same of the magnetic fields (see

Fig. B.2). With this distribution of the fields and the sources on the Yee cell, Eqs.(B.7)

Figure B.1: Yee lattice cell in FDTD method.

Figure B.2: Time centering of the quantities in the FDTD method. Note that the
electric fields and the magnetic fields lie on staggered timesteps.

can be discretized using the finite differences in central form. Denoting the value of a

quantity f at position and time (i∆x, j∆y, k∆z, n∆t) with fni,j,k, where ∆x, ∆y, ∆z

and ∆t as spatial mesh cell sizes and integration timestep, the involved derivatives are
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approximated up to the first order by:(
∂f

∂t

)n
i,j,k

≈ 1

∆t

(
f
n+1/2
i,j,k − fn−1/2

i,j,k

)
,(

∂f

∂x

)n
i,j,k

≈ 1

∆x

(
fni+1/2,j,k − f

n
i−1/2,j,k

)
,(

∂f

∂y

)n
i,j,k

≈ 1

∆y

(
fni,j+1/2,k − f

n
i,j−1/2,k

)
,(

∂f

∂z

)n
i,j,k

≈ 1

∆z

(
fni,j,k+1/2 − f

n
i,j,k−1/2

)
.

(B.10)

Thus Maxwell equations are discretized as:

E
n+1/2
xi+1/2,j,k

− En−1/2
xi+1/2,j,k

∆t
= c2

[
Bn

zi+1/2,j+1/2,k
−Bn

zi+1/2,j−1/2,k

∆y
−
Bn

yi+1/2,j,k+1/2
−Bn

yi+1/2,j,k−1/2

∆z

]
+

−
Jn
zi+1/2,j,k

ε0

E
n+1/2
yi,j+1/2,k

− En−1/2
xi,j+1/2,k

∆t
= c2

[
Bn

xi,j+1/2,k+1/2
−Bn

xi,j−1/2,k−1/2

∆z
−
Bn

zi+1/2,j+1/2,k
−Bn

yi−1/2,j+1/2,k

∆x

]
+

−
Jn
yi,j+1/2,k

ε0

E
n+1/2
zi,j,k+1/2

− En−1/2
zi,j,k+1/2

∆t
= c2

[
Bn

yi+1/2,j,k+1/2
−Bn

yi−1/2,j,k+1/2

∆x
−
Bn

zi,j+1/2,k+1/2
−Bn

xi,j−1/2,k+1/2

∆y

]
+

−
Jn
zi,j,k+1/2

ε0

(B.11)

Bn+1
xi,j+1/2,k+1/2

−Bn−1
xi,j+1/2,k+1/2

∆t
= −

[
E

n+1/1
zi,j+1,k+1/2

− En+1/2
zi,j−1,k+1/2

∆y
−
E

n+1/2
yi,j+1/2,k+1

− En+1/2
yi,j+1/2,k−1

∆z

]
Bn+1

yi+1/2,j,k+1/2
−Bn−1

xi+1/2,j,k+1/2

∆t
= −

[
E

n+1/2
xi+1/2,j,k+1

− En+1/2
xi+1/2,j,k−1

∆z
−
E

n+1/2
zi+1,j,k+1/2

− En+1/2
yi−1,j,k+1/2

∆x

]
Bn+1

zi+1/2,j+1/2,k
−Bn−1

zi+1/2,j+1/2,k

∆t
= −

[
E

n+1/2
yi+1,j+1/2,k

− En+1/2
yi−1,j+1/2,k

∆x
−
E

n+1/2
zi+1/2,j+1,k

− En+1/2
xi+1/2,j−1,k

∆y

]
(B.12)

Using Eqs.(B.11) the electric fields at timestep n+ 1/2 can be found from the value of

the electric field at timestep n − 1/2 and the value of the magnetic fields and of the

current densities at timestep n. Then, using Eqs.(B.12), the magnetic fields at timestep

n+1 can be found from the value of the magnetic field at timestep n−1 and the value of

the electric fields at timestep n+ 1/2. In a PIC code also the self-consistent evolution of

the current densities under the effect of the electromagnetic fields is taken into account.
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The Courant-Friedrichs-Lewy condition for the stability of the scheme is

c∆t <
1√

1
∆x2

+ 1
∆y2

+ 1
∆z2

. (B.13)



Appendix C

Architect equations and

computational mesh

The Architect code equations and centering of the physical quantities on its mesh are

reported for reader’s convenience.

C.1 Architect equations

The full set of Architect equations is reported:

– The macroparticles equations of motion:

dpp

dt
= −e(E + βpc×B),

dxp

dt
= βpc, (C.1)

where the total derivatives are Lagrangian derivatives and xp, pp, βpc are the

particle p position , momentum and velocity respectively.
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– The relativistic cold fluid equations [53] for the plasma electron background, i.e.

mass conservation and momentum conservation equations:

∂ne
∂t

+∇ · (βec ne) = 0,

∂pe
∂t

+ βec · ∇pe = −e(E + βec×B),

(C.2)

where ne is the electron fluid density, βec the electron fluid velocity, pe the electron

fluid momentum.

– The electromagnetic field evolution equations, i.e. Faraday’s Law and Ampère-

Maxwell’s Law respectively:

∂B

∂t
= −∇×E

∂E

∂t
= eµ0c

3 (neβe + nbβb) + c2∇×B, (C.3)

where nb is the electron beam density, βbc the electron beam velocity.

The following adimensional quantities are defined in Architect:

x̃ = x · ωp
c
,

t̃ = t · ωp,

ñ = n · 1

n0
,

p̃ = p · 1

mec
,

Ẽ = E · e

meωpc
,

B̃ = B · e

meωpc2
, (C.4)

where x denotes a generic length, t time, p a generic momentum, n a generic density,

n0 the initial plasma equilibrium density, e the electron charge, me the electron mass

and ωp =
√
e2n0/meε0 the plasma frequency. Using Eqs.(C.4) the code Equations (C.1,
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C.2, C.3) can be written in adimensional form:

dp̃p

dt̃
= −(Ẽ + βp × B̃),

dx̃p

dt̃
= βp

∂ñe

∂t̃
+ ∇̃ · (βe ñe) = 0,

∂p̃e

∂t̃
+ βe · ∇̃p̃e = −(Ẽ + βe × B̃),

∂B̃

∂t̃
= −∇̃ × Ẽ

∂Ẽ

∂t̃
= (ñeβe + ñbβb) + ∇̃ × B̃. (C.5)

The details of their integration and the code loop are discussed in Chapter 5.

C.2 Architect mesh

The centering of the physical quantities in Architect is depicted in Fig. C.1, with their

indices shown on the mesh. The grid is defined on a r − z reference system follwing

the electron beam, which travels in the z direction. The electromagnetic quantities are

centered as in the FDTD method (see Appendix B and [84]), with the electric field on

the Yee cell edge and the magnetic field cell centered. The fluid quantities (denoted by

f in the Figure), i.e. momentum pe, velocity βe, number density ne, are cell centered.

The hydrodynamic mesh is shifted by a quantity ∆r in the r direction with respect to

the electromagnetic mesh.
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Figure C.1: Centering of the physical quantities in Architect, highlighting the indices
used. The generic fluid quantities, i.e. momentum, velocity and number density are
denoted with f .
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