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Abstract

At the European Council for Nuclear Research (CERN) two projects call for an
upgrade of the laboratory particle accelerators to find new physics results: the
High-Luminosity Large Hadron Collider (HL-LHC) and the LHC Injection Upgrade
(LIU). In this context, beam characteristics such as intensity and stored energy will
be doubled. Some of the current accelerator components cannot safely perform their
main tasks with these new conditions. As an example, it was demonstrated that the
majority of the devices responsible for partially or totally absorbing the beam, the
so-called beam intercepting devices (BIDs), have to be redesigned to face the new
challenging scenario. These devices, because of their specific functional requirements,
usually, have strong electromagnetic interaction with the beam, i.e. high impedance.
They are among the strongest impedance sources in the CERN accelerators. Devices
with high impedance could generate beam instabilities or they could be overheated
because of RF-heating. Thus, at CERN, an impedance minimization campaign for
the new BIDs was started, and this thesis reports the results of the campaign. In
particular, the manuscript analyzes the impedance of LIU and HL-LHC devices
via simulations and measurements. It defines a series of guidelines for minimizing
the device impedance and shows examples of the successful application of these
guidelines. Furthermore, the impedance induced heating thermo-mechanical effects
are also discussed, a new method to simulate them is developed and successfully
benchmarked against experimental data. Finally, the manuscript tackles the problem
of determining the wakefield and the impedance induced heating of two counter-
rotating beams passing in the same vacuum chamber. On this topic, some extensions
to the present theory are reported.






vii
3D Interactive Figures

This thesis uses 3D interactive figures to allow a better understanding of the 3D
CAD model used. An example of 3D interactive figure is shown in Fig. If the
image does not appear interactive, please enable this function (it may be requested to
trust the document first) and click on it. In order to correctly open and manipulate
the 3D interactive figures, a recent version of |/Adobe Reader|is recommended. This
paragraph is a brief guide on how to handle interactive figures using Adobe Reader.

The author wants to specify that the use of the interactive 3D images is not
crucial for understanding the messages of the manuscript, however, it could help.

There are several possible operations to navigate an interactive figure. In this
section the main ones are reported. The interested reader can refer to the Adobe
Website for further instructions [I]. Once the interactivity is enabled, right clicking
the image opens the navigation menu, where the most important entries are "Tools"
and "Viewing Options". The former, with the commands "Rotate", "Pan" and
"Zoom", allows to interact with the images. In the "Tools" entry there is also the
"3D Measurements Tools" to measure lengths and angles directly on the 3D images.
The results of the measurements are reported in "model units", in the context of this
thesis this means millimeters for lengths and degrees for angles. The important entry
in the "Viewing Options" is the "Cross Section Properties" one. Indeed, clicking on
this entry and ticking "Enable Cross Section” in the window that appears, one can
create a section cut in the figure. It is also recommended to tick the "Add Section
Caps" entry in "Display Setting". Finally, in the submenu "Position and Orientation”,
the entry "Offset" controls the motion of the section cut. Before continuing in the
reading, the author invites the reader to familiarise with the commands to navigate
3D images. At the end of every section where a specific device is discussed, a
simplified 3D interactive CAD model of the device is reported.

Figure 0.1. Example of a 3D interactive figure. If the figure does not appear interactive,
please enable this function and click on the figure or use a recent version of Adobe
Reader.




var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton0'){ocgs[i].state=false;}}


////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012, Michail Vidiassov, John C. Bowman, Alexander Grahn
//
// asylabels.js
//
// version 20120912
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript to be used with media9.sty (option `add3Djscript') for
// Asymptote generated PRC files
//
// adds billboard behaviour to text labels in Asymptote PRC files so that
// they always face the camera under 3D rotation.
//
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License, either version 1.3
// of this license or (at your option) any later version.
// The latest version of this license is in
//   http://www.latex-project.org/lppl.txt
// and version 1.3 or later is part of all distributions of LaTeX
// version 2005/12/01 or later.
//
// This work has the LPPL maintenance status `maintained'.
// 
// The Current Maintainer of this work is A. Grahn.
//
////////////////////////////////////////////////////////////////////////////////

var bbnodes=new Array(); // billboard meshes
var bbtrans=new Array(); // billboard transforms

function fulltransform(mesh) 
{ 
  var t=new Matrix4x4(mesh.transform); 
  if(mesh.parent.name != "") { 
    var parentTransform=fulltransform(mesh.parent); 
    t.multiplyInPlace(parentTransform); 
    return t; 
  } else
    return t; 
} 

// find all text labels in the scene and determine pivoting points
var nodes=scene.nodes;
var nodescount=nodes.count;
var third=1.0/3.0;
for(var i=0; i < nodescount; i++) {
  var node=nodes.getByIndex(i); 
  var name=node.name;
  var end=name.lastIndexOf(".")-1;
  if(end > 0) {
    if(name.charAt(end) == "\001") {
      var start=name.lastIndexOf("-")+1;
      if(end > start) {
        node.name=name.substr(0,start-1);
        var nodeMatrix=fulltransform(node.parent);
        var c=nodeMatrix.translation; // position
        var d=Math.pow(Math.abs(nodeMatrix.determinant),third); // scale
        bbnodes.push(node);
        bbtrans.push(Matrix4x4().scale(d,d,d).translate(c).multiply(nodeMatrix.inverse));
      }
    }
  }
}

var camera=scene.cameras.getByIndex(0); 
var zero=new Vector3(0,0,0);
var bbcount=bbnodes.length;

// event handler to maintain camera-facing text labels
billboardHandler=new RenderEventHandler();
billboardHandler.onEvent=function(event)
{
  var T=new Matrix4x4();
  T.setView(zero,camera.position.subtract(camera.targetPosition),
            camera.up.subtract(camera.position));

  for(var j=0; j < bbcount; j++)
    bbnodes[j].transform.set(T.multiply(bbtrans[j]));
  runtime.refresh(); 
}
runtime.addEventHandler(billboardHandler);

runtime.refresh();
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Chapter 1

Introduction

Particle accelerators are one of the most versatile instruments ever designed by
physicist. Their birth and developments have been connected with the major
achievements and results obtained in particle and nuclear physics, from the first
artificial atomic nucleus splitting performed in 1932 by a Cockcroft-Walton accelerator
[2] to the discovery of the Higgs boson in 2012 by the experiments of the Large
Hadron Collider (LHC) at CERN (Conseil Européenne pour la Recherche Nucléaire).

Accelerator technology has spread in a huge variety of sectors and fields [3]. In
biology and chemistry accelerators are essential tools to study molecular structures
or to perform sensitive trace element analysis. Cosmology and astrophysics take
advantages from the accelerator capability of reproducing phenomena happening
in extreme environments, as the nucleo-synthesis, the process through which stars
produce their energy, or generation of quark-gluon plasma.

Further, the possibility of producing beam of accelerated particles is exploited
also in industry: ion implantation by accelerated beam is used in electronics to
precisely dope semiconductors and in automotive, space and aeronautical industry
to modify the surface properties of metals. Moreover, the accelerators capability of
generating radiation of tunable intensity, the so-called synchrotron radiation, has
dramatically increased the possibility of application of such machines. Indeed, the
radiation can be used to preserve food, dispose of dangerous and noxious waste and
polymerize plastic.

However, the accelerator forefront machines are, still nowadays, used almost
exclusively for fundamental research due to their huge cost and to the enormous
effort to keep them operational.

The world biggest particle accelerator at the writing time is the LHC [4], about
27 km of circumference, located at the CERN laboratories. It accelerates protons
at energies up to 7 TeV. It is a circular collider machine, i.e. two counter-rotating
particle beams run, separately, in the machine to collide each other in four interaction
points. At each interaction point is located an experiment ALICE [5], ATLAS [6],
CMS [7] and LHCD [8]. The scope of the LHC is to provide high energy particle
beam collisions to its experiments.

Before being injected in the LHC, particles are previously accelerated by other
machines at CERN, i.e. the LHC injection chain. A schematic of the CERN
accelerators and experiments is reported in Fig.



2 1. Introduction

1.1 Scope and Structure of the Chapter

The thesis work has been performed at CERN. In this manuscript beam coupling
impedance optimization for beam intercepting devices to be installed in the CERN
machines is discussed.

This chapter has the aim of introducing the CERN accelerator complex. It
presents the two ongoing projects to increase the performance of the accelerator
complex and, in this context, the chapter explains the motivations of the work done
for this Ph.D. thesis. Furthermore, the chapter briefly describes what is a beam
intercepting device, what is the impedance and why it has to be minimized. Finally,
it gives an overview of the manuscript organization.

1.2 CERN: Conseil Européen Pour la Recherche Nu-
cléaire

The European Organization for Nuclear Research, best known as CERN (Conseil
Européen Pour la Recherche Nucléaire), is the organization that operates the largest
particle physics laboratory in the world. It was Established in 1954, it is located
in the suburb of Geneva (Switzerland) and, at the writing time, it has 23 member
states, 2,667 scientific, technical, and administrative staff members, 839 fellows, 1245
among students and trainees and hosts about 13,000 users [9].

The CERN scope is to provide the particle accelerators needed for high-energy
physics research to the numerous experiments that have been constructed at CERN,
e.g. ATLAS [6], CMS [7], ALICE [5], LHCD [§], AWAKE [10], AD [11], n_ ToF [12],
HiRadMat [I3] and many others. This is done thanks to the CERN accelerator
chain, shown in Fig. Protons are first accelerated in the LINAC4 (in 2020
LINAC2 will be replaced by LINAC4), subsequently, they go trough the Proton
Syncrotron Booster (PSB), the Proton Syncrotron (PS) and the Super Proton
Syncrotron (SPS) to end up into the Large Hadron Collider (LHC). The LINAC4,
the Proton Syncrotron Booster (PSB), the Proton Syncrotron (PS) and the Super
Proton Syncrotron (SPS) form the already mentioned LHC injection chain. During
the transit in each accelerator of the CERN complex the beam characteristics change,
in particular, the beam energy is increased up to 7 TeV per nucleon in the LHC [14].

Currently, two projects are ongoing to increase the performance of the CERN
complex; they are the High Luminosity Large Hadron Collider project (HL-LHC)
[16] and the LHC Injection Upgrade project (LIU) [17].

1.3 The HL-LHC Project

When two beams in a collider intersect their trajectories at the interaction points,
the beam particles can collide. Every collision between a couple of particles can
generate events that can be observed by the experiment detectors. Every event is
characterised by a cross section 0y, i.e. the probability of the event to happen starting
from the given collision energy. A statistically sufficient amount of interesting events
have to be observed to announce a discovery. The number of events per unit time
that a collider can generate, d\/dt, is [1§]:
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The CERN accelerator complex
Complexe des accélérateurs du CERN
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HiRadMat - High-Radiation to Materials

Figure 1.1. CERN accelerator and experiments complex in 2019, courtesy of Mobs [15].

dN

dt

In Eq. L is called the instantaneous luminosity. The cross section does not
depend on the particle beam characteristics but it is only a function of the particular
event and of the colliding particles energy. On the contrary, the instantaneous
luminosity £ depends exclusively on the particle beam characteristics that an
accelerator can provide. This means that, if one wants to increase the number of
events per unit time at fixed energy, since the event cross section cannot be changed,
one has to increase the instantaneous luminosity. For two bunched beams with

identical Gaussian profile colliding heads-on, the instantaneous luminosity can be
calculated as [I8]:

= Lop. (1.1)

2
_ Nb forn
drooy

L F, (1.2)
where N, is the number of particles per bunch, n; is the number of bunches per
beam, fy is the revolution frequency of the particles around the circular accelerator,
o, and o, are the transverse r.m.s. beam sizes and F’ is the geometric luminosity
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Table 1.1. LHC nominal beam paramenters and HL-LHC nominal beam parameters for
proton collision [16].

Parameter LHC HL-LHC

Energy per Nucleon [TeV] 7 7

Number of Bunches 2808 2748

Particles per Bunch [10!! ppb] 1.15 2.20

Beam intensity [101* p 3.23 6.05

Maximum Instantaneous Luminosity [103* cm™2s7!] 1 5
Maximum Beam Stored Energy [MJ] 362 678

reduction factor (it takes into account the crossing angles of the beams trajectories
at the interaction points).

The current LHC nominal instantaneous luminosity is £ = 103* em~2s~! [I6].
One of the main goals of the HL-LHC project is to increase this instantaneous
luminosity by a factor 5. This is planned to be done by a dedicated upgrade of the
machine that will transform LHC into HL-LHC and foresees, among others, the
following points:

e The beam intensity, i.e. the total number of particles in the beam, will be
approximately doubled.

e A new optics has been proposed. It allows to reduce the transverse beam
dimensions (o, and o) at the interaction points [19].

e The use of special cavities, so called crab cavities, will increase the geometric
factor F' [20].

In table some of the beam parameters for the current LHC and for the future
HL-LHC are shown. Of particular importance for this thesis is the beam intensity
and the maximum beam stored energy, both will be doubled in the HL-LHC.

1.4 The LIU Project

As already said, the particles, before being injected in the LHC, are accelerated in
the LHC injectors chain. This is true also for the HL-LHC, which will rely on the
same injection accelerators. However, the current LHC injection chain cannot deliver
the beam with the characteristics required by HL-LHC. Thus, the LHC Injection
Upgrade project (LIU) was launched. The main goal of this project is to upgrade
the LHC injection chain to make the injectors capable of reliably delivering the
beams required by the HL-LHC. The project covers LINAC4 and the upgrades of the
PS-Booster (PSB), the Proton Synchrotron (PS) and the Super Proton Synchrotron
(SPS).

With the LIU projects, several changes are introduced on the beam parameters
of the injectors accelerators, they are reported in Fig. As can be seen from the
figure, also for the injectors the beam intensity will increase of a factor two (the
number of bunches in the accelerators does not change but the number of protons
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August 25, 2017 — Beam parameters at injection of each accelerator
PSB (H™ injection from Linac4)
N (10" p)  epy (um)  E (GeV) €. (eVs) B (ns) 6p/po (107%) AQaz,y

Aehioveq  Standard  17.73 2.14 0.05 1.0 1100 2.4 (0.51, 0.59)
ceve BCMS 8.48 1.15 0.05 0.9 1000 2.2 (0.46, 0.56)
L1U targey Standard 3421 172 0.16 14 650 1.8 (0.58, 0.69)
et poMs 17.11 1.36 0.16 1.4 650 1.8 (0.35, 0.43)
PS (Standard: 4b+2b — BCMS: 2x 4b)
N (10" p/b) cry (um) E (GeV) . (Vs/b) By (ns) dp/po (107 AQu,
Achioveq  Standard 16.84 2.25 14 1.2 180 0.9 (0.25, 0.30)
cueved  pems 8.05 1.20 1.4 0.9 150 0.8 (0.24, 0.31)
LIU tareey Standard 32.50 1.80 2.0 3.00 205 L5 (0.18, 0.30)
8 BoMs 16.25 1.43 2.0 1.48 135 1.1 (0.20, 0.31)
SPS (Standard: 4 x 72b - BCMS: 5 x 48b)
N (10" p/b) ay (um) p(GeV/e) e (Vs/b)  Bu(ns)  dp/m (107°)  AQu,
Aehioveq | Standard 1.33 2.36 26 035 40 (3.0) 09 (L5)  (0.05,0.07)
cueve BCMS 1.27 1.27 26 035  40(3.0) 09 (L5  (0.07,0.12)
LIU targep Standard 257 1.89 26 035 40 (3.0) 09 (L5)  (0.10,0.17)
8 BoMs 2.57 1.50 26 035  40(3.0) 09(L5)  (0.12,021)
LHC (~10 injections)
N (10* p/b)  exy (um) p (GeV/e) e (eVs/b) Bl (ns) bunches/train
Achioveq | Standard 1.20 2.60 150 0.47 (0.48) 1.65 (1.21) 288
ceve BCMS 1.15 1.39 450 0.40 (0.41) 1.50 (1.13) 96
LIU targer  Standard 2.32 2.08 150 0.56 (0.58) 1.65 (1.24) 288
e BoMS 2.32 1.65 450 0.56 (0.58) 1.65 (1.24) 240

PSB, PS — Longitudinal emittance and bunch length are values from tomo-
scope (matched area and foot tangent). Momentum spread is rms value

SPS, LHC — Longitudinal emittance €, (20), momentum spread dp/pg (10),
bunch length B; (40). Values are given at first turn and after filamenta-
tion (in parentheses). Present voltages are Vgpg inj=4 MV, Vgpg ext=7 MV,
Vinc,inj=6 MV. Future voltage values are Vgpg inj=4 MV, Vgpg ext=10 MV,
VLHC,inj=8 MV. 800 MHz voltage in SPS is assumed 1/10 of the 200 MHz volt-
age value. Longitudinal emittances at SPS injection and after filamentation are
the same because they are measured with different conventions

Figure 1.2. Current injection beam parameters and LIU targets for protons, courtesy of
the LIU collaboration [21].

per bunch, N, doubles). This will automatically translate in a doubling of the total
beam stored energy.

1.5 HL-LHC and LIU Implications for Beam Intercept-
ing Devices

1.5.1 Beam Intercepting Devices and Beam Stored Energy

As it was shown in the two previous sections, with the HL-LHC and the LIU projects
the proton beams that will circulate in the CERN accelerator complex will have a
double intensity and a double total stored energy if compared with the beams that
were running in the previous CERN operational period.

This situation could have harmful consequences [22] for some of the devices
installed into the machines, in particular for the beam intercepting devices (BID).
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BIDs are mechanical devices designed to be directly impacted by the beam or by
a part of the beam. There are several types of BID and each of them has a different
purpose. A non exhaustive list of BIDs is:

e Dumps. Beam dumps are used for the beam disposal whenever this action is
triggered. They are composed by several blocks made by the same or different
materials. When a dump is triggered the beam is deviated to impact against
the dump absorbing blocks, or the absorbing blocks are inserted in the beam
trajectory to absorb and stop the beam.

Figure 1.3. The SPS beam dump. In the picture, an absorbing graphite block is
visible in dark grey. Image courtesy of Maximilien Brice.

o Collimation System Devices [23]. A collimation system is required in
particle accelerators for protection and cleaning reasons [23]. Different kind of
devices are part of the collimation system: collimators, absorbers, scrapers,
masks and others. At the writing time there is no well defined nomenclature
in the literature for these devices [24]. They have in common their main task:
they have to absorb the peripheral beam unstable particles (or the results of
the interaction of these particles with matters, see for instance the secondary
or tertiary collimators in the LHC [23]) in controlled areas avoiding them to
irradiate and damage other components. With respect to a dump, usually,
these devices cannot absorb completely an operational beam. An example of an
LHC collimator is reported in Fig. while in Fig. the absorber /scraper
of the SPS is shown.
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Jaw Assembly (1.2 m long)
Up to 15 kW per jaw in regular operation

aw Block
(2D Carbon-Carbon)
1.m long
40 um flatness in operation

Secondary

Collimator
(TCSG)

| Vacuum Vessel |
Stainless steel
EB welded

Actuation system

: i 35 mm stroke

Jaw Cooling system | 10 um repeatability
Cu-Ni Pipes High radiation compliiant

Figure 1.4. Example of an LHC collimator. Image courtesy of Aberle [25].

Figure 1.5. Example of an horizontal (H) and vertical (V) SPS movable ab-
sorber/scraper. Image courtesy of Burkhardt et al. [26].

o Strippers [27]. These devices are used with ion beams. Their scope is to
strip electrons from beam ions to increase the positive charge of an ion or to
transform a negatively charged ion to a positively charged one. This result is
achieved forcing the ions to pass trough a thin foil of matter. The foils have
to be very thin to leave the beam energy unchanged.
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Figure 1.6. Example of a carbon foil stripper. Image courtesy of Forte [28].

e Targets. A target is a device that intercept particle beams to produce
secondary particles useful for scientific experiment. The target material depends
on the particles needed for the specific experiment.

Figure 1.7. Example of Targets. Left, isolde targets, image courtesy Maximilien
Brice. Top right, robotics harm moving the radioactive isolde target, image
courtesy of the isolde experiment [29]. Bottom right, CERN Neutrino to Gran
Sasso (CNGS) targetm image courtesy Maximilien Brice.



1.5 HL-LHC and LIU Implications for Beam Intercepting Devices 9

The BIDs currently installed in the LHC accelerator chain were designed to work
with the LHC beams. It was proved that most of these BIDs cannot perform their
task reliably with the new beam stored energy and beam intensity requested by
the LIU and HL-LHC upgrades. Thus, most of them have to be redesigned and
substituted by a new upgraded version.

1.5.2 Beam Intercepting Devices and Beam Coupling Impedance

With the doubled beam intensity, the total beam charge doubles as well. This
increases the electromagnetic fields generated by the beam and consequently, the elec-
tromagnetic interaction between beams and devices. The device coupling impedance
Z quantifies how much a device is likely to couple electromagnetically with the beam.
The impedance depends on the geometry of the device, on its materials, on the
trajectory of the beam into the device and on the energy of the beam particles.

The device impedance is among the main responsible for beam instabilities and
RF-heating.

e There is a beam instability when one of the beam or of the bunch properties
increases exponentially, for instance, the transverse bunch barycenter position
or the transverse bunch dimensions. An example of a transverse beam instabil-
ities measured in the LHC, in which the bunch barycenter position increases
sharply, is shown in Fig. image courtesy of Amorim [30]. In the figure, the
barycenter transverse position oscillates around the beam axis (x = 0) with an
amplitude that increases exponentially.

x 104 Horizontal position of an unstable bunch versus time

- |nstability signal
2 e Exponential fit

(x) / arb. units
o

0 5000 10000 15000 20000 25000 30000
Turns

Figure 1.8. Measured horizontal position of unstable bunch barycenter in the LHC
as a function of the number of turns. Around 25000 turns the instability develops,
i.e. the barycentre transverse position starts to oscillate around the beam axis
(x = 0) with an amplitude that increases exponentially. The instability takes 1 s
to fully develop. If the amplitude of the oscillation is too big, the bunch could
impact the wall of the device that is traversing, being lost and causing damages.
Image courtesy of Amorim [30].

e When the beam couples electromagnetically with the device in which is passing,
energy is deposited on the device. This energy is usually dissipated on the
device wall as heat, i.e. RF-heating. As shown by Giordano in his work [31]
doubling the total beam intensity, the power deposited on devices may be
a factor four higher, depending on the number of bunches and the distance
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between them. Further, the energy deposition in the device may not be
uniform, it could be extremely uneven and localised in a small area of the
device. These facts have to be carefully considered to avoid problems due
to accelerator component overheating. An example of the consequences of
impedance overheating is reported in Fig. [I.9

I FCT: after dismounting

* Melting of inner
materials observed

* Assumption: inner
temperature was above
300 °C

» Simulation does not
verify such temperature
with used boundary
conditions: more powe
or lower cooling

D. Lipka, MDI, DESY Hamburg; 30.01.2013; Workshop: simulation of power dissipation and heating from wake losses at Diamond

Figure 1.9. Effects of the impedance induced heating on a fast current transformer
(FCT) in PETRA IIT at DESY. Image courtesy of Lipka [32].

In order to perform their main tasks, BIDs operates in close proximity with
respect to the beam, they have complex geometries (since often have movable parts)
and they are made of not good electric conductor materialsﬂ All these characteristics
lead, generally, BIDs to have high impedances and often they are among the highest
impedance sources in particle accelerators. For example, collimators are among the
major impedance sources for the LHC [33].

1.6 Motivations and Goals of the Work

As said in the previous sections, in the context of the HL-LHC and LIU projects
most BIDs have to be redesigned and rebuilt, and device impedance minimization
is among the design drivers. Thus, a campaign of BID impedance analysis and
minimization was launched at CERN and this thesis reports the results of the
studies of the campaign. The work done has focused on BIDs installed in circular
machines as the LHC collimators, the internal PS dump, the PS Ralentisseur, the
PSB absorber /scraper.
The main goals of this thesis work are:

1. Study, development and application of general principles for the mechanical
design of low impedance devices. Impedance simulations of the developed

!Materials that well withstand thermo-mechanically a beam impact or scraping are usually not
good electric conductors, graphite is an example.
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designs. Prototype Construction. Test of the principles, benchmark of the
simulations against measurements taken on device prototypes.

2. Development of physical models, methodologies and tools to analyse and quan-
tify the RF-heating on components and the induced local thermo-mechanical
effects.

Furthermore, the study of the RF-heating mechanism has brought to new devel-
opments in the interesting field of research of the electromagnetic beam interaction
of two counter-rotating beams circulating simultaneously in the same component.
These developments are also reported in this thesis.

1.7 Thesis Overview

According to the stated goals the structure of the thesis is the following:

Chapter [I has introduced the CERN environment and the scopes and motivation
of this work.

Chapter [2]is both a results and background chapter. It defines the wakefield in
the classic way. Further, it introduces the new concept of counter-rotating wakefield
and shows examples of its applications. The chapter discusses also the problem of
two counter-rotating beams passing in the same vacuum chamber.

Chapter [3]is both a results and background chapter. It introduces the concept
of longitudinal and transverse coupling impedance and the new concept of counter-
rotating impedance and discusses the RF-heating due to two counter-rotating beams
passing in the same vacuum chamber.

Chapter []is a result chapter. It presents a method to simulate the local thermo-
mechanical impedance RF-heating induced effects. In the chapter the results of the
method are successfully benchmarked against experimental temperature data taken
from an LHC device during the beam run.

Chapter [7] is a background chapter. It reviews the techniques for impedance
bench measurements on devices.

Chapter [0] is a result chapter. The main scope of this chapter is to show a way
to go through the process of minimising the device impedance dealing with the
device functional requirements. The chapter reviews the high impedance features
commonly encountered in BID designs and exposes the guidelines to cure them.
Subsequently, it shows example of applications of this guidelines on real LIU devices,
(the internal PS dump, the PS Ralentisseur, the PSB absorber/scraper).

Chapter [7]is a result chapter. This chapter presents the results of the electromag-
netic simulations performed to characterise the impedance of two HL-LHC devices:
the LHC injection dump (TDIS) and the Low Dispersion Collimator (TCLD). Also,
the results of the impedance measurements performed on the TCLD are reported
and compared with the simulation results. Furthermore, the chapter discusses the
analysis made to characterise the thermo-mechanical response of the TDIS in a
failure scenario.

Finally, Chapter [8] concludes and summarises the work.
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1.8 Summary

In this chapter the CERN complex was introduced. It was shown that in order to
produce new and more results for physics, the accelerator complex needs an upgrade
to increase the instantaneous luminosity. This can be achieved increasing beam
intensity and beam brightness, and, as a direct consequence, also the beam stored
energy increases. Two main projects were started to reach the high luminosity goal:
HL-LHC and LIU. It was shown that, in the framework of these two projects, several
machine components have to be redesigned and rebuilt since they will not be able
to perform their tasks with the new more intense and more energetic beam. It was
also shown that a category of devices that is particularly sensitive to changes in
beam stored energy is the BID one. Most BIDs have to be redesigned to face the
new challenging scenario. Further, it was said that the BIDs are among the machine
components with the highest impedance. In the new design of the BIDs, impedance
is one of the key aspect to be considered, since high impedance components may
lead to beams instabilities and RF-heating. According to this, the motivations and
goals of the thesis were stated: the study and the impedance optimization of the
new BIDs design in the framework of the LIU and HL-LHC projects. Finally, an
overview of the thesis has been presented.
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Chapter 2

Wakefield Theory

2.1 Introduction

2.1.1 Beam Self-induced Fields

Particle beams can be created, accelerated, finely tuned and used in particle acceler-
ators thanks to electromagnetic fields generated externally. Electric fields aligned
with the beam propagation directions, created in the RF-cavities, allow for beam
acceleration, magnetic fields shape the beam trajectory making the beam turn (dipole
fields). Further, they compact and control the particle envelope (quadrupoles and
higher order fields).

When the beam particles travel in a region of space where electromagnetic fields
are present, they react to the fields being subjected to the Lorentz force [34]:

Fe = q (Be + v x Be). (2.1)

In Eq. E. and B, are the external electric and magnetic field, ¢ is the
particle charge and v is the particle velocity. Ee and Be are called external because
they are externally imposed to guide the particle. Using them as control variables
the charged particles can be forced to perform the desired trajectory. This has to be
done according with the technological constraints that limit the maximum achievable
value of E¢ and Be.

However, the particles themselves, being charged, are a source of electromagnetic
fields, E; and Bj, the self-induced electric and magnetic fields respectively. With E;
and B; one is addressing not only the electromagnetic fields radiated directly by the
particles but also the fields that result from the interaction between the particles
and the vacuum chambers of the accelerator components in which the particles are
moving. The self-induced fields add up to the external ones perturbing the particles
motion. Calling F the total electromagnetic force acting on a particle and F; the
one due to the self-induced fields one obtains:

F:Fe+Fi:q [(E9+Ei)+VX(Be+Bi)}7 (22)

The self-induced fields can be seen as a perturbation of the external controlling
ones. This means that the actual trajectory that a generic particle is following
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can be different from the desired one. If the perturbation is weak, the difference
is small, if the perturbation is strong, the particle can critically deviate from the
desired trajectory, with the risk of impacting on machine components that could be
damaged [35].

The maximum achievable value of the controlling fields E, and B, is imposed by
technological constraints (mainly electric field breakdown and magnetic field limit
[36]), while the magnitude of the self-induced fields is linked, among other factors, to
the beam intensity, i.e. to the total beam charge. Thus, once a particle accelerator is
built, the controlling fields upper limit is fixed while the self-induced fields magnitude
increases with the beam intensity. This means that the beam intensity in a given
particle accelerator can be increased up to a well defined threshold, after which the
perturbing effects of the self-induced fields became so strong that the particle beam
cannot be controlled any more, i.e. it cannot be kept in the wanted trajectory, or,
the bunches shape strongly deforms.

Since with the LIU and HL-LHC the increased luminosity requires a higher beam
intensity, the self-induced fields are of main concern [16, [I7]. Each component to be
installed in the accelerator (in which the beam passes) has to be characterized under
this point of view, and its interaction with the beam has to be minimized by design.

Examples of self-induced fields are:

o Space Charge [37]. When particles of the same charge are grouped together to
form a bunch, the Coulomb forces tend to defocus them. This effects plays a
key role if the beam is moving at low energy while it is less and less important
as the beam energy increases.

o Wakefields [38] 39, 40, 35, [41]. A charged particle moving with arbitrary speed
is a source of electromagnetic fields. If this particle (source) transits inside
a vacuum chamber and if the walls of the vacuum chamber are made by an
electrical conductor, the free charges in the conductor react to the transit
of the source following or escaping it, depending on the source charge sign.
These free charges move into the vacuum chamber wall and have to follow
their geometry, thus generating electromagnetic fields that add up to the ones
radiated by the source charge. When, another particle (test) transits in the
same vacuum chamber, it experiences these fields and modifies its trajectory
consequently. These are called wakefields, with reference to the case in which,
if the source is moving at the speed of light, they can exists only behind it.

o Beam-Beam effects [42]. With Beam-Beam effects all the perturbations acting
on one beam crossing another beam at and around the interaction point of a
particle collider are adressed.

o Electron-cloud [43]. A free electron in a vacuum chamber may be forced to
impact on the chamber walls after an interaction with the particle beam. This
impact can lead to the release of more electrons by the vacuum chamber walls.
If these electrons are forced again to impact the vacuum chamber walls by the
beam, so freeing other electrons, an avalanche effects can be triggered. Because
of this, more and more electrons can pass from the vacuum chamber walls
into the vacuum chamber, forming the so-called electron-cloud. The electron
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cloud, interacting electromagnetically with the beam can induce instabilities
and RF-heating.

2.1.2 Scope and Structure of the Chapter

This chapter discusses the wakefield concepts, presenting also original research
contributions, that will be indicated to the reader in the following. This thesis work
focuses on wakefields, other kinds of self-induced fields are not discussed in details
in this work.

Furthermore, this thesis distinguishes a co-moving wakefield from a counter-
moving wakefield. Both of them describe the effects of the electromagnetic field
generated by a source charge acting on a test charge when they travel into a vacuum
chamber. The trajectories of the source and the test are considered straight and
parallel one with each other. In the co-moving wakefield case, the test particle
moves following the source (the velocities of the particles are co-moving, that is
they point towards the same direction). In the counter-moving wakefield case the
test and source particles move in opposite directions. A cartoon showing the two
cases is reported in Fig. for a detailed discussion the reader can refer to to
section 2.3 and 2.4] The co-moving and counter-moving terms were introduced by
Wang, who was among the first researchers to study beam instabilities due to two
counter-rotating beams in his work [44].

Test Trajectory O Test Trajectory C

.Source Trajectory . . .. e .Source Trajectory . . e

(a) Qualitative representation of the co-(b) Qualitative representation of the counter-

moving wakefield case. The test particle moving wakefield case. The test particle
moves in the same direction with respect moves in opposite direction with respect
to the source particle. to the source particle.

Figure 2.1. Qualitative representation of the co-moving and counter-moving wakefield
cases. The test particle moves on a straight trajectory parallel to the source particle one.
The direction of motion of the test and the source charges (gr and gg respectively) is
indicated by the depicted arrows.

The chapter has the following structure:

Section 2.2 reviews the wakefield concept and the hypotheses under which it can
be used, i.e. rigid beam hypothesis and kick approximation. This step is needed to
understand how to formally handle the counter-moving wakefield.

Section reviews the well known co-moving wakefield (called simply wakefield
in the licterature). The longitudinal and transverse wakefunction are defined, the
concepts of wakepotential and beam dissipated energy are introduced.
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Section reports an original contribution on the counter-moving wakefield.
Initially, it reviews the previous works on this topic. Then, it defines a counter-
moving longitudinal and transverse wakefunction. Further, it formally introduces
the concept of counter-moving wakepotential deriving the counter-moving beam
energy dissipation.

Subsequently, section presents two examples of counter-moving wakefunction
and wakepotential: the case of a resistive wall pipe of finite length and the case of a
pillbox cavity. For each example the counter-moving wakepotential is obtained by two
independent approach, i.e. simulations with a commercial code and a semi-analytical
approach. The results of the two approaches agree very well.

Section discusses the energy deposited on a device crossed by two counter-
moving beams, presenting the case study of a pillbox cavity crossed by two gaussian
bunches.

Finally, section concludes the chapter recalling the main points.

2.2 The Wakefield Concept

The material discussed in this section and in the next one is mainly based on the
books and courses of Ng [35], Palumbo et al. [38], Niedermayer [45], Chao [46],
Weiland and Wanzenberg [39], Wilson [40] and Rumolo [47]. This section gives a
phenomenological description of the wakefield concept and the hypothesis under
which it can be used.

2.2.1 A Phenomenological Description

Let us consider two charged particles: a particle S, with charge ¢g, that is the source
of the electromagnetic field and a test particle T, of charge ¢r, that can feel but does
not perturb the electromagnetic field generated by S. With reference to Fig. let
us suppose that S moves inside a vacuum chamber with arbitrary geometry, made
by materials characterized by electrical conductivities o, electrical permittivities
¢ and magnetic permeabilities u. The vacuum chamber is free of electromagnetic
fields before the entrance of S, i.e. it is not a cavity or a magnelﬂ

The charge S radiates electromagnetic fields, which interact with T and with
the vacuum chamber. Usually, a vacuum chamber is made mainly of metals, where
electrons can freely move in. The fields generated by the source charge oblige the
metal electrons in the vacuum chamber wall to move along the wall itself, following
or escaping S, according to the sign of gs. These electron currents are called also
image currents. Let us consider the case in which the vacuum chamber walls are
made by an ideal perfect electric conductor (PEC) that has infinite conductivity
(0 = 00 S/m). The image currents have to move inside the vacuum chamber walls,
thus, they have to follow the vacuum chamber walls geometry. In the majority of
cases, the image currents path is not straight and it is well known that a charge
moving on a curved trajectory radiates electromagnetic fields [34]. The geometry of
these electromagnetic fields depends mainly on the vacuum chamber wall geometry,

'In case the vacuum chamber is a cavity or another active device, one has to consider also the
external imposed electromagnetic fields, not only the self-induced ones.
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thus, these fields can be labeled as geometric fields. In case the vacuum chamber
walls are not made by PEC material but by a conductor with finite conductivity, i.e.
o> 1 and o < 0o, the image currents radiate further fields that could be labeled
resistive wall field, [35] [41], [40]. The resistive wall field is radiated also if the vacuum
chamber walls are straight, as the ones of a cylindrical pipe. To sum up, when S
transits inside the vacuum chamber, three kinds of fields can be found [40]:

1. Electromagnetic fields radiated by S. They depends only on the S charge and
on the S motion. They are independent on the vacuum chamber.

2. Electromagnetic fields radiated by the image currents because of geometric
variation of the vacuum chamber section. They depend mainly on the geometry
of the vacuum chamber walls.

3. Electromagnetic fields of resistive wall type. They depend mainly on the
electric conductivities of the vacuum chamber walls.

The electromagnetic fields generated by the interaction between the beam and
the vacuum chamber [40)], that is points two and three in the list above, are called
wakefields. The term wakefield is due to the fact that, if S is an ultra-relativistic
charge, due to the causality principle, these electromagnetic fields exist only behind S.
The electromagnetic fields directly generated by S are labeled as space charge fields.
They can also be a part of the beam-beam fields, depending on the studied problem.
Separating between vacuum chamber related fields and non vacuum chamber related
fields allows to study independently the two kinds of fields and their effects.

Consider now the particle T. It enters into the vacuum chamber with a delay
Atgr with respect to S. The delay Atgr can also be a negative number, with the
physical meaning that the particle T has entered into the vacuum chamber before
the particle S. Once the particle T is in the vacuum chamber, during its motion, it
experiences the wakefields generated by S. Thus, on T acts an instantaneous force
F, that influences the motion of the test particle changing its trajectory and energy.
The force is dependent on the instantaneous position of T, on its trajectory, on
the entrance delay between the two charges Atgr, on the geometry of the vacuum
chamber, on the material of its wall and on the trajectory of S. Thus, this force
F represents the effects that a vacuum chamber excited by the transit of a source
charge S has on a test charge T that enters the vacuum chamber with a delay Atgr
with respect to the source.

2.2.2 Hypotheses

In order to introduce a quantitative model to describe the wakefields effects on T
the following approximations are done [45] [35]:

e Rigid beam approximation. The trajectories of S and T are given, they
are straight and parallel with each other. Furthermore, the speed modulus
of T and S is equal and constant vy, = B4s¢ = vy, = Byrc = v while the two
particles traverse the vacuum chamber.
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¢ Kick approximation. The effects of the electromagnetic force, continuously
acting on S and T all along the vacuum chamber, are represented as a lumped
single change in particle properties acting after the particles passage. This
means that the vacuum chamber is not seen any more as a finite length element
in the accelerator but as a point. When a particle passes in that point its
energy and its momentum change.

The first hypothesis states that despite of the electromagnetic fields acting on
the particles S and T, the modulus of their speed is not affected, thus, vy = v, = v
remains constant all along the motion in the vacuum chamber. This is a really good
approximation for ultra-relativistic beams, for which variations in energy hardly
reflect in variations in speeds.

It is important to stress that if source and test particles are moving towards
the same direction (co-moving wakefield scenario) a consequence of the rigid beam
approximation is the fact that the distance between test and source remains constant.
This is not the rigid beam approximation but only one of its consequences. In
principle, the rigid beam approximation, as stated in this work, remains valid also if
the distance between the particles is changing inside the vacuum chamber, as it is
the case for the counter-moving wakefield scenario (refer to sec. [2.3).

The rigid beam approximation decouples the mechanical problem, that is the
determination of the particle motion, from the electromagnetic one, the determination
of the local time dependent electromagnetic field in the vacuum chamber generated
by the particles [45]. Indeed, the particle motion is given a priori, and both S and T
have a uniform linear motion. Therefore, one has only to solve the electromagnetic
problem. However, for non ultra relativistic beams, energy variations mean speed
changes of the particles S and T. In this case, the mechanical and the electromagnetic
problem cannot be considered decoupled, and the rigid beam hypotesis cannot be
justified any more. However, the rigid beam approximation remains valid also for
non ultra relativistic beams in the case in which the energy variations due to the
electromagnetic fields on the beams are so small that the corresponding particles
speed variation is negligible [38].

The second hypothesis states that there is no interest in what happens inside
the vacuum chamber, but the only interest is in the total effects of wakefields on T
after its transit in the vacuum chamber. This approximation is very well justified in
synchrotrons due to the different time scales of the particle passage in the vacuum
chamber and the evolution of the wakefield effects, instabilities and heating, that
usually build up over several turns.

2.3 Co-moving Wakefield

2.3.1 Basic Quantities

In this subsection the quantities needed for the formal definition of co-moving
longitudinal and co-moving transverse wakefunction are given. The previous section,
sec. defined the particle S, with charge gg, as the source of the electromagnetic
field and the test particle T, of charge g7, as the one that can feel but does not perturb
the electromagnetic field generated by S. They move on two different trajectories that
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are straight and parallel between them, as stated by the first hypothesis presented
in section 2.:2.2] A cartoon that shows the two moving particles and the vacuum
chamber is displayed in Fig.
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Figure 2.2. co-moving wakefield scenarios, source (¢s) and test (¢r) charge transiting
inside a vacuum chamber. The cartoon underlines the instantaneous z positions of the
two charges zq4, (t) and zq, (t), their speeds (vqy) and test (vq, ), their distance sgr and
the transverse position of their trajectories, ur and ug.

Section introduced also the vacuum chamber of arbitrary geometry, made by
materials characterised by electric conductivities o, electrical permittivities € and
magnetic permeabilities y, inside which S moves with velocity vy = B44c and T
with velocity vy, = B4,c. Because of the rigid beam hypotesis one has v = v44 = vy,
Let us define now a reference frame O with the origin at the entrance of the vacuum
chamber and the Z axis lying on the golden orbit, oriented in the direction in which
the test charge T is moving. The axes X and § are perpendicular to Z, they can
have an arbitrary orientation but the frame has to be orthonormal. The Z axis is
also called longitudinal axis, while X and ¥ are also called transverse axes. The
length of the vacuum chamber L is defined as the difference between the longitudinal
coordinates of the exit of the vacuum chamber z, and the entrance of the vacuum
chamber z;:

L =2z2,—z, (2.3)

that is L = z, in the current reference frame for which z; = 0.
Furthermore, in this reference frame the instantaneous position of S and T are
identified by the vectors:

instantaneous position of S (x4, Yqg, 245 (1))

instantaneous position of T (24, Y, , Zg1 (1))

where t is an arbitrary time. The transverse position of S can be defined as
ug = (T4, Yqs) and the transverse position of T as ur = (24, Y, ). The longitudinal
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positions of S is z4(t) and of T is 24, (t). From the hypotheses on the motion of S
and T (rigid beam approximation defined in section [2.2.2)) it follows that:

Zgs (1) =vt + 2450 (2.4)
Zgp (t) =0t + Zgr0-

Where z,40 and z4.0 are the positions of S and T at the time ¢t = 0. Another
important parameter is the longitudinal particles distance, defined as the difference
between the S and T instantaneous position:

SST = 2gs (1) — 2qy (t). (2.6)

For the co-moving wakefield case, i.e. the case in which S and T moves in the same
direction, a consequence of the rigid beam hypothesis is the fact that the distance
between S and T is constant. Substituting Eq. and [2.5] into Eq. one obtains:

SST = quo - ZqT07 (27)

that is, sgr depends only on the longitudinal position of S and T in a reference
configuration zq.0, 2¢;0. This reference configuration in this work is taken at the
time ¢t = 0.

Let us introduce tg; and tp; as the times at which S and T enter into the vacuum
chamber, respectively. The time delay in the entrance between T and S is:

Atst =tr; — ts;. (2.8)
Multiplying Eq. [2:8 by v one obtains the space entrance delay between S and T
Asgr = vAtgr. (2.9)

Physically, this represents the distance that T has to cover in order to enter into the
vacuum chamber at the time at which S is entering, refer to Fig. Looking at
Fig. [2:3] one notices that the space entrance delay is coincident with the distance
among the particles, sgr, at the time at which S is entering. It has been just shown
that, in the co-moving wakefield problem, one of the consequences of the rigid beam
approximation is the time independence of the distance between S and T, sg7, thus,
the space entrance delay is equal to the particle distance at whatever time:

AssT = sgT = vAtgr. (2.10)

This means that, in the co-moving wakefield problem, the concept of distance between
the particles and space entrance delay can be used interchangeably. It is important
to distinguish these two concepts because, as will be discussed in sec. Eq.
is not longer valid in the case of counter-moving particles.

Section phenomenologically described the wakefield introducing the force F
acting on the test charge T, crossing the vacuum chamber, because of the wakefields
generated by the transit of the source charge S into the vacuum chamber. This force
is dependent on the transverse positions of the T and S trajectories, ug and ur,
on the instantaneous position of T, z,,(¢), and on the delay between the entrance
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Figure 2.3. co-moving wakefield scenario. The cartoon represents the position of S and T at
the time at which the source is entering into the vacuum chamber, tg;. The longitudinal
distance between the particles, sg7, represents also the distance that T has to cover to
enter into the vacuum chamber once S is entered. Therefore, it can be related to the
temporal entrance delay Atgr considering the rigid beam hypothesis.

of S and T into the vacuum chamber, Atgr, that is F(ug, ur, Atsr, 24,). Thus, F
depends on space variables, in particular 2,4, and time variables, in particular Atgr.
However, it is convenient to express F or just as a function of time variables or just
as a function of space variables. This can be done recalling Eq. that links Atgr
with sgr and Eq. @ that links 2,4, with ¢. This means that F can be equivalently
expressed as:

F(ugs,ur, Atgr,t) time variables formulation
or
F(ugs,ur, ssr, 2¢,), F(us,ur, Assr, z4,) space variables formulation.

Historically, the space variables formulation expressed in function of sgr is preferred.
This subsection derives the main equation of the co-moving wakefield problem
following this approach. However, those equations can be rewritten using the time
formulation of the force as a function of the time entrance delay, as it is done in
section for the counter-moving wakefield problem.

Finally, the force F can be decomposed in:

F = (F,,, F.), (2.11)

where F’, is the longitudinal component and F , is the transverse one.

2.3.2 Longitudinal Wakefunction

The longitudinal wakefunction w, is defined as the integral of F, over the longitudinal
path of the particle T inside the vacuum chamber z,,., normalized with respect to
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the product of the S and T charges [46):

1 L
w,(ur,ug, ssr) = —— F.(ur,ug, sst, 2q; )d2g,- (2.12)
qs4qT Jo

This integral can be transformed into an infinite integral considering two infinitely
long circular pipes before and after the vacuum chamber, smooth and perfectly con-
ducting so they do not generate any wakefield and they do not give any contribution
to the wakefunction [45]. Since the infinite integral notation is more convenient
for manipulating the expressions, this work adopts it from now on except where
differently specified. With this notation, Eq. becomes:

1 oo

wz(uTauS>SST) = — Fz(uTauS>SSTaqu)dqua (213)
q4sqT J—o0
or, recalling the Lorentz force
1 o0
w,(ur,ug, ss) = qs/ E.(ur,us, ss7, 2¢; ) dzqy- (2.14)
—0o0

Equation can be interpreted also in terms of energy. Indeed, by definition, dz,,
represents the elemental displacement of T. This means that F(ur, ug, ssr, 24, )d%q;,
is the elemental work spent by the electric field force F on T, dU,

sqT*
1 o0
w,(ur, us, ss7) =— F.(ar, us, ssr, zr)dzqr = ..
qsqT J—oco
s AU (2.15)
= AUgsqr = — 25
qsqT J -0 qsqr

where AUy, 45 is the total energy variation of the particle T induced by the S
wakefields after the vacuum chamber crossing.

Equation 2.15| provides the physical meaning of the longitudinal wakefunction: the
longitudinal wakefunction represents the total energy variation of the test charge T
that enters and travels into a vacuum chamber due to the electromagnetic wakefields
excited by the source charge S entered in the chamber a time Atgp before T.

It is important to note that, while the test particle can gain or lose energy,
the source particle S can only lose energy, traversing the vacuum chamber (in the
hypothesis that the vacuum chamber is a passive device). Indeed, the lost energy
feeds the generation of the electromagnetic fields in the vacuum chamber. It can be
only partially recovered from the test charge because there is always a part of this
energy that is going to heat the vacuum chamber walls or feed some electromagnetic
resonant mode of the structure. It is useful to quantify the total energy lost by the
source particle AUy, since this quantity will be needed later in this work. This is
done introducing the loss factor as the energy lost by the source particle normalized
to the square of the source particle charge:

Aquqs'
a5
Equation can be linked with Eq. considering S coincident with T, i.e.

ur — ug, Zg;(t) = 244(t) or sg7 — 0 and g7 = gg, in this way one has:

k= (2.16)

k =w,(ug,ugs, sgr) with g < 1. (2.17)
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The specification 8 < 1 has to be kept in mind, indeed Eq. is not valid for
relativistic particles, i.e. 8 — 1. In such a case the fundamental theorem of the
beam loading states [38]:

w;(ug,ug,0)

k:
2

with 8 — 1. (2.18)

2.3.3 Wakepotential and Energy Loss

As explained in section [2.2] the longitudinal wakefunction is intimately linked with
the energy lost or gained by the test particle T. This connection is so strong that
one can use indifferently Eq. 2.15] as definition of wakefunction instead of Eq. [2.13]
or T4

This concept can be extended to the situation in which the excitation source is
not a single point charge S with charge gg but is a bunch, or a beam, of particle with
total charge qs and with a longitudinal shape described by the charge distribution
in space Qs(z) = gsA(z).

With reference to Fig. let us consider the arbitrary charge distribution
Rs(z). As the point charge gs before, this charge distribution moves in the vacuum
chamber on a trajectory parallel to the axis Z with a speed vg = vy, = v. Regarding
the test charge, gr, it can be defined exactly as done in section [2.2]

The source distribution Qg(z) = gsA(z), can be represented as the sum of
infinitesimal point charges

dQs(zdq,) = qsAs(zag,)dzdq, (2.19)

with dzgg, — 0, each one centered at a different coordinate zgg, (t) and all moving
with the same speed vg, so that the whole distribution moves rigidly. For each one
of these point charges, the distance between the infinitesimal source dQg at zqg(t)
and the test charge qr at 24, (t) can be defined as:

SST = ZdQs (t) — Zqr (t), (2.20)

that is the analogous of Eq. Introducing the motion equation of the particle
dQs:

ZdQs (t) = vt + 2dQ 50 (2.21)

and recalling the equation of motion of T, Eq. [2.5] one can rewrite Eq. [2.20] as:

88T = Z2dQs0 — Zqr0- (2.22)

While both zgq, (t) and zg.(t) are in general function of time the hypothesis of rigid
beam approximation guarantees that sgr is time-independent. It depends only on
the longitudinal position of S and T in the reference configuration z4q0, 2g;0. As
already said, this reference configuration is set at t = 0.

Let us introduce the concept of distance between the charge ¢y and the distribu-
tion Qg. It can be labeled sg 7 and defined as the distance between a selected point
charge dQg, of the distribution Qg (for instance the one with the highest charge
or the one in the middle point) and the charge g7, in the reference configuration.
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Figure 2.4. Co-moving wakepotential scenarios. Transit of a bunch distribution (Qg),
the source, and the test (¢r) charge inside a vacuum chamber. The source distribution
can be imagined as the sum of infinitesimal point charges dQg, each one generating
its wakefield that acts on the test charge T. The total effects experienced from T is
the sum of the wakefield effects of all the infinitesimal charges. The cartoon underlines
the charge distribution )g, divided into infinitesimal charges d@)g, the instantaneous
longitudinal positions of the charge dQs and ¢r, zig (t) and zg, (t), their speeds vg and
Vgp (With vg = vg,.), their distance sgr and the transverse position of their trajectories
with respect to the main reference frame O, ur and ug.

Calling zgq,, the longitudinal coordinate of the selected charge of the distribution
in the reference configuration, sg r is:

5QsT = 2dQsro0 — #qr0- (2-23)

In the same way, it is also possible to define the time entrance delay between the
the charge ¢p and the distribution Qg:

AtQST =tr; — tderiv (2.24)

where t40,,. is the entrance time of d@Qg, into the vacuum chamber while ¢7; is the
entrance time of ¢r into the vacuum chamber. From the time entrance delay the
space entrance delay is derived as:

AsgsT = VAtgT, (2.25)

A cartoon representing a possible reference configuration and the space and time
entrance delay between the distribution Qg and the charge gz is shown in Fig. 2:5]
These quantities will be useful to plot the wakepotential.
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Figure 2.5. Cartoon representing a possible reference configuration. The space and time
entrance delay between the distribution Qg and the charge gt is shown in blue, as well
as the distance between the charge gr and a generic charge dQg of the distribution Qg,
shown in red. Also the entrance time into the vacuum chamber of the charge dQg.,
taQs,i, and of the charge dQs, tagy: are shown.

From the wakefunction definition, Eq. the energy lost or gained by the test
charge T, during the transit into the vacuum chamber because of the infinitesimal
source charge dQs(zqgs0) is equal to:

AUgrags = qrdQsw,(ug, ur, sst) = qrdQsw;(us, ur, 24050 — 2¢70),  (2.26)

where Eq. was used. To compute the AU, g, the total energy variation
of T, that is the effects of the entire distribution g, one has to sum the energy
variation contribution, AUy,.4q4, of every infinitesimal charge d@Qs that constitues
Qs. This means taking into account all the different distances sgr between the
test T and the sources dQ)g. The last point can be accomplished representing the
distribution Q)¢ and the charge test T as a function of z at the reference time t = 0,
for which 2404 = zagg0 and zq; = 24,0, refer to Fig. @ It is clear from this figure
that sg7 = 24040 — Z¢r0 changes only because different dQ s have different zgg 0.
Rewriting Eq. 2.19 for ¢ = 0 one has

dQs(za0s0) = 4sAs(2dQs0)dZaQ 0, (2.27)
that substituded into Eq. [2:26] leads to:
AUquQS = qTqS)\S(deSO)wZ(uS, ur, ZdQSO — ZqTO)dZdQSO- (2.28)

Integrating Eq. over dzgqgqo allows to sum up the energy variation contribution
of the wakefield of every d@)s on the charge T, so obtaining the total variation of
energy AUy,.q¢ due to the whole distribution Qg:

o
AUqrqs = qr4s / As(zd@g0)w= (s, ur, 2dQs0 — 2470)d2dQs0- (2.29)
— 00
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Equation [2.29| can be used to define the wakepotential as:

AUQTQS

w. ug,ur, Zq-0) =
z( ) aqT) q7rqs

o0
:/ As(zdQs0)wz(us, ur, 24050 — 2410)dZdQs0-
—00

(2.30)

The wakepotential can be defined as the total variation of energy of a point test
charge ¢r traversing a vacuum chamber a time Atg 7 after the excitation of a beam
of particles described by a charge distribution Qg, normalized by the product of
the total beam charge gs and the test charge gr. Please note that, from Eq. [2.30]
the wakepotential is the convolution between the wakefunction w, and the space
distribution Ag. In this sense, the wakefunction is a Green’s function of the problem,
i.e. knowing the wakefunction one can obtain the wakepotential for every charge
distribution Ag.

The concept of wakepotential can be further expanded to compute the energy
variation of a test beam due to the effects of a source beam. The terms test and
source have the same meaning of the two charges case, i.e. the source enters the
vacuum chamber first, depositing energy into the electromagnetic field. The test
enters the vacuum chamber with a defined delay (in time Atgg7, in space Asggyr)
and interacts with the electromagnetic field excited by the source, gaining or losing
energy. In this case, also the test charge is not a point charge any more but it is
a charge distribution described by a space profile Q7 (2) = grAr(z). As previously
done, the test distribution can be thought as the sum of infinitesimal slices dQr,
every one of them at a position z4¢, (t) with thickness dz4q, moving with speed
v = vp = vg on an axis parallel to the Z axis, carrying the charge:

dQT(ZdQT) = QT)\T(ZdQT)dZdQT- (2.31)

As before, with dz4q, — 0, every slice behaves like a point charge of charge Q7 (240, )-
Let us introduce the equation of motion of the infinitesimal test charge d@Qr as:

2aQr (t) = vt + 2dQ .0, (2.32)

that for t = 0 is 240, (0) = z4g,0. This allows to rewrite Eq. for t =0 as:

dQ7(24Qr0) = g7 A7 (24Q10)dZaQ0- (2.33)

Therefore, one can compute the energy gained or lost by one of these test slices
AUqg,qg using the definition of wakepotential, Eq.

AUigrqs = 4sdQrW:(us, ur, 2ag.0) = ...

(2.34)
o = @59 AT (d24Q0) W2 (us, ur, 249,0)d24Q10-

To compute the AUg, g, the total energy variation of the test beam, that is the
effect on the entire distribution Q7 of the source Q)g, one has to sum the energy
variation contribution, AUgg, gy, of every infinitesimal charge dQ7 that constitutes

Q7. This means integrating Eq. OVET Z40,0°

AUQ,qs = qsqr / A1 (2aQ0)W=(us, ur, 2d4Q0)dzaQ0- (2.35)
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Equation [2.35] can be rewritten also in terms of wakefunction, considering the
wakepotential definition, Eq. [2.30]

oo oo

AUgrqs = quT/ )\T(ZdQTO)/ As(2aQs0)w= (s, uT, 24Q50 — 2dQr0)d2dQs0dZdQ0-
(2.36)

2.3.4 RF-heating

At this point, it is interesting to consider the energetic effects of the wakefields
generated by a beam on itself, i.e. the beam particles act at the same time as sources
and tests. Qualitatively speaking, the first particle that enters the vacuum chamber
finds it empty. It loses energy, depositing this energy in the vacuum chamber wall,
heating it, and exciting electromagnetic resonant modes. Particles that enter later
find the electromagnetic fields excited by the previous particle. Thus, these later
particles, from one side, behave as the first one, depositing energy into the vacuum
chamber as wall heating or modes excitation, from another side, they interact with
the electromagnetic fields generated by the previous particles gaining or losing energy.
The overall picture is that, the first particle entering always loses energy interacting
with the vacuum chamber while the later particles can lose or gain energy. The
total energy variation of the beam is the sum of the losses and gains of every single
particle, and according to the energy conservation principle, the beam has always to
lose energy

In order to quantify this energy loss, Eq.s [2.35 or [2.36] can be used to compute
the energy variation of the beam due to itself considering Qg = Q7. This implies
qs = qr = ¢, us = ur = u and Ag = Ap = A, thus giving:

AUT = q2 [ )\(deTO) [ )\(deso)wz(u, ZdQso — ZdQTo)dZdQsodZdQTo' (2.37)

According to its definition, Eq. [2.37] is the energy lost by a beam during its
transit into the vacuum chamber. Analogously to what has been done for the case
of two point charges, one can define the loss factor as the energy lost by the beam
traversing the vacuum chamber normalized with respect to the square of the beam
charge:

AUT (e%e] ]
= [ Mewar) | Mo (8,200 — s )dzis i (239

k::

If the vacuum chamber is installed in a circular accelerator, AUr is the energy
deposited in the device in one turn of the beam inside the accelerator. Indicating
with Tj the revolution time of the beam into the accelerator, one can define an
average power deposited into the device as:

_ AUr

P=2"T _ AU, (2.39)
1o

2This may be not true if there is an externally imposed electric field into the component traversed
by the beam, as in the RF-cavities for example. To avoid this case, in section we explicitly
assumed that the vacuum chamber is empty before the source entrance and that no external fields
are imposed later. This is true for all the devices analyzed in this work.
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with fy = 1/Tp the beam revolution frequency. Substituting Eq. into Eq.
one obtains the well known equation:

P = f0q2/_ )\(deTO)/_ A2dQgo)W= (1, 2dQgsy — 2dQro)d2dQso@2dQr-  (2.40)

This power acts as an heating source for the vacuum chamber causing the so called
RF-heating.

With in mind the goal of reducing as much as possible the RF-heating, one has
to understand the physical mechanisms that regulate it. A possible distinction based
on the heat generation mechanisms and the heat distribution in a device is:

o Resistive Losses [34] or transient losses [39]. The resistive losses are due to the
resistivity of the vacuum chamber materials. When the beam is passing into
the vacuum chamber, it generates image currents in the vacuum chamber walls.
These currents, moving in a medium with a finite conductivity dissipates power
by joule effect. The magnitude of the power dissipated in the wall depends
on the beam-wall distance and on the conductivity of the material. A general
rule to reduce resistive losses is to design a device made by good conductors
with walls as far as possible from the beam trajectory. However, it has to
be borne in mind that this is not always possible, there are devices that by
functional specifications have to violate the two principles that have been just
stated, as for instance collimators and absorber scrapers (discussed in chapter
. Further, good conductors reduce the resistive losses but they can generate
problems of electron cloud, which is also a source of heating.

o Resonant Mode Losses [48], 39]. The beam transiting inside the structure is a
source that excites the electromagnetic resonant modes of the device. These
resonant modes are an intrinsic property of the device geometry and material.
Each of them resonates at a specific frequency and has a peculiar magnetic and
electric field map. In all the points of the vacuum chamber walls in which the
magnetic field component of the mode tangential to the wall surface is not null,
the phenomenon of the magnetic induction is triggered. Indeed, a magnetic
field that changes with time inside a conductor (there is a no null magnetic
field inside a conductor in a thickness of some skin depths) induces parasitic
currents (eddy currents or foucault’s currents) in the conductor. These currents,
flowing in the wall material, dissipate the energy of the magnetic field that
has generated them because of ohmic losses. This effect is triggered by the
beam. However, a resonant mode keeps resonating also after the beam passage.
The total resonating time of the mode depends on the time the losses take to
dissipate all the energy the beam has deposited in the mode.

o Magnetic Hysteresis Losses [34]. This kind of losses takes place if in the vacuum
chamber there are ferromagnetic materials. When this kind of material is
immersed in a time varying magnetic field, it absorbs energy from this magnetic
field dissipating it as heat. This is due to the magnetic hysteresis cycle.
Supposing to have a ferromagnetic material that has not been previously
immersed in a magnetic field. Its magnetic domains, the smallest portion of
material that has a magnetic field, are randomly oriented and the material
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should not generate any magnetic field. If the material is immersed in a steady
magnetic field some of its magnetic domains orient their magnetic field as
the external one, the strongest the external magnetic field the more magnetic
domains align their magnetic field with the external one, up to the saturation.
In the case in which the external magnetic field is changing its orientation with
time (as in the case of a resonant mode in the device), the material magnetic
domains try to follow the changes. However, the process of reorientation of
the magnetic domains has to be done against the internal material friction. As
a net effect, this transforms the electromagnetic energy of the external field
in heating of the ferromagnetic material. Magnetic hysteresis losses can be
extremely high, depending on the ferromagnetic material one is considering.
This makes ferromagnetic material a possible solution to keep under control
unwanted resonant modes in the device structure. Indeed a piece of ferrite,
immersed in the magnetic field of a resonant mode, damps the resonant mode
very efficiently. As for the resistive losses, the closer the ferromagnetic material
to the beam, the stronger the losses. Thus, if ferromagnetic material is used
to damp a resonant mode it should be inserted in the resonating mode fields,
but as far as possible from the expected beam orbit.

According on the vacuum chamber materials, these losses mechanism can be schema-
tised with: volume losses if they take place in dielectrics and ferromagnetic materials,
surface losses if they take place in conductors. The point is better discussed in
section of this work.

The problem of RF-heating has to be carefully considered since the early design
phase of a device [39]. This is because the losses related to electromagnetic resonant
modes cannot be taken into account before the component is designed. Indeed, resis-
tive wall heating deposits energy regularly as a function of the electrical conductivity
of the vacuum chamber wall and their distance from the beam orbit. Magnetic
Hysteresis heats up the ferromagnetic material. However, there is no general rule
of thumb to understand where an electromagnetic mode will resonate in a complex
device (and thus, where it will heat) and if it will be excited by the beam. The
analysis on the electromagnetic resonant modes can be done only once the device
design is ready, that is after the conceptual design phase. The cooling system of the
device is designed during the conceptual design phase, therefore it is not specifically
thought to evacuate the power deposited by the resonant modes. If this deposited
power is highly concentrated in unexpected zones, the temperature of such areas
increases with the possibility of generating undesired effects as damages, melting,
ablation or outgassing [49]. To avoid this, it has to be foreseen an iterative cycle
between resonant modes heating studies and design modifications, i.e.: the first
tentative design is analyzed, and in case high power deposition of resonant mode
is found in unexpected area, the design is modified to eliminate the modes, or the
cooling system is adjusted to evacuate the extra heating.

2.3.5 Transverse Wakefunction

Let us recall the case of the two charged particles T and S travelling into the vacuum
chamber displayed in Fig. The transverse wakefunction wy , is defined [38] as
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the integral of the transverse S induced wakefield force F; , acting on T along its
path inside the vacuum chamber, normalized with respect to the product of the S
and T charges:

1 (o¢]

W,y (uT, ug, SST) = — Fx,y (uT, ug, Ssrt, ZqT)quT. (2.41)
qs4qT J—oo

The transverse wakefunction is a vector of two components w, , = [w,, wy], and it
has the same analytic properties as the longitudinal wakefunction since it has the
same formal definition. This means that, recalling the expression [2.27] of the source
charge distribution (g one can define the transverse wakepotential as:

[e o]
W,y (ur,us, sst) = / As(2dQs0) Wa,y (U8, UT, 2dQ50 — 2g70)dZdQs0-  (2.42)
—00

Usually, the transverse wakefunction, Eq. [2.41] is expanded into power series
in the offset of the trajectory of the source particle and the test particle (ug =
(Tqs»Ygs))» T = (Tgp, Ygr)) With respect to the golden orbit or the vacuum chamber
axis [50]. Considering only the first order terms and neglecting any coupling between
transverse planes one can write:

we = Cy(ss7) + Wy (857245 + wh"(357) 247,

dip quad (243)
wy = Cy(ssr) + wy” (ss7)Yqs + Wi (s57)Yqr-

The terms w%? and wzip [Vm~1C~1] are called dipolar wakefunction while the terms
wi* and wg““d [Vm~1C~1] are called quadrupolar wakefunction. If x4, y,, and
Tgr,Yqr are small with respect to the transverse characteristic dimensions of the
vacuum chamber, Eq. 2.43]is a good approximation of the transverse wakefunction
[51].

Equation @ gives an operative way to compute its terms :

Cr = wy |xqs =0,x4,=0>

Cy = Wy ‘mqs =0,2¢7=0>

Wy ‘xqs ZTqp=0 T C:v

di
wy? = ,
Lqs
quad Wy quZO’qu - C.T (2'44)
wiﬂ = 9y
':UQT

dip _ wy|yqs,qu=0 - Cy
Yy - 9
Ygs

w.

ny

)

wquad _ wy|qu:0,qu
i =
Yar

Where the various terms may be obtained, for instance, by simulations [51].
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2.3.6 Relationship Between Longitudinal and Transverse Wakefunc-
tion

Transverse and longitudinal wakefunctions are linked by the Panowsky-Wenzel
theorem [52, [39]:

Gl )0
Vo y(w:) l 867; ] [ 68;, ] az(w v) (2.45)

As shown in section Eq. is crucial for the estimation of transverse
impedance during bench measurements campaign.

2.4 Counter-Moving Wakefield

The material presented in this and in the next sections is original, if not differently
specified. In particle colliders, for instance LHC, two counter-moving beams are
stored and they collide at the interaction points (IPs). Normally, the two beams do
not see each other since they circulate in two separated rings. Of course, this is not
true in the colliding chamber. Further, there are also other devices in which the two
counter-moving beams circulate in the same vacuum chamber, as for instance the
TDIS, discussed in section

In this context, it is interesting to understand what are the wakefields con-
sequences of the passage of two counter-moving beams inside the same vacuum
chamber. This work especially focuses on the RF-heating effects due two counter-
moving beams and does not discuss beam instabilties issues. Previous studies on
the RF-heating of two counter-moving beams have been conducted by Zannini et al.
[53, 54] and by Grudiev [55].

Thus, in this section, as an extension of those works, an original approach to
model the RF-heating of two counter-moving beams is derived. It is based on
a generalization of the wakefunction concept applicable also to the case of two
counter-moving charges. It will be shown that it is possible to reobtain and extend
the results already obtained by Zannini et al. [53], 54] and Grudiev [55].

The section is organized as followed: first the problem of determining the
longitudinal wakefunction of two counter-moving charged is addressed; all the
quantities needed for the definition of counter-moving wakefunction are introduced,
then the definition of wakefunction is given. Subsequently, the formalism presented
in section to compute the wakepotential from the wakefunction is adapted to
define the wakepotential and the energy losses for the counter-moving case. Examples,
of co-moving and counter-moving wakefunctions are discussed in the next section
2.0

2.4.1 Basic Quantities

As was done for the definition of the co-moving wakefunction, in this subsection
the quantities needed for the formal definition of counter-moving longitudinal and
transverse wakefunction are given. With reference to Fig. let us consider a
vacuum chamber with an arbitrary geometry, made by materials characterized by
electric conductivities o, electrical permittivities € and magnetic permeabilities p.
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The vacuum chamber is free of external electromagnetic fields before the entrance
of the sourceﬂ Let us consider, as usual, the source charge S, with charge ¢g, and
the test particle T', of charge ¢r. Because of the rigid beam hypothesis (refer to sec.
both the particles are moving on parallel trajectories. Furthermore, the speeds
of the particles are constant during the transit of the two charges in the vacuum
chamber and they are equal in modulus v = vg = vr.

Let us define a reference frame O with the origin at the test entrance section
of the vacuum chamber and the Z axis lying on the golden orbit, oriented in the
direction in which the test charge T is moving. The axes X and ¥ are perpendicular
to Z, they can have an arbitrary orientation but the frame has to be orthonormal.
As for the co-moving wakefield scenario in the O frame the instantaneous position
of S and T are identified by the vectors:

instantaneous position of S (4, Yqs, 2qs (1))

instantaneous position of T (x4, , Yqr 2¢, (1))

where t is an arbitrary time. The transverse position of S can be defined as
ug = (244, Yqs) and the transverse position of T as ur = (z4,, Ygr)-

Test Source
Entrance Entrance
Section Section

Test Trajectory

-
e}

L

Figure 2.6. counter-moving wakefield scenarios, source (¢s) and test (gr) charge transiting
inside a vacuum chamber. The cartoon underlines the instantaneous z positions of the
two charges zq4(t) and zg, (¢), their speeds v,y and v,,., their time-dependent distance
sgr(t) and the transverse position of their trajectories with respect to the main reference
frame ur and ug. Furthermore, also the reference system O and the length of the
vacuum chamber L is indicated. In the counter-moving problem, z; indicates the position
of the entrance section through which the test charge enters into the vacuum chamber
while z, indicates the position of the entrance section through which the source enters
into the vacuum chamber.

In the counter-moving case test and source particles move in opposite directions
inside the structure. This implies that the distance sgr(t) between the charges,

3This means that the vacuum chamber is neither an accelerating cavity nor a magnet. In case
the vacuum chamber is a cavity or another active device, one has to consider also the external
imposed electromagnetic fields, not only the self-induced ones.
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defined in Eq. is time dependent. Indeed, considering the rigid beam approxi-
mation, the longitudinal positions of S, z44 (), and of T, 24, (t), are:

245 (t) = — vt + 2440 (2.46)
Zgp (1) =vt + 2gp0- (2.47)

Substituting Eq.s and into Eq. one obtains:
ss7(t) = 2¢4(t) — 2¢p (t) = =20t + 2450 — 2¢0- (2.48)

In this case one cannot use the longitudinal and transverse wakefunction definition,
Eq.s[2:12]and 2:41] The latter lose their significance being sg7 not time independent.
However, the counter-moving wakefuncton can be defined recalling the physical
meaning of wakefunction: the wakefunction represents the integrated effect (change
of energy in the longitudinal direction and change of transverse momentum in the
transverse plane) that the electromagnetic field excited by the transit of the source
charge S has on the test charge T that enters the vacuum chamber with a time delay
Atgr with respect to the source.

Unlike sgr, Atgr is well defined also in the counter-moving problem. Indeed
recalling the already defined tg;, the time at which S is entering into the vacuum
chamber and tp;, the time at which T is entering into the vacuum chamber, the
delay in the entrance between T and S is:

Atgr = tp; — ts;. (2.49)

Please note that, S enters into the vacuum chamber when it crosses the source
entrance section, while T enters into the vacuum chamber when it crosses the test
entrance section. These sections are indicated in Fig. The space entrance delay
is defined as well as time independent:

Asgr = Atgpv. (2.50)

As for the co-moving wakefield case, the physical meaning of Eq. [2.50] becomes
clear looking at Fig. Asgr represents the distance that the test particle has to
cover to enter into the vacuum chamber at the time at which the source particle
enters into the vacuum chamber (a negative value of Asgpy means that at tg; the
test particle is already inside the vacuum chamber).

Thus, for the counter-moving problem, space entrance delay and particle distances
cannot be used interchangeably as done for the co-moving wakefield case. However,
according with the wakefunction physical meaning, the quantities needed are the
time or space entrance delay, Eq. or and not the distance between the
particles, Eq. [2.48] The former are always defined as time independent, and they
will be used in the following to formally define the counter-moving wakefunction.

Another important concept for the counter-moving wakefield is the particle
meeting time t,,. It can be defined as the time at which the longitudinal distance
between S and T is null. It can be found from Eq. imposing sgr(t) = 0:

_ #qs0 — Zqr0

tm = 2.51
50 (2.51)
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This quantity is especially important if S and T are counter-moving ultra-relativistic
particles. In this case, because of the causality principle, T starts to feel the effects
of S only after t,,, and not before. This time has to be compared with the entrance

and the exit time of T in and from the vacuum chamber, tp; and tp,:

o tp; <ty < tro, the particles meet inside the vacuum chamber.

e t,, < tp;, the particle does not meet inside the vacuum chamber: when T
enters, S is already passed and it is out of the vacuum chamber that is already

excited.

e t,, > tr,, the particles do not meet inside the vacuum chamber: when T leaves
the vacuum chamber S is still not entered. For ultra-relativistic particles this
case is trivial, the vacuum chamber is not excited when T is passing and the

wakefunction is null.

Finally, one has to recall that, in virtue of Eq.s and F (the force

acting on T because of the wakefield generated by S in the vacuum chamber) can be

equivalently expressed as:
F(ug,ur, Atgp,t) time variables dependency
or
F(ug,ur, Asgr, z4,) space variables dependency.
and that the force F' can be decomposed in:
F= (Fx,y>Fz)>

where F}, is the longitudinal component and F , is the transverse one.

t=ts;
Test Source
Entrance Entrance
Section Section
qT v % I
@ s - e | .............
‘ 2 l___
AssT = AtsTv |0 |
| qs |
....................... i'<_o

(2.52)

Figure 2.7. counter-moving Wakefield scenario. The cartoon represents the position of S
and T at the time at which the source is entering into the vacuum chamber, tg;. The
space entrance delay Asgr is also represented, it is the distance that T has to cover to

enter into the vacuum chamber at the time at which S is entering.
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2.4.2 Longitudinal counter-moving Wakefunction

As done in section [2.3.2] for the co-moving wakefield, one defines the counter-moving
longitudinal wakefunction w, as the integral of F, over the instantaneous longitudinal
position of the particle T inside the vacuum chamber z,,., normalized with respect
to the product of the S and T charges:
1 L
w;(ur,ug, Asgr) = —— | F.(ur,us, Assr, 24, )d2g,, (2.53)
qasqr Jo

where the definition of Asgr is given in Eq. However, in the counter-moving
problem it is more intuitive to operate with time variables instead of space variables.
Thus, it is more convenient to introduce the wakefunction as:

w.(ur,us, Atgr) = —— [ B (wr, us, Atgr, tyudt, (2.54)
qsqT Jir;
that is Eq. [2.53] with the force expressed in time variables and the substitution
dzq, = vdt, obtained from Eq. The times tp; and tp, have been already
introduced as the entrance and the exit times in the vacuum chamber of the test
charge T respectively.
Equation can be rewritten as an infinite integral if for ¢t < t7; and t > tr,
the particle T does not experience any wakefield [45]:
1 o0
w;(ur,ug, Atgr) = — F.(ur,ug, Atsr, t)vdt. (2.55)
q4s4qT J—o00

The physical meaning of the wakefunction (the energy variation of the test particle
because of the wakefield of a source particle, AU, normalized with respect to

qrgs»
the product of the two particle charges) remains unchanged. Thus, one can write:

1 00
wz(uT,uS,AtST) = FZ(uT,uS,AtST,t)Udt = ...
q4s4qT J—oc0
1 o AU (2.56)
= qustJT = —Irds
qsqT J—o0 qsqr

Furthermore, as for the co-moving wakefield, the loss factor is introduced as the
energy lost by the source particle because of its own wakefield (AUyqqq) normalized
with respect to the square of the source particle charge by Eq. [2.16]

2.4.3 'Wakepotential and Energy Losses

To define the wakepotential one has to compute the variation of energy induced by
the wakefields generated by a charge distribution Qg(¢) on a particle test charge
qr during their transit into a vacuum chamber. To do this let us suppose S to
be a charge distribution Qg(t) = gsAs(t), while T remains a particle charge gr,
both moving with speed v on parallel trajectories in opposite directions inside the
vacuum chamber. The time charge distribution Qg can be imagined as the sum
of infinitesimal point charges dQ)s each one centered at its entrance time in the
vacuum chamber t404;, with width dt4q;, refer to Fig. The time entrance delay
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between the source distribution Qg and the test charge T can be defined as the
time entrance delay between T and a reference point charge dQg of the distribution
Qs, as done for the co-moving wakefield case. This reference point charge can be
the one in the middle point of the distribution. Thus, indicating with ¢4, the
entrance time of the reference point charge, Atg,r, the time entrance delay between
Qs and T, is given again by Eq. and the space entrance delay Asg 7 by Eq.
[2:25] As in the co-moving wakefield case these quantities are usefull to determine
the wakepotential.

tr;

dtdQsi

Figure 2.8. Representation of the charge distribution Qg and of the test charge ¢gr as
a function of their entrance time into the vacuum chamber ¢;. In the picture are
represented tqq,, the entrance time of dQ)g, the generic infinitesimal charge composing
the distribution Qg, t4qs,; the entrance time of dQs,, the reference infinitesimal charge
of the distribution Q5. The entrance time delay of the test charge gr with respect with
this two charges, Atgr and Atggr is also shown. On the top right is shown the space
representation of the entrance delay.

The infinitesimal charge dQs(t4qgi) can be expressed as:

dQs(tagsi) = qsAs(taQsi)dtaQsi- (2.57)

The energy change induced on T by one of the dQQg constituting Qg is, from the
definition of counter-moving wakefunction, Eq. 2.56}

AUqragg = qrdQsw;(ur,ug, Atsr) = qrqsis(taggi)w. (ur, us, tr; — taggi)dtigis
(2.58)

where Eq. was used. To compute AUy, the variation of energy induced
by the whole charge distribution Qg(t) on T, one has to sum up the contribution
of all the particles dQg on t, considering all the different delay Atgr. Figure
shows that the Atgr changes because every dQ)g enters into the vacuum chamber at
a different 249;. Thus, integrating Eq. over dtgqgqi gives AUq,qq:

AUqrq = QTQS/ As(taggi)ws(ur, us, tri — taggi)dtaQi- (2.59)
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The wakepotential is so defined as:

AUgrqs >
W.(us,ur, tr;) = ———= = As(taggi)w=(ur, us, tr; — taggi)dtaggi- (2-60)
qrgs —00
One can recognize in Eq. [2.60] that the wakepotential is the convolution between
the wakefunction w, and the time distribution Ag.
If also the test charge is a distribution Q7 (), as Qg, it can be imagined as the
sum of infinitesimal point charges dQ7, each one centered at its entrance time in
the vacuum chamber t45,; with width dt,g,; and charge:

dQ1(tagri) = qr A (taQri)dtaqri- (2.61)

From the wakepotential definition, Eq. [2.60 one computes the energy variation of
the infinitesimal point charge that constitutes the test distribution as:

AUdQTQS = qsdQTWZ(uT»uSatdQTi) =

(2.62)
oo = qsqT AT (taQ i) W2 (ur, us, tag i) dtag i,

summing the energy variation of every dQr, i.e. integrating Eq. 2.62 over dtqq,i,
gives AUg,q the energy variation of the whole charge distribution @7 induced by
the wakefields generated by Qg:

AUQrqs = C]SQT/ A7 (tagri) W2 (ur, us, tagri)dtag ., (2.63)

or, in terms of wakefunction

o0 o0

AUQrqs = QSQT/ )\T(tdQTi)/ As(taggi)w-(ur, us, taQri — taQgi)dtaQeidtiQ i-
— 00 — 00

(2.64)

In the present and the previous subsections the concept of wakefunction for counter-
moving beams was introduced, and it was shown that, considering the definition of
the wakefield force F' expressed in time variables, one can obtain an unequivocal
wakefunction definition. This definition was used to compute the counter-moving
wakepotential, who was found to be the convolution between the counter-moving
wakefunction and the beam distribution. The counter-moving wakepotential was
used to compute the energy variation of a test bunch passing inside a vacuum
chamber excited by the previous passage of a source bunch. Furthermore, it is
useful to stress that the formalism developed in the two previous subsection does not
apply only to the case of counter-moving wakefield but also to the case of co-moving
wakefield. In this sense it can be thought as a generalization of the usual formalism
[46].

2.4.4 Transverse counter-moving Wakefunction

As already specified in the introduction of this section, this work especially focuses
on the RF-heating problem of two counter-moving beams and so on the longitudi-
nal counter-moving wakefunction. However, using the concepts introduced in the
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previous section it is straightforward to obtain also the transverse counter-moving
wakefunction and from it the wakepotential. This is shown briefly in this subsection.
Let us recall the case of the two charged particles T and S travelling into the
vacuum chamber displayed in Fig. The transverse wakefunction w, , is defined
as the integral of the transverse S induced wakefield force F , acting on T' (expressed
in time variables) along its longitudinal path inside the vacuum chamber, normalized
with respect to the product of the S and T' charges:
1 oo
wyy(ur,ug, Atgr) = —— F, ,(ur,ug, Atgr,t)vdt. (2.65)
qsqrT J—o00
The transverse wakefunction is a vector of two components w,, = [wy, w,]. It
has the same properties of the longitudinal wakefunction since it has the same
formal definition. This means that, recalling the expression of the source charge
distribution Qg and the definition of Atgy Eq. one can define the transverse
wakepotential as:

o0
W, y(ur,ug, tri) = / As(2dQ50)Way(Us, ur, tr; — taQqi)dtaQi- (2.66)
— 00

2.5 Examples of Co-moving and Counter-moving Lon-
gitudinal Wakepotentials, Theory and Simulations

In this section two examples of co-moving and counter-moving longitudinal wakepo-
tential are given: the wakepotentials of a resisitve wall pipe and the wakepotentials of
a pillbox cavity. The general wakefield formalism developed in the previous section is
applied, first to obtain again the well know results for the co-moving wakepotential,
then to obtain a counter-moving wakepotential.

The wakepotentials are computed semi-analytically starting from the expression
of the longitudinal electric field in the studied structures, then they are benchmarked
against the results of the CST studio suite commercial software [56], a well tested
tool used at CERN [57] and in other research institutions. In the counter-moving
wakefield case, this benchmark wants to validate the capabilities of describing the
effects of two counter-moving beams in one vacuum chamber both for the proposed
formalism and for the CST software. When possible, the semi-analytic approach
and the numerical one are compared also with other analytic expressions of the
wakepotential available in the literature.

2.5.1 Resistive Wall Pipe

This subsection gives an example of longitudinal wakepotential for the case of a
cylindrical pipe made by resistive material. The subsection is organized as followed:
first the co-moving wakefunction and wakepotential are computed, subsequently the
same is done for the counter-moving wakefunction and wakepotential. Finally, the
results are discussed.

The wakefunction (co-moving and counter-moving) is obtained semi-analytically
integrating the expression of the longitudinal electric field generated by a point charge
travelling inside the resistive pipe. It is subsequently convolved with a Gaussian
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bunch distribution to obtain the wakepotential. This wakepotential is benchmarked
against the results of the solvers of the CST studio suite commercial software and
against other literature results.

The resistive cylindrical pipe problem is extensively discussed by Chao [46], where
the longitudinal electric field induced by an ultra-relativistic disk charge traversing
an infinitely long pipe is derived as (for the classic thick wall regime):

4qs |1 " \/i 0 x2eua;2
EZ(Z(]T (t), Zqg (t)) = _7r60b2 ge COS (\/gu) — 7 0 ﬂfm 5 (267)
where, b is the radius of the pipe and
b(2x)3 b(2x)3
=22 (2.69)
ob

are two adimentional coefficients. In Eq. sgr is the distance between S and
T, z44(t) is the position of the source particle and z,, () is the position of the test
particle at the time ¢, while o in Eq. is the conductivity of the pipe material
and g is the dielectric vacuum constant. The term ) is not present in the work of
Chao [46], it is needed to extend the validity of Eq. also to the counter-moving
case. Its value is 1 for the direct case scenario, while is —1 in the counter-moving
case scenariolﬂ Furthermore, this work defines u with a minus sign with respect to
the Chao work [46] because of the different definition of distance between S and T
in the two works.

Finally, equations [2.67] [2.68] and [2.69] are expressed in the international unit
system SI, while in the work of Chao [46] they are expressed in the CGS unit system.
Equation holds for an infinitely long pipe, however, one can consider a pipe with
finite length as a segment of this infinitely long pipe and compute the wakefunction
on that part of the pipe. Using this approach, one has to be particularly careful on
what happens at the boundaries, i.e. at the entrance and at the exit of the pipe.
This problem is discussed later on in this section. Figure helps understanding
how the wakefunction is computed showing the time evolution of the electric field
on the axis of a resistive pipe and some test charge example trajectories.

Co-moving Wakefield

The geometry of the problem is drawn in Fig. top. The source and the test
particles are moving at the speed of light along the beam pipe axis in the same
direction. If t = 0 is chosen as the time at which the source particle enters into the
interested pipe region, one can rewrite the equation of motion of the two particles,

Eq. 24 and Eq. 2.5] as:
Zqq (t) =0t (2.70)
Zgp (1) =vt — Asgr. (2.71)

4This term represents mathematically the condition that, if the particles are ultra relativistic,
the test can feel the electromagnetic field only when is downstream of the source (downstream is
defined with respect to the direction of motion of the source).
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Figure 2.9. Colormap of the time evolution of the longitudinal electric field on the axis of

an indefinitely long pipe with resistive wall, excited by a source relativistic charge disc
(gr =1 nC). In the picture the considered pipe segment is highlighted (length L = 0.3 m,
between z = 0 and z = 0.3 m and radius b = 0.05 m). The trajectory of the source charge
is highlighted in blue. Note that the electric field is null before the source passage in
every point of the pipe. The trajectories of some example test charges are represented in
black with their time entrance delay Atgr,,, highlighted. Since the source enters into the
pipe at t = 0 ns, the time entrance delay can be read on the y axis as the time at which
the particles enter into the pipe segment. The trajectory of the sample particles always
evolves in the sense of the growing time, thus, the counter-moving particles trajectories
have a negative gradient while the direct particle trajectories have a positive one. By
computing the electric field experienced by the test particles for each z coordinate in
the pipe and integrating it, one can evaluate the wakefunction for an entrance delay
value Atgr. Repeating this operation for different entrance delays gives the whole
wakefunction, both the co-moving and the counter-moving ones. From the figure, the
first test particle that sees the source is the one with z coordinate 0 at the time at which
the source is entering ¢ = 0, the space entrance delay of this particle is Asgr = —L and
its time entrance delay Atgr = —L/v. While the last test particle that sees the source
charge is the one with z coordinate L at the exit time of the source, the space entrance
delay of this particle is Asgr = L and its time entrance delay Atgr = L/v. In Fig. [2.15
the electric field experienced by the sample particles for which the trajectory is drawn
in this figure are shown.
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Substituting Eq.s and into Eq. (with ¢ = 1, co-moving wakefield case)
one obtains:

b2x)5  b(2x)

Equation shows that, as expected (refer to section , in the co-moving
wakefield scenario the concept of space entrance delay and distance between the
particles are interchangeable. Finally, considering the definition of space entrance
delay Eq. 250, Eq. 2.72] can be also rewritten as:

u= —2Btsr __vliri —tsi) (2.73)

b(2x)? b(2x)?

A plot of the normalized longitudinal wakefield of a source charge in a resistive pipe,
Eq. as a function of the space entrance delay (or the distance) between S
and T is reported in Fig. bottom. Since the source particle is moving at the
speed of light, there is no electric field in front of it, i.e. E, = 0 for z4, > 244(t) (or
Asgr < 0). The normalized wakefield has a global negative minimum at null delay
from the generating particle. The field increases with delay from the generating
particle up to a global positive maximum. With further entrance delay from the
generating particle, the wakefield approaches to zero with one small oscillation. Thus,
a charged particle travelling in the same direction and at the same speed as the
trailing charge, entering immediately after the source charge, loses energy because
of the negative electric field, while a charged particle with a slightly higher delay
gains energy thanks to a positive longitudinal electric field. Note also that, from Eq.
2.72] in the co-moving wakefield scenarios, the longitudinal electric field experienced
by the particle T depends only on the entrance relative distance between T and S,
and not on their time dependent positions zg4(t) and z4,.(t). This is true because
the longitudinal electric field pattern moves integrally with the source charge. Thus,
a test particle following the source charge at the same speed on a parallel trajectory
experiences a constant electric field, refer to Fig. [2.15] top. Applying the definition
of wakefunction, Eq. for a resistive pipe of length L one obtains:

L AL |1 z2et”
w,(Atgr) = q—SEZ(AtST) = Trcl? ge cos (V3u) / dx ] (2.74)

Equation [2.74] can be expressed interchangeably as a function of sgp, Asgr or Atgr
choosing the different expression of u, Eq. or

Equation 2.74 has been numerically evaluated for a pipe with L = 0.3 m, b = 0.05
m and o = 3.5-10% [S/ m]ﬂ Subsequently, to obtain the wakepotential as defined
in Eq. 2.60] the wakefunction of Eq. [2.74 was numerically convolved with a beam
distribution Ag. To perform this operation it is necessary to recall the link between
time and space entrance delay, Eq. 2.50

W (t7s) =/ As(taggi)wz(AtsT)dtaggi :/ As(taggi)ws(tri — taggi)dtagyi
(2.75)

5 This value of the conductivity was chosen to simplify the comparison between the results of
the semi-analytic and the numerical approach. The low value of the conductivity drastically reduces
the effect of the numerical integration noise on the results obtained by simulations.
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Figure 2.10. Top: Co-moving Wakefield case, test and source charges traversing the
resisitive wall pipe at constant speed v. The trajectory of both charges is coincident
with the pipe axis, the length of the pipe is L, its radius b and the distance between
the charges is sgr. Bottom: Normalized longitudinal electric field generated by a
point charge moving at the center of a resistive pipe, pipe radius b = 0.05 [m], electric
conductivity o = 3.5-10% [S/m], (o = 3.2-10'3 [s7!] in CGS units). Since the test
charge g7 is moving at the same speed of the source charge gqs on a parallel trajectory,
the same of gg in the displayed case, and since the electric field generated by gs moves
rigidly with gg, the charge g experience always the same electric field. In the particular
case showed in the cartoon the test particle would lose energy experiencing a negative
electric field. The electric field plot is not in scale with respect to the pipe image.
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The beam distribution Ag was chosen composed by one bunch with a Gaussian
shape since this is the default excitation signal for CST and it makes the benchmark
between the semi-analytic and numerical results easier. Furthermore, Bane [58] [59]
provided the analytical expression of the wakepotential of a Gaussian bunch passing
inside a resistive pipe:

Z /
W, = ZNAsqerlie™ 1L (@)) ~ I_s(2') — sen(Asqer) I (') + ..

1
1

(2.76)
e sgn(AsQST)Li (CU/)} ;

where, [ is the modified Bessel function of fractional order, Zy = 376.73012 is the
free space impedance, L is the pipe length, o3 is the Gaussian root mean square and

2
r_ ASQST

T
2
4o}

(2.77)

In Fig. the wakepotential obtained from the semi-analytical approach (Chao
theory), from CST and from the analytic formula are evaluated as a function of
the entrance delay between the test charge and the source distribution and compared.
The agreement among the numerical (CST) the semi-analytic (derived from the
formulae reported in Chao [46]) and the analytical approach (from Bane [58, [59]) is
excellent being the maximum relative error less than 5%. This result validates the
proposed semi-analytic approach to compute the wakepotential.

Counter-moving wakefield

The counter-moving case geometry is displayed in Fig. The source and the
test particles are moving at the speed of light along the beam pipe axis in opposite
directions. As for the co-moving wakefield case, t = 0 is chosen as the time at which
the source particle enters into the pipe, thus, one can rewrite the equation of motion

of the two particles, Eq. and Eq. as:
Zqg(t) = — vt + L, (2.78)
Zgp (1) =vt — Asgr. (2.79)

Substituting Eq. and into Eq. (with ¢ = —1, counter-moving

case) one obtains:
Asgr —2vt+ L
u= ;
b(2x)3

, (2.80)

or recalling Eq.

Atgp — 2t L
wo YAlsT =)+ L (2.81)
b(2x)3
Equations [2.80] and [2:8T] clearly show that in the counter-moving case the electric
field that T experiences does not only depends on the entrance delay (Asgr or Atgr)
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Figure 2.11. wakepotential of a Gaussian bunch profile traversing a beam pipe, comparison
between the exposed semi-analytical method, Bane and CST. Pipe’s parameters: b = 0.05
[m], o = 3.5-103[Q27s7!], L = 0.3 [m]. Bunch parameters: o, = 0.05 [m], v = ¢. The
beam signal is in arbitrary units for representation purposes.

but also directly on time. The wakefunction in this case can be computed using its

definition, Eq.

v [tro L [ITo B (Atgr, t)dt if tr; > tp,
Atgp) = — E,(Atgp, t)dt = { s ’tri ’ - 2.82
wz( ST) as Jir, Z( ST ) { é tl:z:o EZ(AtST,t)dt if th < tm ( )

where E.(Atgr,t) is given by Eq. with u defined by Eq. 2.81] The terms
on the right of Eq. is written to emphasize that, since in this example S and
T are both ultrarelativistic, the longitudinal electric field can be integrated from
the particle meeting time t,,, defined in Eq. up to the test exit time tp, if
tr; <ty < tpo, 1.e. if the two particles meet inside the vacuum chamber. Indeed
before the meeting time, because of causality, T cannot experience any wakefield
from S, i.e. E,(Atgp,t) =0 for t < t,. If t,, < tp;, thus, the integral must be done
from the test entrance time t7; up to the test exit time tp,. The expressions of
tri, tTo and t,, as a function of the entrance delay can be obtained considering the
equation of motion of source and test Eq. 2.78 and Eq. 2.79 and the definition of
meeting time given by Eq.

B L+ASST . L—{—UAtST
B 2v B 20 ’

(2.83)

m
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Particle Trajectory

Figure 2.12. counter-moving particle travelling into a resistive pipe.

A
b = iST — Atgr, (2.84)

and
_ L+ Asgr _ L +vAtgr
- v - v '

Taking into account Eq.s[2.83] [2.84] and [2.85] equation [2.82| was evaluated numerically
for a pipe with L = 0.3 m, b = 0.05 m and o = 3.5- 103 [S/m]. The counter-moving
wakefunction as a function of the entrance delay is reported in Fig. [2.13] The
wakefunction has two sharp peaks, a positive and a negative one. The positive peak
is at an entrance delay of —1 ns or —300 mm, that is the length of the pipe. After
the positive peak the wakefunction decreases rapidly, remaining positive, until an
entrance delay value of 1 ns or 300 mm. At this value there is the negative sharp
peak. After it, increasing the entrance delay, the wakefunction approaches to zero.
A discussion on this shape is given in later in this subsection.

To compute the counter-moving wakepotential from the wakefunction, the same
equation used for the direct case, Eq. 2.75] can be used. Also Eq. [2.75 was evaluated
numerically.

Further, two relativistic counter-moving beams, made by one Gaussian bunch
(o0p = 50 mm) each, traversing a beam pipe, were simulated using the commercial
solver Wakefield [60] of the CST software package. The charge of one beam, from
now on test beam, was set six order of magnitude lower with respect to the charge
of the other beam, the source beam. In this way one can reasonably assume that
the electromagnetic field in the pipe was given all by the source beam and the
contribution of the test beam was negligible. Thus, the integration line of the test
beam experienced only the electric field of the source beam, and test and source
beam were moving in opposite directions. Thus, the wakepotential experienced by
the test beam was the counter-moving wakepotential generated by the source beam.

The counter-moving wakepotentials as a function of the entrance delay between
Qs and T (Asggr and Atggr) obtained from the semi-analytic method and from
the CST wakefield solver are reported and compared in Fig. The agreement
among the numerical (CST) and the semi-analytic approach is excellent being the
maximum relative error less than 5%.

t70 (2.85)
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Figure 2.13. Semi-analytic counter-moving wakefunction of a point charge traversing a
beam pipe. Pipe’s parameters: b = 0.05 m, 0 = 3.5-10% Q~!'s7!, L = 0.3 m. Bunch
parameters: o, = 0.05 m, v = c.
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Figure 2.14. Counter-moving wakepotential of a Gaussian bunch profile traversing a beam
pipe, comparison between semi-analytical method and CST Wakefield solver. Pipe’s
parameters: b = 0.05 m, 0 = 3.5-10% Q7 's~!, L = 0.3 m. Bunch parameters: o;, = 0.05
m, v = ¢. The beam signal is in arbitrary units for rapresentation purposes.
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Discussion on the Results

Previously, the shape of the resistive pipe counter-moving wakefunction, reported
in Fig. 2.13] has been described. Remarkably, the wakefunction is characterized
by two peaks, one positive and one negative, symmetrically disposed with respect
to the axis origin with space entrance delay equal to the length of the pipe (other
CST simulations, not shown in this thesis, were performed confirming such a result
for different pipe lengths). These peaks are due to the fact that Eq. that
holds for an indefinitely long pipe, has been used to compute the wakefunction of
a finite length pipe, considered as a segment of this infinitely long pipe. In the
wakefunction definition it is assumed that outside the structure the electric
fields are neglected. Indeed, by integrating the electric field experienced by the
particle T, E,, from the test entrance time tp; up to test exit time tp,, i.e. from
Zgp = L up to zg, = 0 (counter-moving particles), one cuts the electric field before
zqp = L and after z,, = 0. Figure gives a visual explanation of this concept.
This cut is also performed by the CST software when a pipe of length L is simulated.
Indeed the software is able to compute only the fields inside the structure and it
assumes null the field outside. This explains the agreement in the counter-moving
wakepotentials shown in Fig. 2.14]

2.5.2 Pillbox Cavity

This subsection gives another example of longitudinal wakepotential for the case of
a lossless pillbox cavity. The wakefunction is obtained semi-analytically integrating
the expression of the longitudinal electric field generated by a short burst disk of
electrons emitted from one side of the cavity that travels towards the other side at a
speed vg, refer to Fig. or The wakefunction is subsequently convolved
with a Gaussian bunch distribution to obtain the wakepotential. This wakepotential
is benchmarked against the results of the PIC solver [60] of the CST studio suite
commercial software.

The analytic expression of transient longitudinal electric field generated by a disc
of electrons moving from one side of a pillbox cavity of radius a and length L, and
that travels towards the other side at a speed vg = fgc, was found by Faust [61] as:

’

eN [ Bs L L Zqp
E;(T‘;T’Z‘;T’t) = —;{T [ctU(ct)— (ct— E)U(Ct_ g)} —U(ct— E) -

oo

2085 N J0(rypm/a) [ ( ct) ( ot — L/BS) ( L )}
- E sin | p;jp— | —sin | pjp ——— U | ct — — — ..
L J1 (Pm,)p?—n. a a Bs

m=1

M=00 N=00 sin(viet/a) — (—1)™ sin(y1 %)U(ct — %)

4afBg JO(T;T pm/a) nTrz;T
- — Pm 5} cos =+ ...
L J1(pm) Y1735 L

m=1 n=1

To(r!, nmvs/L) . ot — nrz,
LY N T B TR S
(2.86)
where, N is the number of electrons per square meter, Jyo(z) is the Bessel function
of order zero, p,, are the roots of the Bessel function Jy, Iy(x) is the modified Bessel
function of order zero, U(t) is the unit function, ys = 1 — 8%, v¥ = p2, + (nma/L)?
and 3 = p2, + (nma)?(1 — 8%)/L?. Furthermore, ry,.(t)" and 2,,.(t)" are the generic
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Figure 2.15. The electric field experienced by the example test particles shown in Fig.
as a function of the position of the test particle in the vacuum chamber. The value of the
wakefunction associated to the entrance delay Atgr, is proportional to the highlighted
blue areas. As shown, the counter-moving test particle is experiencing wakefields also
outside the pipe that is cut by the definition of wakefunction. The cut fields has been
reported as the simple black solid line.
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radial and longitudinal position of a test particle T in a reference frame O’ with
origin in the electron emission face and 2’ axis oriented in the direction of motion
of the electrons. The electric field E. given by Eq. is also expressed in the O’
reference frame. Finally, ¢ is the generic time. Please note that Eq. makes sense
only if ¢ > 0, with if ¢ = 0 the time at which the electron disk leaves the emitting
face [61]. As done for the resistive pipe, considering the expression of the electric
field in the device as a function of time, it is possible to compute both co-moving
and counter-moving wakefunction. A visual representation of how the wakefunction
is computed is given in Fig. [2.16]

Co-moving Wakefield

The geometry of the problem is drawn in Fig. In the co-moving wakefield case
the reference frame in which the wakefunction is defined, O, and the one in which
the electric field of the electron burst is given, O, are coincident, thus:

/

Tor = Tar
Zgr = Zar (2.87)
E —E,

where 1y, (t), 24, (t) are the transverse and the longitudinal positions of the test
particle expressed in the O reference frame and FE, is the electric field acting on the
test particle expressed in the O frame.

As said previously, t = 0 is chosen as the time at which the electron burst leaves
the emitting face. Recalling the rigid beam hypotesis, the equation of motion of T
is:

Tqr (t) = ka

(2.88)
Zqp (1) = vt — Asgp = vt — vAtgr,

where, v = vg = vr because of the rigid beam approximation, k is a constant and
Asgr or Atgr are the space and time entrance delay. Substituting the T trajectory
laws, Eq.s [2.88] into the longitudinal electric field, Eq. and recalling Eq.s
one gets:

__NJBs (- & _Ly) - _ptovAtsT )
E,(Atgy,t) = ” { 7 |:ctU(ct) <ct ﬁs)U(Ct Bs):| U(ct s )

=oo

285 ’"Z Jo(kpm /) { ( ct) A ( ctfws) ( L )}
- ———— — |sin|{ p;mm— | —sin | pjp ———— | U | ct — — — ...
L J1 (Pnl)[%zn a a Bs

m=1

m=00 n=00 sin(yict/a) — (—1)™ sin(v %)U (ct - %)

4aBs 2 : 2 : Jo(kpm /a) (mr(vt—vAtST))
- Pm 5] cos +
L J1(pm) Y173 L

m=1 n=1

2 Io(knmyg /L) i ct n . ct — L/Bs L [ nm(vt — vAtgT)
+ - Z m |:sln (””BSZ) — (—1)" sin (”“5ST>U<C75 — E)] cos (f) }
n=1
(2.89)
Equation 2.89] can be used to compute the wakefunction. Recalling the wake-
function definition in time variables, Eq. one has to integrate the longitudinal
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Figure 2.16. Center: Colormap of the time evolution of the longitudinal electric field on
the axis of one pillbox cavity (length L = 0.6 m and radius a = 0.1 m) excited by the a
relativistic electron burst emitted from the face at z = 0 (N = 1.9867-10*! electrons/m?)
obtained with the Faust theory [61]. In the picture, the trajectory of the electron burst
is highlighted in red. Note that the electric field is null before the electron burst passage
in every point of the cavity axis. The trajectories of some example test charges are
highlighted in black with their time entrance delay. Right and Left: the electric field
experienced by the example test particles (on the right the counter-moving particles on
the left the direct ones), as a function of time or the position of the test particle in the
vacuum chamber, is reported. The value of the wakefunction associated to the entrance
delay Atgry, is proportional to the highlighted areas.
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Figure 2.17. Pillbox cavity of length L excited by an electron burst emitted from one of
the circular faces, direct case scenario. Please note that in this case the reference frame
in which the wakefunction is desired O and the reference frame in which Eq. 2:89] gives
the electric field are coincident.

electric field E,(Atsr, t), Eq. in time from ¢p;, entrance time of the test charge,
to tp, exit time of the test charge:

v tro

wo(Atsr) = — | E.(Atsr,t)dt (2.90)

qs Jtr;
Since t = 0 has been chosen as the time at which the source electron burst is emitted
from the cavity surface, Atgr represents also the time at which T enters into the
pillbox cavity, thus:

tri = Atgr, (2.91)

while the exit time is the entrance time in the cavity plus the time that T takes to
transit into the cavity:

L
tro = tri + o (2.92)

It is useful to recall that Eq.s - can be rewritten as a function of the space
entrance delay Asgr simply referring to Eq. that links time and space entrance
delays.

The wakefunction of Eq. [2.90] was numerically evaluated for the case in which
both the electrons and the test particle are ultra-relativistic, i.e. g =1 and v = c.
To obtain the wakepotential, the wakefunction Eq. [2.90] was numerically convolved
with a beam distribution Ag. The beam was chosen composed by one bunch with a
Gaussian distribution since this is the default excitation signal for CST and it makes
the benchmark between the semi-analytic and numerical results easier.

Using the Particle in Cell (PIC) solver of CST, the excitation of a loss free pillbox
(length L = 0.6 m and radius a = 0.1 m) by a burst of electrons emitted by one of
the circular face was simulated. The cavity material was set to be perfect electric
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conductor (PEC), so that the cavity was loss free. The electrons were emitted
uniformly from the face with a Gaussian longitudinal distribution (o = 0.07 m).
One bunch of electrons with a total charge of 1 nC (1.1-10%! electrons) was emitted.
The kinetic energy of the electrons was set to an ultra-relativistic value (y = 5-1010)
to avoid space charge effects. The total simulation time was set to 20 ns, electric
field monitors were set to register and store the value of the longitudinal electric field
every 1.5 mm along the whole cavity axis, that is every 5- 1072 ns. The position
of the test particle T is known at every time t as a function of the entrance delay,
Eq. i.e. fixing an entrance delay Asgr or Atgr, one knows the T longitudinal
position 2,4, at the time ¢. If 2,4, at the time ¢ is known, one can obtain the value
of the longitudinal electric field acting on T at the time ¢ from the fields monitors.
If this operation is repeated for every ¢ one obtains the longitudinal electric field
experienced by T traversing the cavity as a function of time (or equivalently as a
function of its longitudinal position). Integrating this longitudinal electric field one
has the wakepotential value for the set entrance delay, repeating the integration for
different entrance delays gives the whole wakepotential.

The co-moving wakepotentials as a function of the entrance delay between Qg
and T (Asgyr and Atggr) obtained from the semi-analytic method and from the
CST PIC solver are reported and compared in Fig. The agreement between
the two methods is really good in general. However, there is a region around null
entrance delay in which there are discrepancies between the two wakepotentials
of around 15%. This discrepancy is unexplained. As it will be shown in the next
subsection, in the counter-moving case such a discrepancy does not appear and the
same methodology is applied to compute the wakepotentials. This suggests that it
may be due to numerical issues in the semi-analytic method during the integration of
the longitudinal electric field to obtain the wakefunction or during the wakefunction
convolution with the beam distribution.

Counter-moving Wakefield

The geometry of the problem is drawn in Fig. 2.19] In the counter-moving wakefield
case the reference frame in which the wakefunction is defined, O, is not the same
one in which the longitudinal electric field of the electron disk is given O’ by Eq.
Indeed O has its origin in the test entrance section and its z’ axis points in the
direction of motion of T while O’ has its origin in the source entrance section and
its 2’ axis points in the direction of motion of the electron burst, that is opposite to
the one in which T is moving in the counter-moving case, refer to Fig. [2.19] The
quantities in O are linked to the quantities in the O by the following equations:

/

T(IT =Tqr
Zgr = L — 2gp (2.93)
E =B,

Considering Eq.s the first two equations can be intuitively derived looking
at Fig. where both reference frame O and O’ are represented. The third
relation is true because the z axes of the two frames point in opposite directions.
Thus, if E, is positive in one of the frames, O’ for example, i.e. E, is directed as 2’,
it is naturally negative in the other, O, i.e. FE, is directed against Z.
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Figure 2.18. Comparison between the co-moving wakepotentials of a burst of ultra-
relativistic electrons (1 nC or 1.1-10%! electrons and 8g — 1 or yg = 5 - 10'?) traversing
a pillbox cavity (length L = 0.6 m and radius ¢ = 0.1 m) computed by the semi-analytic
method (Faust Theory [61]) and the CST PIC solver [60]. The electrons are emitted
uniformly from one of the circular faces of the cavity. They are longitudinally distributed
as a Gaussian bunch (o, = 0.07 m). The cavity material is perfect electric conductor
(PEC), loss free. Test particle speed is v = c.
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Figure 2.19. Pillbox cavity excited by an electron burst emitted from one of the circular
faces, counter-moving case scenario. Note that in this case the reference frame in which
the wakefunction is wanted, O, and the reference frame in which Eq. [2.89] gives the
electric field, O’, are not coincident.

As said previously, ¢ = 0 is chosen as the time at which the electron disk leaves
the emitting face, thus, the Eq.s holds as equations of motion of T. Substituing

Eq.s 288 into Eq.s [2.93] one has:

fon =
Zgp = L —vt + Assy = L — vt + vAtgy (2.94)
E.=-FE,,

where, v = vg = vy was used.

As will be clear in the following, it is more convenient to compute the wakefunction
in the O frame. Thus, using Eq.s[2.94] into the expression of the longitudinal electric
field the electric field can be rewritten in the wanted frame (O) as a function
of time and entrance delay:

eN L L L — vt —vA
E.(Atgr,t) = ;{% |:ctU(ct)— (ct— g)U(ct— %)} — U(ct— (tﬁistST)) — ...

oo

2085 N\~ Jolkem/a) [ (et [ et—L/Bs L
_ T Z m |:sln (pm;) — sin (me>U(ct7g):| — ...

m=1

m=co n=co sin(viet/a) — (—1)" sinm%w(ct - %)

4aBg Jo(kpm /a) nm(L — vt — vAtgr)
- Pm 5] cos +
L J1(pm) 773 L

m=1 n=1

P25 s 1) o ) (s S Y ()] (2 et )L
- (2.95)
Equation [2.95| can be used to compute the counter-moving wakefunction using
its definition, Eq. [2.90
The wakefunction was numerically evaluated for the case in which both the
electrons and the test particle are ultra relativistic, i.e. B¢ = 1 and v = ¢. As for
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the co-moving case, to obtain the wakepotential, the wakefunction was numerically
convolved with a beam distribution Ag. The beam had a Gaussian distribution.

The counter-moving wakepotential was obtained also numerically by post process-
ing the PIC solver simulation results as explained in the previous section (co-moving
wakefield), considering a test particle moving in opposite direction with respect to
the burst of electrons.

The counter-moving wakepotentials as a function of the entrance delay between
Qs and T (Asggr and Atggr) obtained from the semi-analytic method and the
CST PIC solver are reported and compared in Fig. The agreement between
the two methods is excellent.
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Figure 2.20. Comparison between the counter-moving wakepotentials of a burst of ultra-
relativistic electrons (1 nC or 1.1 - 10%! electrons and s — 1 or g = 5-10'°) traversing
a pillbox cavity (length L = 0.6 m and radius a = 0.1 m) computed by the semi-analytic
method (Faust Theory [61]) and the CST PIC solver [60]. The electrons are emitted
uniformly from one of the circular face of the cavity. Their longitudinal distribution is a
Gaussian bunch (o, = 0.07 m). The cavity material is perfect electric conductor (PEC),
loss free. Test particle speed is v = c.

Discussion on the Results

Previously, the co-moving and counter-moving wakepotentials for a pillbox cavity
excited by a burst of electrons were presented. In this subsection the co-moving and
counter-moving wakefunction are reported in Fig. with the scope of comparing
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them. Further, in Fig. the co-moving and counter-moving longitudinal
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Figure 2.21. Comparison between the co-moving and the counter-moving wake function of
a pillbox cavity excited by a burst of electrons emitted by one face. The wakefunctions
have been obtained with the Faust theory.

impedance, the fourier tranform of the wakefunctions (refere to chapter [3)) are
reported. Let us label as transient the interval of time for which the source particle
is inside the cavity, (Asgr < 0.6 m for the discussed example), and as long range
interval the period of time after the transient, i.e. Asgr > 0.6 m. With reference
to Fig. [2:21] co-moving and counter-moving wakefunctions are very different in the
transient region, around null entrance delay between T and S, while for further
entrance delay they seem to be similar but translated. This may indicate that the
effects of the transient wakefield generated by S is experienced in a very different way
if T moves in the same (co-moving wake) or in opposite (counter-moving) direction
with respect to S. However, it appears that the effects of the long range wakefield
generated by S are quite similar in both the co-moving and the counter-moving
case. This makes sense since the long range interval is dominated by the resonant
electromagnetic modes trapped in the pillbox, and the geometry of the mode fields
and the mode resonant frequency is invariant with respect to the direction of the
test particle. This last observation is backed up by the fact that, co-moving and
counter-moving impedance modulus compare very well, refer to Fig. 2.22] i.e. the
resonant modes have the same effects on the test charge T independently from its
propagation direction.

The real and imaginary parts of the co-moving and counter-moving impedance
were affected by high noise, thus, in this manuscript, a comparison of the real and
imaginary part of the co-moving and counter-moving impedance is not reported and
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Figure 2.22. Comparison between the absolute values of co-moving and counter-moving
impedance of a pillbox cavity excite by a burst of electrons emitted by one face.

this comparison is left for future work.

2.6 The Effective Counter-moving Problem

In the previous sections the concept of co-moving and counter-moving wakefield
and wakepotential were introduced and two examples were presented. For the
introduction of these concepts only one source and one test distribution are needed.
However, when two beams pass into a vacuum chamber they act as two wakefield
sources, their wakefields act back on the beams that behave also as tests, thus, the
effective counter-moving problem has to take into account two source distributions
and two test distributions. This section deals with the effective counter-moving
problem, i.e. it investigates the wakefield effects of two counter-moving source charge
distributions traversing a vacuum chamber on themselves. In particular, this work
focuses on the energy lost by the two beams system.

The section is organized as followed: first all the basic quantities needed for the
formal definition of the problem are introduced. Subsequently, recalling the concepts
of co-moving and counter-moving wakefield and wakepotential, the energy lost by
the two beams system, which could produce the heating of the vacuum chamber, is
computed.

2.6.1 Basic Quantities

The majority of the quantities needed for the formal definition of the effective counter-
moving problem have been already defined in sec. 2.3.1] and 2.4.1] In this section
only the new concepts are discussed. With reference to Fig. let us consider
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Figure 2.23. The two beam distributions Q.1 and Q.2, represented as two Gaussian
bunches, are shown divided in the infinitesimal charges dQ,; and dQo2. Also the beam
entrance times in the vacuum chamber t1; and to;, as distance concept, are shown as
well as the generic entrance time of the generic infinitesimal charge, t40.,; and tqq.,i-

two beams: beam one described by a time charge distribution Qo1(t) = go1 o1 (%)
and beam two described by a time charge distribution Qo2(t) = goaAo2(t).

When Qo1(t) enters into the cavity it generates wakefields. In this sense it
behaves as a source distribution. The wakefield generated by Q.1 (t) is experienced
by Qo2(t). However, this wakefield acts also back on the (QQ1(t) distribution itself.
In this sense Qo1(t) plays the role of a test distribution. The same is true for Qo2(t).
Thus, both the distributions act as sources and tests. One needs to distinguish the
source behaviour from the test behaviour of the same distribution, to this scope the
following notation is adopted: if the distribution is thought as source the linked
quantities have the subscript S instead of o, as example Qg1 (t) instead of Qo1(t) , if
the distribution is thought as test the linked quantities have the subscript T" instead
of o, as example Q71 (t) instead of Qo1 ().

Let us label trajectory one the trajectory in which Qo1 (t) is moving. Analogously,
let us label trajectory two the trajectory in which Qo2(t) is moving. Let us assume
that the two trajectories are straight and parallel, that the beams move in opposite
directions one with respect to the other and that they have the same speed in
modulus, v1 = vy = v, a reasonable hypothesis for a collider.

Let us define ¢1; as the time at which beam one enters in the vacuum chamber, i.e.
the time at which the center of the distribution Q.1 crosses the beam one entrance
section. Let us define t9; as the time at which beam two enters in the vacuum
chamber, i.e. the time at which the center of the distribution ()»1 crosses the beam
two entrance section.

Thus, the time entrance delay between the beams can be defined as:

Atpyp, = t2i — th, (2.96)

for positive value of Aty,p, beam two is delayed with respect to beam one, viceversa
for negative value.

As already seen in the previous sections, 2.3.3] and [2.4.3], the time charge distri-
butions Qo1(t) and Qo2(t) can be imagined as the sum of infinitesimal point charges
dQo1, dQo2. The particle dQo.1 enters into the vacuum chamber when it crosses the
beam one entrance section, and the particle dQ)oo enters into the vacuum chamber
when it crosses the beam two entrance section, refer to Fig. [2.23]
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Considering all the concepts introduced, the infinitesimal point charges dQo1
and dQ.2 can be written as:

dQo1(tdQe1i) = o1 M1 (tdQori)dtdQoeris (2.97)
dQo2(tdQeni) = qo2X02(tdQuni) At dQoayi- (2.98)

2.6.2 Beam Losses

Both the beams variate their energy in traversing the vacuum chamber. The total
energy variation, AU, is the sum of the energy lost or gained by beam one, AU,
plus the energy lost or gained by beam two, AUs. Thus, one can write:

AU = AU, + AUs. (2.99)

The energy variation of beam one is due to the effects of its own wakefield plus the
effect of the wakefield generated by the beam two. Also beam two experiences the
wakefield generated by the beam one plus its own wakefield, thus, one can further
split the terms in Eq. [2.99] as:

AU, = AUQS1QT1 + AUQSQQTI’ (2-100)
AU, = AUQS1QT2 + AUQSQQTQ' (2-101)

In Eq.s[2.100 and 2.101}, AUgg, @, is the energy variation of beam one because
of its own wakefield, i.e. this is a co-moving wakefield scenario. The term AUgg,0,,
is the energy variation of beam one because of the beam two wakefield i.e. this is a
counter-moving wakefield scenario. The term AUgg, 0, is the energy variation of
beam two because of the beam one wakefield, i.e. this is a counter-moving wakefield
scenario. Finally, the term AUgg,0,, is the energy variation of beam two because
of the beam two wakefield i.e. this is a co-moving wakefield scenario.

In section [2.4] a formalism capable of computing the energy lost both in the
co-moving and in the counter-moving case was presented. With reference to the
Eq.s 2.60] and [2.63] and considering the expressions [2.97] and [2.98] of infinitesimal
point charges dQo.1 and dQ.2, all the terms appearing in Eq.s [2.100] and 2.101] can
be rewritten in function of the wakefunction of the vacuum chamber as:

o0 o0

AUQs,Qr1 = q51qT1/ /\Tl(tde)/ As1(taQs1i)Wa11 (tdQrii — taQsii)dtdQs,idtaQ iy
— 00 — 00

(2.102)
oo o0

AUQs,Qrm = QS2QT1/ ATl(tdQTli)/ As2(tdQe2i ) W221(tdQryi — tdQsai) AtdQssiBtaQryis
—00 —00

(2.103)

o0 oo

)\Tz(tdQTzi)/ As1(taQs,i)Wa12(tdQrai — taQs:i)AtaQs,idtdQryis

AUQSlQT2 = QS1QT2/
(2.104)

— 00
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o0

AUvQSzQT2 = C]SQQT2/

— 0o

o0
A2 (tdQryi) / As2(tdQsri)W222 (tdQrai — tdQsai)AtaQsyidtdQryi-
—o0

(2.105)
In Eq.s the terms w,y,., represent the longitudinal wakefunction of the
beam n seen as a source on the beam m seen as a test.

A case of interest is the one of the two counter-moving beams having the same
structure, i.e. they are described by the same distribution A, but with a different
total charge, i.e. ¢o1 # go2. With this hypothesis, let us consider a time reference
frame in which the origin is set such that ¢;; = 0, i.e. the time origin is set at the
moment in which beam one is entering into the vacuum chamber. Since there is a
delay Aty,p, between the two beams, Eq. in the just defined time reference
frame the following Eq.s hold:

AT1 (tdQTli) = /\(tdQTli)?
)\Sl(tdQsﬂ') = )\(tdQsli)7 (2106)
As2(tdQsi) = MtdQsyi — Atbyby)-

Substituting Eq.s [2.106] into the energy variation expressions [2.102] and [2.103], one
obtains:

o o
AUQg G = QS1QT1/ A(tdQTli)/ AMtaQg,i)W=11(taQri — tdQeri)dtaQs,idtagryis
—o0 —Oo
(2.107)
AUQs,qr = QSzfm/ /\(tdczm)/ AtdQsai — Atbyby )w221(tarri — taQgsi)dtdQsridtaQyryi-

b (2.108)
Equations [2.107] and 2.108| allow to rewrite the energy lost by beam one during its
transit inside the vacuum chamber as:

o0 o0
AU = qr1951 / AMtaQrii) [ / AMtaQsi)W=11(taQri — tdQsii)dlaQsyi + ---
— 00 — 00

oo
i / A(taQsai = Atoyby )w221 (taQrri — taQsyi ) dldQsyi | ldQri-
4s1 J—oo
(2.109)
The same can be done for the beam two. However, to compute the energy losses
of this beam it is more convenient to consider a time reference frame which origin is
set such that tg9; = 0, i.e. the time origin is set at the moment in which beam two is

entering into the vacuum chamber. In this time frame the following equations hold:

AT2(tdQ i) = AtdQrai)s
As2(tdQsyi) = Atassi), (2.110)
As1(ta@s i) = AtaQsyi + Atbyp,)-

Substituting Eq.s [2.110] into the energy variation expressions [2.104] and [2.105] and
then inserting them into the expression of the beam two energy losses AUs, Eq.
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2.101] one obtains:

o0 o0

AUQs,Qro = 452912 / AMtaQroi) / AMtdQsyi)W222(taQ i — tdQssi) A dQsridtdQrais
—0o0 —0o0

(2.111)

oo

oo
AUQS1QT2 = QS1QT2/ A(tdQTzi)/ A(tdQsN + Atblb2)w212(tdQT2i - tdQSli)dtdQsﬂdtdQTﬂv
o _

oo

(2.112)
and

o0 [o¢]

AUz = qr29s2 / AtdQrai) / AMtaQsi)W222(taQrai — tdQsai)dtaQgsi + ---
—00 —00

gs1 [

ds2 )‘(tdQsﬂ + Atble)wZIQ(tdQTZi - tdQsﬂ)dtdQSli dtdQTzi'

— 0

(2.113)
Equations [2.109] and [2.113] are formally identical to the one obtained by Zannini et
al. [53] using a different model.

Considering Eq. to get the total energy loss by the two beams AU, one
has to sum the contributions of beam one and beam two, AU; and AU,. It is
important to stress that this energy variation is independent from the origin of the
time reference frame. Indeed, it represents the work done by the electric field in
the vacuum chamber (the wakefield) on the beams. Thus, even if AU; has been
computed in a different time frame than AUy, this two quantities are still summable.

Finally, let us define the loss factor of beam one and beam two as:

A
By = 20 (2.114)
4514911
A
by = 202 (2.115)
452912
and naturally, the total loss factor k is given by
k =k + ko. (2.116)

2.6.3 Wakepotentials

Considering Eq. [2.109] in analogy with Eq. [2.63] one could define W; as the
wakepotential experienced by an arbitrary charge in the beam one because of the
electric fields of the beam one itself and because of the electric field of beam two:

o0
Wh(tri) = / AMtaQsy )we11(tr1i — taQgyi)dtaQs,i + -
—00

as2
qs1

. (2.117)
/ AtaQgyi — Atyby ) W221 (t715 — tdQ ey ) AtdQ gais
—Oo

where t71; is the generic entrance time in the vacuum chamber of the arbitrary
infinitesimal beam one charge. Equation [2.117 may be rewritten as:

Wi (trii, Atpyn,) = Wi (tr1i) + %Wu(tz‘u, Atpp,), (2.118)
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where the terms W,,,,, represent the wakepotential generated from the beam m on a
test charge that is part of the beam n. And analogously for the beam two

o0
Wo(troi) = / AtdQgoi)W=22(tT2i — tdQgmi)dtaQeyi + -
—00

as1
qs2

. (2.119)
/ AMtaQsyi + Atpyby )wa12(tr2i — taQs i) daQs,is
—o0

where t19; is the generic entrance time in the vacuum chamber of the arbitrary beam
two charge. Further,

Wa(trai, Atpp,) = %Wm(tfm, Atpp,) + Waa(troi). (2.120)

Thus, the wakepotential experienced by a charge of one of the beams, beam one for
instance, is the sum of the wakepotential due to beam one, plus the wakepotential
due to beam two, shifted in time with a delay At,,;, and weighted by the ratio of
the beams charges.

2.6.4 Example: Simulations of energy dissipated in a resonant cav-
ity by two counter-moving beams

In this subsection the study of the energy dissipated by two counter-moving beams
on a pillbox cavity is discussed.

1
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Figure 2.24. (a) Simulated cavity model with geometrical quantities: 7. = 100 mm,
rp =10 mm, L = 60 mm, ! = 10 mm. (b) Gaussian bunch signal, the time delay Aty,s,
is indicated.

Using the CST Wakefield solver [60] the passage of two counter-moving beams,
both positioned exactly at the center of the structure, was modelled for the pillbox
cavity shown in Fig. Both beams were composed of only one Gaussian bunch
with a charge ¢ = 4.5 1078 C and a root mean square o, = 70 mm. The first
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beam entered the structure at time t1; = 0 s, while the second one entered with
an arbitrary delay Aty;, (see Fig. . The pillbox cavity was geometrically
built such that the described beams were able to excite only the first resonant mode,
(with reference to Fig. re = 100 mm, r, = 10 mm, L = 60 mm, [ = 10 mm).
Further, the electrical conductivity of the cavity wall was set to o = 10® S/m in
order to have a quick dumping of the excited mode.

Wakepotentials

The wakepotentials W; and Wy are shown in Fig. as a function of the entrance
delay between the excitation pulse (Ao1 and Aog, also shown) and the generic test
particle. The wakepotential of the first beam W starts to oscillate at the entrance of
the first bunch A.1, and the oscillation decreases for further entrance delay. When the
second bunch enters into the cavity the oscillation generated by the first bunch can
be considered decayed. At the entrance of the second bunch A.2, the wakepotential
W starts to oscillate again. The two oscillatory behaviours are very similar, they
can be recognized as the different terms that compose the Wi in Eq. ie. Wia
and Wi, indicated in Fig. Top.

However, comparing the region around the entrance of the first bunch (around
Atggr, =~ 0) and the entrance of the second bunch (and Atggr, =~ 100 ns) it can be
noticed that the behaviour of the wakepotentials W11 and W14 is remarkably different.
The same observation can be done for the wakepotential relative to the second beam
Ws, that is shown in Fig. Bottom, split in its two parts Wa; and Was. The
oscillations in the wakepotentials, W7 and Ws, represent the excitation of the mode
in the cavity. The wall conductivity was set such that at the entrance of the second
bunch, the mode excited by the first bunch was damped. This allowed to decouple
the single terms composing the wakepotential. Due to the problem symmetry it was
expected to have Wi1 = Wag and Wio = Woy, relationships that were verified. In Fig.
[2:26] both the wakepotentials Wi, and —Wj4 are represented for comparison. It is
clearly visible that the oscillatory behaviour after the transient is the same both for
the Wi1, co-moving wakepotential, and for Wiy, the counter-moving wakepotential.
However, there are differences in the transient. This result agrees with what has
been discussed about the counter-moving pillbox cavity example in section 2.5.2]

In order to benchmark the equations given in section 2.6.2] and 2.6.3] and the
capabilities of the CST wakefield solver [60] of simulating the counter-moving beams
problem, the same pillbox cavity configuration discussed in the previous lines was
simulated with a beam delay of Aty,, = 20 ns. The wakepotential W; is reported
in Fig. Top. For this value of Aty,;, the mode excited by the first bunch that
entered the structure is not completely damped at the entrance of the second bunch
and W has a more complex shape with respect to the case in which At 5, = 100 ns
(Fig. . However, W7 is expected to be a combination of W1 and W19 according
to Eq. 2.118 To verify this point, Wi, and Wis were obtained decomposing W7,
resulting from the simulation performed with Atpipo = 100 ns. Subsequently, the
term Wi and Wi were summed up, considering a translation of Aty = 20 ns
for W1a, refer to Fig. Bottom. Then, W; obtained directly from the CST
simulation and W7 obtained from the summation of Wy; and Wis, according to Eq.
2.118] were compared.
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The results of this comparison are shown Fig. Bottom, around the region
in which the second bunch is entering into the cavity. In the figure also the terms
W11 and Wiy translated are reported. The agreement between W1 obtained directly
from the CST simulation and W; obtained from the summation of Wi1 and Wis is
excellent. The same agreement can be obtained considering Wy, Was, Wa; and Eq.
2. 120)

AtQSTl [ns]
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Figure 2.26. Comparison between the terms Wi; and —Wi5 composing the beam one
wakepotential ;.

Energy losses

For the same pillbox cavity and the same beams described previously in this sub-
section the beam loss factors in the cavity were computed as a function of the
entrance delay between the two beams (Atp,p,). Starting from the value of Wi, and
W12 (obtained trought the CST simulation with set up Aty,, = 100 ns), Wi was
reconstructed for different values of Aty ;, using Eq. the same was done for
Wa, considering Was, Wo; and Eq. Thus, using Eq.s [2.109] and 2.113] it was
possible to compute the energy lost by beam one AU; and the energy lost by beam
two AU,. Knowing this two quantities it was possible to compute the beams loss
factors using Eq.s [2.115] and [2.116] As a benchmark, the beam loss factors of the
two counter-moving beams were obtained also by CST simulations for some values
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Figure 2.27. Top: CST simulation, wakepotential experienced by the first of two counter-
moving Gaussian bunch (o, = 70 mm, ¢ = 4.5 - 1078 C) passing trough a pillbox
cavity with r. = 100 mm, r, = 10 mm, L = 60 mm, ! = 10 mm, and delay between
the bunches entrance At,,, = 20 ns. Bunch signals are shown in arbitrary units for
representation purposes. Bottom: Comparison between W7 directly computed by CST
and W reconstructed from Wi; and Wis for a Atpp, = 20 ns. The agreement is
excellent.
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of Aty,p, and compared with what obtained by the Eq.s [2.115 and |2.116|E| . In Fig.
[2:28 the beam loss factors of beam one, beam two and the total one, as a function
of the entrance delay between the two beams (Aty,,) are reported. The beam loss
factors in the figure are reported normalized with respect to k., i.e. the beam loss
factor that one of the two beams would have had crossing alone into the vacuum
chamber.
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Figure 2.28. Wake loss factors of beam one k;, beam two ks and total wake loss factor k,
represented as function of the entrance delay between the two beams Aty,5,. They have
been reported normalized with respect to k. (k. = 2.5-1072 [V/pC]), i.e. the wake loss
factor of one of the two beams if it would have been entered into the vacuum chamber
alone. In the zoom also kcgr the total beam loss factor computed directly with CST is
shown normalized by k..

The loss factor of the first beam, k;/k;,, is about zero at zero Aty,s,, for further
Aty,p, it sharply decreases until a negative peak, to increase again sharply until the
value of 1 at around 2 ns. For further values of the entrance delay, ki /k remains
constant to 1. The loss factor of the second beam, ko /k,, is about zero at zero Aty,p,,
for further Aty p, it sharply increases until a positive peak, then it rapidly decreases
starting to oscillate around the value of 1 with a decreasing amplitude. The sum
of the two loss factors k/k,, is about zero at zero Atyp,. For further Aty,s,, k/ky
performs damped oscillation around the value of 2 with maximum peaks of around

5The CST 2018 Wakefield solver [60] computes automatically the loss factor of a beam. However,
when two beams are simulated, a problem in the software makes it show, for both beams, the loss
factor of the last beam defined in the simulation. Thus, to obtain the correct value of the loss factor
for the two beams, two simulations have to be repeated defining the two beams in different order.
A ticket with the software house was opened to solve the issue.
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4 and minimum of around 0.

In this work positive values of loss factors mean energy lost by the beam and
negative values energy gained, one possible explanation for such a behaviour is the
following: If the entrance delay between the two beams is null, they both excite
the mode inside the pillbox cavity but with an opposite phase, since the geometry
of the problem is symmetric. The net results is that the mode inside the cavity
is not excited and so the only dissipated power is due to the resistive wall effects.
If the delay between the beam is different from zero but such that the two beams
meet each others inside the pillbox cavity (transient time interval) there is a more
complex scenario. The first beam entered (beam one in this example) gains energy
while the delayed beam loses energy. The energy lost by beam two is higher than
the energy gained by beam one, the extra energy is going in the vacuum chamber
as heat. After the transient, beam one does not meet any more beam two inside
the pillbox cavity because the delay is such that beam one is out before beam two
enters. This explains the fact that after about 1.5 ns k;/k, stabilizes around the
value of 1, i.e. the value of the wake loss factor that one beam would have if it had
crossed the vacuum chamber alone. After the transient, beam two enters in the
cavity where a resonant mode has already been excited by the previous passage of
beam one. Beam two interacts with the resonating mode, depending on the entrance
delay it can absorb energy from the mode or excite it more, as it is visible from the
oscillations behaviour of ky/k,. The oscillation is damped by the fact that the mode
in the cavity dissipates energy heating the cavity walls. Thus, the higher Aty s,
is the lower is the energy available to be exchanged with the beam. As expected
the damped oscillations converge towards the value of 1 for Aty,;, — oo. Indeed,
if the beam entrance delay is big enough that the mode excited by the first beam
passing is completely decayed when the second beam arrives, then the latter is in
the same situation of the first one: it arrives finding an empty cavity and with its
passage it excites the mode. The total loss factor k has an oscillating behaviour
and it is always positive. Thus, energy is always dissipated in the cavity wall. Its
oscillations have a maximum of about 4, this means that in the worst case scenario,
two counter-moving beams can dissipate on a resonant mode up to four times the
energy that would be dissipated by only one beam. This finding is in agreement with
the prediction of the model of Grudiev [55] and with the observation of Giordano
[62]. On the other side, for specific values of the beams entrance delay Aty,s,, the
total energy dissipated on the cavity approaches the zero value. In Fig. 2.27] in
the bottom right corner, the value of total loss factor computed directly with the
CST solver for same values of Aty p, are reported. The agreement between the CST
computed total beam loss factor and the one computed trough Eq. is excellent.

2.7 Conclusions

This chapter has been both a background and a result chapter. It has first reviewed
the wakefield concept in general, introducing the hypothesis under which it can be
used. Then, it has distinguished between co-moving and counter-moving wakefield
and it has reported the already well know co-moving wakefield theory, introducing
longitudinal and transverse wakefunction, wakepotentials, beam dissipated energy
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and beam induced heating. Subsequently, some original contributions for the counter-
moving wakefield have been presented, in particular a definition of counter-moving
wakefunction has been given as well as a formalism to compute the counter-moving
wakepotential and the related beam induced heating. Some example of counter-
moving wakefunction and wakepotential have been discussed. The wakepotential
computed by the PIC and the Wakefield solver of the commercial CST software
have been benchmarked against the wakepotential obtained semi-analytically for the
discussed examples with very good agreement. This has assessed the capacity of the
CST software to simulate the counter-moving problem and it is a good indication
that the proposed model works. This part has given hints on the fact that the
counter-moving wakefunction and the co-moving wakefunction are very different
in the short range regime but they are not in the long range one when resonant
modes are trapped in the vacuum chamber. Furthermore, the problem of the beam
induced heating of two counter-moving beams traversing the same vacuum chamber
has been extensively addressed. The formalism in this work was able to explain the
results obtained by simulations and by previous studies. It was possible to compute
the RF-heating power of the vacuum chamber as a function of the delay between
the counter-moving beams entrance. This is a critical point to obtain the worst
case scenario that a device could experience and, according to it, design the device
cooling system.
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Chapter 3

Impedance Theory

3.1 Introduction

Coupling impedance can be simply introduced as the Fourier transform of the wake-
function. This means that, physically, it has the same meaning of the wakefunction.
However, switching from time to frequency domain is useful for several reasons:
the wakefunction can contain a number of well defined frequencies that are easy
to recognise performing the Fourier transform. These frequencies correspond to
resonant electromagnetic modes trapped in the device [46]. Furthermore, many
electromagnetic properties of materials are frequency dependent. Finally, also the
formula of the energy dissipated on a device simplifies if expressed in frequency
domain. This allows to better understand the influence of the entrance delay between
the two beams on the energy dissipated in the device.

3.1.1 Scope and Structure of the Chapter

This is both a background and a results chapter.

Section reviews the definition of the longitudinal and transverse impedance
defining also dipolar and quadrupolar impedance. Further, the section describes
qualitatively the frequency behaviour of the coupling impedance.

Section [3.3.1] and formulate the energy deposited in a device as a function
of its impedance in case the device is crossed by one beam or by two beams. The
main reference used to shape this part are Chao [46], Zannini et al. [54], Rumolo
[63] and an unpublished note of Vasileios Vlachodimitropoulos.

Section reports the original contribution of this chapter: the analysis of the
energy dissipated in a device crossed by two beams as a function of the time delay
between the two beams entrance in the vacuum chamber. The two beams can be
or not counter-rotating, this is taken into account by the wakefunction, and so by
the impedance. The section focuses in particular on the identification of the value
of the entrance delay between the beams, Aty,;,, that maximizes or minimizes the
dissipated energy and power in the device.

Finally, section concludes the chapter recalling the main points.
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3.2 Longitudinal and Transverse Impedance

3.2.1 Longitudinal Impedance

The longitudinal impedance Z, is defined as the Fourier transform of the longitudinal
wakefunction w,:

Z.(w) = /_ O:O wa(Atgr)e ST d(Atgr), (3.1)

where the time variable formulation of the longitudinal wakefunction, Eq. has
been used, w = 27 f, with f the frequency and i = v/—1. The unit of measure of the
longitudinal impedance is ohm, ). Let’s recall that Atgp is the time entrance delay
between the source and the test charge defined in section [2:3.1] for the co-moving
wakefield case and in section for the counter-moving wakefield case. Needless
to say, there is no difference in the longitudinal impedance definition between direct
and counter-moving wakefield cases. The difference is taken into account by the
wakefunction, that, as was shown in the previous chapter, is not the same in the
co-moving and in the counter-moving case.

3.2.2 Transverse Impedance

The transverse impedance Z, , is defined as the Fourier transform of the transverse
wakefunction w, , multiplied by the imaginary unit ¢:

Zoo () = i / Wy (Atgr)e @AST g Atgr), (3.2)

where the time variables formulation of the transverse wakefunction, Eq. 2:65] has
been used, w = 27 f, with f the generic frequency and i = v/—1. The unit of measure
of the transverse impedance is ohm per meter, 2/m. The transverse impedance is a
vector of two components, one for each transverse axes, as it is for the transverse
wakefunction.

Furthermore, section has shown that, usually, the transverse wakefunction
is expanded in power series (up to the first order terms) in the offset of the trajectory
of the source particle and the test particle (us = (245, Yqs)), Ur = (Tgp, Yqr)) With
respect to the vacuum chamber axis. The same is done for the impedance leading to:

Zy = Cy(Atsr) + 297 (Atsr)rs + 28 (Atsr)Tqs,

, (3.3)
Zy = Cy(Dtst) + 2P (Atsr)ygs + 28 (Atsr)y.

The terms Z9P and Zgip [Q/m] are called dipolar impedances while the terms ZJue?
and Z7"* [(/m] are called quadrupolar impedances. If g, 45 and x4, g, are
small with respect to the transverse characteristic dimensions of the vacuum chamber
E| , Eq. is a good approximation of the transverse impedance [51]. If this is true,
the disctinction between dipolar and quadrupolar impedance is very important since
they result in different effects on the beam [64].

! this is usually the case since, as said in section [2.2.2] the beam control system is doing its best
to keep the beam on the vacuum chamber axis.
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Equation gives an operative way to compute its terms :

Cr =2, |xqs =0,24,=0,

Cy = Zy ’qu:O,qu =0,

dip _ Z‘T’f':qs@wzo —C
x - )
Lqs
_ 3.4
unad o Z$|IqS:07f”qT Ca ( )
4 =

b
Lgr

dip _ Zy|yqs,qu=0 - Cy
Yy - 9
Yqs

_Cy

9

unad _ Zy’qu:Qa:qT
)
Yar

The various terms may be obtained by simulations [5I]. The first two terms corre-
spond to the impedance obtained if both the source and the test particle paths are
on the vacuum chamber axis. The dipolar impedance terms, ngg , can be obtained
considering the test charge passing on the vacuum chamber axis and the source
charge passing on a trajectory displaced of a fixed amount in x or y, depending if
one is studying the transverse dipolar impedance along x or y. The same is done for
obtaining the value of the quadrupolar impedance, ngz‘fd, however, in this case the
source charge moves on the vacuum axis and the test charge is displaced.

3.2.3 Relationship Between Longitudinal and Transverse Impedance

It was already shown that longitudinal and transverse wakefields are linked by the
Panowsky-Wenzel theorem, Eq. This relation can be rewritten in the frequency
domain applying the Fourier transform and the impedance definition. It turns into
[46]:

0Z
SE £z w
VooZ)=| 5 |=| % | =Yz, 3.5

As is shown in section [5.4.3] Eq. is crucial for the estimation of transverse
impedance during bench measurement campaigns.

3.2.4 Qualitative Description of an Impedance Curve

As a last point of the section it is useful to introduce a qualitative description of the
frequency behaviour of an impedance.

In section 2:2.1] it was shown that the wakefield has a component dependent
mainly on the geometry of the device and a component dependent mainly on the
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Re(Z,/n) Im(Z,/n)

resistive wall resistive wall

\

space charge /

narrow band

broad band
broad band

N
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Figure 3.1. Qualitative representation of the real and imaginary part of an impedance
curve, courtesy of Wiedemann [65]. The geometric contribution, narrow band and broad
band impedance, is separated from the resistive contribution, resistive wall impedance.
It is shown also the space charge impedance.

electrical properties (o, € and ) of the device materials. The wakefunction takes into
account both these effects. However, it is not trivial to distinguish the contribution
of the resistive wall field and geometric fields in the wakefunction. This task becomes
easier in the frequency domain, i.e. if instead of the wakefunction one looks at
the impedance. An example impedance curve is drawn in Fig. [3.1| (courtesy of
Wiedemann [65]), in which the real and imaginary parts of the impedance are
represented as a function of w = 27 f. With reference to Fig. [3.1] one can clearly
distinguish three different impedance behaviours.

e The resistive wall impedance behaviour, typical of the longitudinal and trans-
verse impedance. Generally, this is the dominant component at low frequencies.
This contribution is the one due to the electric conductivities and permittivity
and to the magnetic permeability of the materials. In this case both real and
imaginary parts of the impedance are smooth curves. In particular, for the case
of a cylindric pipe of lenght L, radious b made by a material with resisitivty o,
in the thick wall frequency regime , the longitudinal impedance is [46]:

. L Z0|w]
- by/o\ 8r2c’

Re[Z,(w)] = Im[Z,(w)] (3.6)

where c is the light speed and Zy = 376.73 €2 is the vacuum characteristic
impedance. It is clear that to reduce this kind of impedance one has to increase
the material conductivies o, or, even better, to increase the distance between
the beam and the resistive walls.



3.3 Impedance and RF-heating 75

e Narrow band behaviour, typical of both tranverse and longitudinal impedance.
This contribution is mainly geometric, it is due to resonant electromagnetic
modes into the device. In this case the real part of the impedance is character-
ized by a narrow peak at the mode resonant frequency f.. The imaginary part
has a sharp variation at the mode resonant frequency. It is well known that,
the narrow band impedance is well represented by a Lorentzian function [38]:

RZ?‘r?y

Zz,x,y(f): 1—&—1’@(%—%)7

(3.7)

where, R. ;. , is called shunt impedance and the subscripts z,y, z refer to the
axis in which impedance is computed. The shunt impedance is the maximum
value of the impedance peak. The term () is also called unloaded mode quality
factor and defines the width of the peak, the higher the ) the narrower the
peak.

e Broad band behaviour, typical of both transverse and longitudinal impedance.
This impedance behaviour is both due to device geometry and material prop-
erties. It is similar to the narrow band behaviour and can be described using
Eq. However, it is characterized by low () values, of the orders of 10 or
lower. The effects of the low Q) value is a smoother peak in the impedance
real part and a smoother transition in the impedance imaginary part. This
impedance behaviour appears, for example, if in a device a resonant mode is
damped with ferromagnetic material (ferrite).

3.3 Impedance and RF-heating

In this section, the equation of the energy lost by one beam or by a system of two
beams crossing a vacuum chamber is rewritten in the frequency domain in terms
of impedance. First the case of one single beam crossing a vacuum chamber is
considered, subsequently the two beams problem is discussed. Finally, the problem
of identifying the time delay between the two beam entrances in the device that
maximizes or minimizes the dissipated power in the device is tackled.

Before starting it is useful to introduce the notation that will be used. The
Fourier transform operator is labeled by .#(:), the inverse Fourier transform is
labeled by . ~1(). Further, indicating g(t) as a generic function of time and G(w) as
its Fourier transform, g(¢) can be obtained performing inverse Fourier transformation

on G(w).

3.3.1 Single Beam Case

The following discussion is based on an unpublished note by Vasileios Vlachodim-
itropoulos.

In case of a single beam passing in a vacuum chamber, in section [2.4.3] it was
shown that the energy variation of that beam due to the beam itself, AUg, gy, is
described by Eq. In Eq. A7 (tdqyi) represents the beam distribution when
the beam is considered as test charge, As(t4Q4i) represents the beam distribution
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when the beam is considered as source charge. In the studied case only one beam
is passing into the vacuum chamber, this means that both Ay and Ag describe the
same distribution. Thus, one can rewrite:

)\T(tdQTi) = )\(tdQT’i)7 (3.8)
As(tagsi) = MtaQsi)-

and gs = qr = ¢.
Further, let’s introduce the Fourier transform of A as A:

Aw) = Z(\1)). (3.10)

With the aim of expressing AUg .., Eq. in frequency domain, let’s rewrite
the entities that compose the equation as a function of their Fourier transforms:

M(taon) = F VA (wr)] = iﬂ /_ " Awr) exp(—jwitagyi)dwr, (3.11)
Ns(taosi) = FV[A(wn)] = % K O:O Aws) exp(—jwstages)dws, (3.12)

_ 1 [ _
0 (tags = taget) = F 7 Zelin)] = 5= [ Zuloon) exp(—jia(tas — tag) s
(3.13)

Where Eq.s 3.8 [3-9 and [3.10] were used.
Substituting Eq.s to in the AUg,qy expression, Eq. one obtains:

2 0o
q )
AUaras =g [  Z(wn) M) M) exp(—jes(tagri — tag)-

(3.14)
eXp(—jWQtdQSi) eXp(—jwltdQTi)dW1 dwgdw;gdtdQTidtdQSi.
Equation can be rearranged as:
2 0o
q .
AU :7/ Z.(w3)A(ws) A (w1 + w03) o).
Qras =gms | (ws)Aw2) Awr) exp(—j(wi + w3)tagri) (3.15)
exp(—j(w2 - W3)tdQ5i)dw1dedWS)dtdQTidtdQsi-
Recalling the identity [66]:
1 o0
() = 5 / exp(—jka)dk (3.16)

one can integrate in dtqqg,; and dt4g; obtaining two delta functions §(wy 4 ws) and
d(wg — w3). Thus, Eq. turns into:

2 00
AUQsqr :;]7 /_OO Z11(w3) A(wa2) Aw1)d(w1 + w3)d (w2 — ws)dwidwadws.  (3.17)

Integrating now on dwy and dwj, because of the property of § [66], one derives the
following relations: w; = —ws and we = w3. Renaming w3 = w one can rewrite Eq.

B.I7 as: )
AUqsqr =o /_  ZA@)A@)A(w)de, (3.18)
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Before proceding, some basic properties of the Fourier transform have to be recalled.
The Fourier transform F(w) of a real function f(¢) has the following properties

F(-w) = F*()
Re[F(w )] |F(w)|? : even (3.19)
m[F(w)] : odd,

where with (-)* is intended the complex conjugated of (-). Applying relations
to Eq. [3.1§ one obtains:

2 %)
Algsqr =2 [  Z.@A@)A @) (3.20)

2 %)
q
AUgsor =g | Z:(w)|A) e, (3.21)

considering that |A(w)|? is an even function and that the whole integral is taken on
a symmetric domain, only the even part of the impedance, the real impedance, plays
a role in the integration leading to:

2 00
Alqsqr =2 /_ " RelZ@)|A ) d (3.22)

Equations is the well known expression [63] 46] which quantifies the energy lost
by a beam due to the self-induced wakefields.

In a synchrotron, where there are repeated passages of the beam inside the same
vacuum chamber, Eq. can be rewritten as [63], 67]:

W
AUQSQT—“’ 0 Z Re [ Z.(pwo)] |A(pwo) |, (3.23)

p=—00

where wg = 27 fy, with fy the revolution frequency of the beam inside the synchrotron.

Finally, in section [2.3.4] it was shown how to pass from the energy lost by a beam
in a device to the power deposited by the beam in the same device by Eq. [2:39
Using Eq. one can define the power in terms of impedance as:

2 roo
APgyq, =10 | Relz.@)A@)Pd, (3.24)

Or, for a synchrotron:

p=00
APogqr =f5a* Y RelZ:(pwo)] |A(pwo)|?, (3.25)

p=—00

Equations and provide the RF-heating power in the device with impedance
Z,, traversed by the beam with spectrum A and with revolution frequency in the
accelerator fy. These equations are extremely powerful since they separate the
contribution of the beam (A) from the contribution of the vacuum chamber (Z.,).
Thus, in case one wants to study the impact on the RF-heating of different solutions
for a design, each one of them characterised by an impedance function Z,, one has
to simply replace in the expressions the different impedance functions.
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3.3.2 Two Beams Case

In the counter-rotating case, or in general in the case in which two beams are passing
into the same vacuum chamber, the total energy variation of the two beams system
is given in section by Eq.s As already discussed the total energy
variation AU is the sum of four terms AUg, 0., , the energy variation experienced
by the beam n because of the wakefield of the beam m. In the previous section
the term that represents the effects of one beam on itself (i.e. n = m) has been
expressed in frequency domain. This section first works out the terms peculiar to
the double beam case, i.e. the terms for which n # m, AUgg,Qr, and AUgg,Qrs-
Subsequently, the section reports the expression of the total energy variation of the
two beams system.

The two beams are assumed with the same structure, i.e. they are described by
the same distribution A according to the Eq.s[2.106/and [2.110} The terms AUqg,q,
and AUgq,0r, are given by Eq. [2.108 and 2.111] Let’s recall that w,yy, is the
longitudinal wakefunction acting on the test charge of the beam n because of the
wakefield of the beam m. Thus, the impedance Z,,,, is the longitudinal impedance
felt by the beam n because of the wakefield of the beam m.

Let’s express the term AUgg,0.,, Eq. in frequency domain using the
same procedure adopted in section Let’s rewrite the entities that compose Eq.
[2.107 as a function of their Fourier transform:

Mr(tigri) = 7 HA@)] = o / Awr) exp(—jwitagpyi)dwr, (3.26)

o (3.27)

)‘(tdQszi - Atlnbz) =7~ 1[A( )exp( ]wQAtlnbz)] =
1 . .
— A(wa) exp(—jwataqg,i) exp(—jwa Aty p, )dws,

27Too

. e |
wen (taQryi — LaQsai) = F ' [ Za1 (ws)] = g/ Zo1(ws) exp(—jws(taQrii — taQssi))dws,
(3.28)
Substituting Eq.s 3.2613.28] into Eq. [2.108 one obtains:

2 %)
Massan =gy | Zeles)Me)Mwn) exp(—j(@n +ws)tagn)--

exp(—j (WQ — w:;)tdQSQi) eXp(—jWQAtb1b2)dwldWde;;dtdQTlidtdQSQi.
(3.29)

As before, integrating on dtqq,,; and dtgqq,: leads to:

2 oo
AUQS2QT1 :;1? [m Zlg(W3)A(WQ)A(wl)5(wl + W3)5(WQ — OJ3) exp(—ngAtble)dwldwgdw;g.

(3.30)
Integrating on w; and wy and renaming ws = w, using the properties of § [66] one
gets:

2 %)
AUQuury == | Zialw) AN (@) exp(—jwlty)do,  (331)
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that turns into:
2 %)
AUguon == [ Zu@IA@ exp(—jwltyp)ds. (332

Since the integral is to be done on a symmetric domain, only the even part of the
function to be integrated will give a non trivial result. Finding the even part of the
function under the integral in Eq. is an easy task. Indeed, recalling the [3.19]
one can say that |[A(w)|? is even and that the problem is reduced to find the even
part of the product Z12(w) exp(—jwAtp,p, ):

Z12(w) exp(—jwAty,p,) = Re[Z12] cos (WAty,b,) + Im[Z12] sin (WAt p,) +-..
et [Im[Zlg] Ccos (wAtble) — Re[Zlg} sin (wAtble)] .

odd
(3.33)
Finally,
2 oo
AUQS2QT1 :2q7 [oo |A(w)|2{R6[Z12} COs (WAtlnbz) + Im[ZH] sin (WAtlan)}dw'
(3.34)

Proceeding in the same way for AUqgg,07., AUQg, 0y and AUQg,0r,, Eq. [2.111]
2.107] and [2.111], and considering that an even function is being integrated on a
symmetric domain, one ends with:

2 roo
AUQS1QT2 :q? /0 |A(w)‘2{R€[Zgl] COS (wAtble) — Im[Zzl] sin (wAtble)}dw.

(3.35)
2 roo
q
AUggom =% [ 7 M) RelZu]dw. (3.36)
2 roo
q
AUz, =% [ M) RelZua]do (3.37)

Finally, one can write the energy lost by two particle beams traversing the same

vacuum chamber, recalling Eq.s [2.99] [2.100] and 2.101}

2

AU :q?/o |A(w)|*{Re[Z11] + Re[Zaz) + Re[Z12] cos (wAtyp,) + ...
... + Re[Za1] cos (wAty, b, ) + Im[Z12] sin (wAtp, b, ) — Im[Z21] sin (wAty,p, ) pdw.

(3.38)
Using the same reasoning that allows to pass from Eq. to [63], Eq. |3.38
becomes in a synchrotron:

2
W
= 3 |A (o) {RelZu) + Rel Zao) + Rel Zus] cos (po Aty ) + .

p=—00
e+ Re[Zgl] COS (pWOAtble) + Im[Zlg] sin (pWOAtblbg) — Im[Zgl] sin (pWQAtblb2)},
(3.39)

AU
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Also the energy variation of the single beam can be expressed as a function of
impedance. For the general case:

2 roo
AUl :% /0 ‘A(w)|2{R€[Z11] + Re[Zgl] COS (WAtblbg) — Im[Zgl] sin (wAtb1b2 }dw,

3.40)
, Hdw,
3.41)

2

AUy :zr/o |A(w)|2{Re[Z22] + Re[Z12] cos (WA, p,) — Im[Z12] sin (wAty,p,

)
(
)
(

and for the synchrotron case:

AU, :g 5 |A(pwo)[*{ Re[Z11] + Re[Za1] cos (pwoAty,p,) — Im[Za1] sin (pwoAtp,p, )},
p:__: (3.42)

AU, :g pi |A(pwo)|*{ Re[Zas] + Re[Z12) cos (puwoAtp,p,) + Im[Z12] sin (pwoAty,p,)}-
T (3.43)

To benchmark these calculations, the energy variation of the two beams system,
AUy, the energy variation of beam one, AUs, the energy variation of beam two and
AU the total energy variation of two beams, were computed both in time and in
frequency domain for the pillbox cavity and the beams discussed in section
as a function of Aty;,. The beam loss factors, the energy variations divided by
the product of the beam charges ¢2, are shown in Fig. as a function of Aty,s,,
the entrance delay into the pillbox of beam two with respect to beam one. The
behaviour of the beam loss factor has been already discussed in section What
is important to note at this point is that there is no difference between the results
of the equations in time domain (Eq.s[2.109] 2.113and [2.99) or in frequency domain
(Eq.s3.40} 3.41] and [3.38)), as expected.

Finally, Using Eq. [2:39] one can define the power flux deposited in a device by
the two beam system in terms of impedance as:

2 roo
AP = [% A @)P{Rel 2] + RelZaa] + RelZ1z)cos (o) + .
..+ RC[ZQI] Ccos (wAtble) + Im[Zlg] sin (wAtble) — Im[Zgl] sin (wAtble)}dw,
(3.44)
or for a synchrotron:
p=00
AP :fqu Z |A(pr)‘2{R€[ZH] + Re[Z9] + Re[Z12] cos (prAtb1b2) + ...
p=—00

R Re[Z21] cos (pWOAtblbg) + Im[Z12] sin (prAtble) — Im[Zgl] sin (prAtble)}.
(3.45)



81

3.3 Impedance and RF-heating

w G’ = 20 :s1ejouwrered young wr ¢ =7

‘1-S1_0 0T-G'¢ =0 ‘WwgpQ = q s1jowrered s Ay1ae) *(f Yym pajesrpur) urewop £ouenbogy pue (7 Y3m pajedIpur) UIRWOP UL} Ul SUOIJR[IULIO)

107 1omod pajedrsstp moomiaq uostreduro)) %'y Aefop e Yim £jraed e Suisioser) so[gord TOUNQ TeISSNES oM JO 1030€] SSOT wIedq ‘g'g 9anSiq

0¥

[su] “'yy
8¢ 9¢ ¥¢ g©e 0¢ S8 9¢ ¥ ¢ 0z 8T 9T ¥I I Ol 8 9 ¥ ¢ o%
I I I I I I I I I I I I I I I I I I I -
[ O@l
[ R Oﬂl
i {0z—
s 10
i 0 01 3
b, J'H'Jlﬂihihl_b‘_” ” ON
N Lk ov
1109
Yo o8
7 ‘g wreogy SOlyp y U
- 7 “H weoq mmBM e 00T
.w J\N@O,H\ me~VH
i § ‘g wreogy SOlyp 10eT
J ‘1 wreogg SO wimim
B .\. ‘[e10T, SSOIS] uimim 1071
, | | 091

[Dd/Aw] 10300 SSOTT aRA\



82 3. Impedance Theory

3.3.3 Maxima and Minima of the RF-heating Power In The Two
Beams Case

As discussed in section the energy dissipated by the two beams in the vacuum
chamber is strongly dependent on the entrance delay between beam one and beam
two inside the vacuum chamber, Aty,,. It is interesting to understand what are the
value of the Aty,;, for which the power dissipated in the device has a maximum or a
minimum so that the maxima can be avoided. This is an easy task if one considers
the dissipated power equations in the frequency domain and where the
contribution of Aty,, is isolated with respect to the other contributions. Further,
since the dissipated power and the dissipated energy in the device are simply linked
by a constant by Eq. 3.38] the problem of finding the extreme points of the power
translates in finding those points for the energy. With this aim, let’s consider the
energy dissipated by a two beams system traversing a device, Eq. [3:38] To find its
maxima and minima one can derive the equation with respect to At;,p,, so obtaining:

d(AU 2 [ : .
_MAT) =L / WA (W) [*{—Re[Z12] sin (wWAty,p, ) — Re[Za1] sin (wAty,p,) + ...
d(Atyp,) 7™ Jo

wo. + Im[Z12] cos (WAL, p, ) — Im[Za1] cos (wAty,p, ) }dw = 0,
(3.46)
working out Eq. [3.46] leads to:

1 I[m[Zy] — Im[Z
Aty,p, = —arctan ( 7| - I 12}) += (3.47)

Re[Z21] + Re[Z12) w

w

where n € N and n > 0.

It is well known that in the co-moving wakefield scenario Z12 = Zs1 holds because
of the reciprocity theorem [68], however, there is no hard proof at the moment that
such relations holds also for the counter-moving wakefield scenario. Let’s make the
hypothesis that this relation always holds. This means that in Eq. [3.47] the first
term is always equal to zero. Thus, Eq. becomes:

n

Atbl by — ﬂ )

(3.48)
where w = 27 f has been used.

The implication of the Eq. [3:48] can be better understood with an example. Let’s
consider again the case of the pillbox cavity traversed by the two beams discussed in
section The beams are able to excite only the first resonant mode of the cavity
that resonates at a frequency f, = 1.1418 GHz. To find the delay between the two
beams that gives the maxima and the minima of the dissipated power in the pillbox,
one applies Eq. with f = f,. The first extreme point is found at Atp,;, = 0
and it is a minimum , the second at Atp,p, = 1/(2f,) and is a maximum, the third
at Atyp, = 2/(2f;) and is a minimum, the fourth at Aty,, = 3/(2f,) is again a
maximum and so on. As it was already discussed in section if the entrance
delay between the two beams is null, they both excite the mode inside the pillbox
cavity but with opposite phases, since the geometry of the problem is symmetric.
The net result is that the mode inside the cavity is not excited. However, if the delay
between the entrance of the two beams is such that the second beam enters in phase
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Figure 3.3. The energy dissipated in the pillbox cavity traversed by two beams, discussed
in section as a function of Aty p, is reported with the coordinate of the maxima
and minima obtained by Eq. [3.48 highlighted. The energy dissipated was obtained by
simulations.

with the resonating mode excited by the first beam, then, the second beam and the
mode interact constructively, i.e. the second beam provide even more energy to the
mode. This happens when Aty ,, = 1/2f,, while for Aty, = 2/2f, the beam and
the mode are out of phase and the beam takes energy from the mode. The energy
dissipated in the pillbox cavity as a function of Aty ;, is reported in Fig. [3.3[ where
also the coordinate of the maxima and minima obtained by Eq. [3.48| are highlighted.
It is possible to see that Eq. can individuate all the Aty,;, corresponding to
the maxima and minima of the dissipated energy, and so of the dissipated power.

Usually, Aty,p, is fixed and depends on the distance of the studied equipment
from the closest beam interaction point, refer to Appendix [A] In this context, the
method exposed to find maxima and minima of the dissipated power can help in
understanding if there are modes in the device that could be intensified constructively
because of the passage of the two beams (the modes that have a resonant frequency
fr = n/2At,, with n odd), in such a case the frequency of those modes should be
shifted with dedicated modification in the design.

Since the energy and the power dissipated in the device are proportional via
the revolution frequency (refer to Eq. , an oscillating behaviour like the one
presented in Fig. [3:3] for the dissipated energy is expected also for the dissipated
power. This was verified by simulations by Giordano et al. [62].
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3.4 Conclusions

This was a background and a results chapter. The definition of longitudinal and
transverse impedance has been introduced and the energy and power dissipated in a
device by one or two beams has been expressed as a function of impedance in the
frequency domain. As original contribution, the chapter has presented the derivation
of the entrance delay between two beams into a vacuum chamber that maximizes
or a minimizes the dissipated power and energy into the vacuum chamber itself. It
was shown that these entrance delays are frequency dependent and an example was
discussed for one mode in a pillbox cavity for which the derived equation was able
to match the maxima and minima. This tool, if the time entrance delay between
the beams is fixed, can be used to easily detect modes in the device that could be
intensified constructively because of the passage of the two beam, allowing to take
the due modifications on the design.
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Chapter 4

Simulations of Impedance
Induced Thermal Effects

This chapter contains original material partially published as light peer review
proceeding [69].

The project High Luminosity Large Hadron Collider (HL-LHC) calls for the
increase of beam intensity and brightness in the LHC machine. In such a scenario,
beam-environment electromagnetic interactions are a crucial topic: they could lead to
uneven power deposition in machine equipment. This could lead to several problems,
for instance: the resulting irregular temperature distribution would generate local
thermal gradients, and this would create mechanical stresses which could lead
to cracks and premature failure of accelerator devices. Further, the temperature
increase can lead to material outgassing. This may be unacceptable for the accelerator
performance because of the vacuum pollution.

This chapter presents a method to study this phenomenon by coupled electro-
magnetic thermo-mechanical simulations. The method is subsequently benchmarked
against experimental data taken on an installed device during the LHC run.

4.1 Introduction

Beam induced heating, or RF-heating, on components i.e. the heat load due to
electromagnetic interactions between particles beam and equipment, is a crucial
issue for high intensity/brightness particle accelerators. Taking as example the
LHC, RF-heating imposed severe limitations on its first operational run (2009-2013);
some devices were damaged and numerous actions had to be taken to reduce the
RF-heating detrimental effects [49].

Previously in this manuscript (section , it was shown that the electromag-
netic beam-equipment interaction causes a power deposition proportional to the
square of the beam intensity and to the real part of the device impedance according

to Eq.

p=—toc
AP = (foeNpeam)” Y | Alpwo)|? Re[Z.(puwy))] (4.1)

p=—00

Where Npeam, is the beam intensity, e is the elementary charge, fy is the revolution
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frequency of the beam and wyg = 27 fy, A is the normalized beam spectrum and
Re[Z,] is the real part of the longitudinal coupling impedance.
RF-heating can be split in two contributions:

o Resistive wall impedance (RWI) heating. This phenomenon distributes the
heat flux regularly on the device walls according to the electric conductivity
and permittivity and the magnetic permeability of the material and to the
inverse of the beam-wall distance.

o Resonant Modes (RM) heating. Due to the presence of trapped electromagnetic
resonant modes in a device, the heat flux is distributed in a highly irregular
way dependent on the mode field maps.

As a result, while RWI generates smooth temperature maps, RMs can lead to an
uneven temperature distribution. Temperature gradients or power deposition in
unexpected areas may induce intense mechanical stresses that can cause failures,
or generate other undesired effects as material damage [32] and/or outgassing [70].
With the increase in beam intensity and the decrease in bunch length planned for
the next generation of particle accelerators, the RF-heating phenomenon will be
intensified. Thus, this problem must be considered in equipment design, particularly,
for the Beam Intercepting Devices (BIDs) as collimators or scrapers. They can
suffer of severe RM and RWI heating because they work in close proximity to the
particle beam, their geometry is complex and they are made by materials that have
suboptimal electromagnetic properties (as discussed in chapter [1f).

4.1.1 Scope and Structure of the Chapter

In the context just outlined, a method that allows to simulate accurately the local
thermo-mechanical effects of the RF-heating would be extremely helpful in BIDs
design. However, at present, just few studies deal with this problem [32] [71],[72]. This
chapter presents an alternative way to simulate the thermo-mechanical RF-heating
induced effects and benchmarks it against experimental temperature data taken
from an LHC device during the beam run.

Section discusses the methodology to obtain a local 3D map of the RWI and
RMs RF-heating that is used to simulate the RF-heating thermal and mechanical
effects on accelerator devices. In the same section an example of practical application
of the method on a BID, the TDIS, is also reported (for more detail on the device
refer to section [7.3).

Subsequently, in section the method is benchmarked against experimental
temperature data from the TOTEM roman pot in the LHC.

Finally, in section the chapter is concluded and the main discussed points
are recalled.

4.2 Methodology

The current investigation defines a procedure to interface the two commercial
programs CST studio suite® [56] and ANSYS mechanical® [73]. These tools are well
known and tested at CERN: CST studio suite® is a standard for device impedance
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computations [57, 49], while ANSYS mechanical® is widely used for structural and
thermal analysis [74}, [75], [76) [77]. The former simulates the RF-heating map that is
subsequently imported into the latter to calculate thermal and mechanical effects.

The entire procedure is depicted in Fig. There are three main macro-areas:
Electromagnetic Simulations (A, B and C blocks for RM heating and F input for
RWI heating), CST®, Beam Power Dissipation and Interface (D and E blocks),
Thermomechanical Simulations (G block), ANSYS®. Every macro-areas is divided
in sub-blocks. Each of them will be explained taking as example the analysis done
on the Target Dump Injection Segmented (TDIS) [78]. The TDIS is a BID that
will protect LHC downstream equipment during the injection phase, absorbing the
injected beam in case of a misfiring injection kicker [79]. This device is treated in
depth in section
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Figure 4.1. Block diagram of the methodology with some of the beam properties.

4.2.1 A, Electromagnetic Simulations

The device CAD model for production is simplified and taken as geometric model
for the electromagnetic simulations. Only the electromagnetic important elements
should be considered (screws, little grooves, small surfaces should be removed, see
Fig. for example), in order to obtain the balance between accuracy of the model
and simulation speed.

Subsequently, the presence of trapped RM in the device is investigated through
the CST Eigenmode solver [60]. The solver provides for each RM the resonating
frequency f,,, the quality factor ¢, the Shunt impedance Rs, the local value of
electric and magnetic fields and the surface currents in the entire geometry [48].
After this is done, a second Wakefield simulation is run. In this simulation electric
and magnetic field monitors are set at the resonant frequency of each RM obtained
by the Eigenmode solver, plus an electric and magnetic monitor is to be set at low
frequency far from any resonant mode frequency. These last monitors are needed for
the RWI heating map, discussed later in this section.

As a first benchmark the modes found by the two solvers should well agree
in resonating frequency, quality factor, and shunt impedance. If this is the case
the procedure can continue, otherwise the disagreement has to be investigated and

fixedI]

LA small disagreement between the results of the two solvers is expected due to the fact that, at
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Since the beam can excite only a finite number (N') of modes in the device, because
of its limited spectrum bandwidth, henceforth, only they should be considered.

Figure 4.2. TDIS CAD model, left, and simplified TDIS CAD model, right.

4.2.2 B, Thermal Loss Computation

By processing the data from Wakefield or Eigenmode, the local dissipated power
map for each mode can be obtained. The power dissipated by the mth mode can be
divided in:

o Losses per unit volume Py, [W/m3].

In this category one finds the losses in dielectric, i.e. resistive Joule losses, and
in ferromagnetic materials, i.e. eddy current losses and magnetic hysteresis
losses. The Joule and eddy currents losses can be computed using the first
term on the right of Eq. [34]. More involved is the computation of Py,
the power dissipated by magnetic hysteresis in ferromagnetic material [80].

PVm(xvyaZ7fm) = UEfms(x,y,z,fm) + Pyyim, (4'2)

where o is the electric conductivity of the material (frequency dependent),
Ems is the root mean square value of the local electric field.
o Losses per unit surface Ps,, [W/m?].

Using the flux of the real part of the Poyinting vector, one can compute the
power which flows and is dissipated within the walls of good conductors, Eq.

E3) ).

T
Pom(e,,2, f) = 1 "2 | By (o2, f) P (1.3

where H; is the local surface current vector and g is the vacuum permeability.

The CST® software automatically computes both these local losses (Psy, (2, Y, 2, fm)
and Py, (z,y, z, fm)) using the data of the magnetic and electric field monitors.

the writing time, it is not possible to set the same boundary conditions (open, non reflective), in
both the solvers.
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4.2.3 C, Dissipated 3D Power Map

The results of the previous step can be mapped into the device model geometry using
the CST thermal solver® [60]. This generates a 3D map of the power dissipated on
the device by each RMﬂ However, the map does not take into account the properties
of the real beam that is passing through the device: beam revolution frequency
fo and intensity Npeqm, bunch shape, bunch length, distance between bunches and
number of bunches. Indeed, the Eigenmode solver calculates the electromagnetic
field pattern solving an Eigenmode problem with no excitation applied [81], while
in the Wakefield solver the excitation bunch is different with respect to the real
beam that passes into the component. This implies that, while the 3D dissipated
power distribution on the device is correct, the local absolute value is not. There
is a scaling factor between the power dissipated by the actual beam and the one
computed by the solvers.

4.2.4 D, Dissipated Power Spectrum

To obtain this scale factor the real beam characteristics are considered to compute
the beam spectrum A(f) and so the deposited power AP(f) by Eq. (4.4)) [67]:

AP(f) = (foeNyeam)’| A(f)? Re[Z-(f)], (4.4)

where f is a generic frequency.

Dissipated Power due to Resonant Mode

Since the simulated model is an approximation of the reality, the resonant frequency
of the real modes in the device could slightly differ from the resonant frequencies of
the simulated modes. This could have a huge impact on their dissipated power. Thus,
a sensitivity analysis of this quantity should be performed. Using the Eigenmode
results, the device impedance due only to the resonant modes can be obtained. The
single mode impedance is found considering Eq. [82], (where i = \/—1) for a
given @ factor, shunt impedance and resonating frequency.

— Rs
1+iQ(Lr — )

Summing the results of Eq. for N modes, one determines the impedance
contribution due only to the resonant modes, RM impedance. To study the sensitivity
of the dissipated power with respect to the frequency of the resonant modes, several
RM impedance profiles can be computed moving the resonant frequency of every
single mode randomly within an arbitrary frequency range [83]. This analysis should
consider a statistically significant number of computed dissipated powers for different
resonant frequencies.

Among all the results obtained, two cases should be analysed; the case of
maximum induced power loss in the device and the average case. The former is to

Z:(f) (4.5)

2At the writing day the CST thermal solver seems not able to import volumetric heating load
from the Eigenmode solver while the import of volumetric loads works with the Wakefield solver.
No issues have been observed with the surface load import from both solvers.
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Figure 4.3. Power spectrum, Beam normalized spectrum (BNS) and longitudinal impedance
real part, in different scales, refer to colors.

be chosen during the design phase of the device since it better represents a worst
case scenario, the latter should represent a more realistic scenario.

The maximum frequency shift can be set considering the geometrical simplifica-
tions done to the CAD model. Furthermore, if there are movable parts in the device,
the frequency shift should also take into account this point. In real situations, the
motion of the movable parts may be slightly different from the expected one because
of the not perfect control system accuracy. In simulations, usually, the motion is
considered as perfectly coincident with the expected one. Thus, the difference in the
real and the simulated configurations may lead to a frequency shift between the real
and the simulated mode resonant frequency. As example for the TDIS a frequency
shift of £10 MHz was used. Figure [£.3] shows the TDIS longitudinal impedance, the
HL-LHC beam normalized spectrum (BNS) and the dissipated power spectrum.

Dissipated Power Due to Resistive Wall Impedance

The RF-heating contribution of the RWI has to be separated from the contribution
of the RMs. This can be done performing a further wakefield simulations with a
modified geometry that eliminates the resonant modes in the frequency range of
interest, keeping the RWI contribution. The resulting broad band impedance is used
in Eq. to compute the RWI Heating. In section it is shown an example of
how this can be done.

4.2.5 E, 3D Map Rescaling

For each mode, the surface and volumetric power distribution, Ps,,(z,y, z, fm) and
Pyp(z,y, 2, fm), are rescaled and added to the contributions of the other RMs to
obtain the total volumetric power losses Py(x,y,2) and the total surface power
losses, Ps(z,y, z). This is done according to the following relations:

m=N

PS(x7y7 Z) = Z AP(fm)KmPSm(mvyaz7fm) (46)
m=1
m=N

Py(z,y,2) = Z AP(fi) K Pom(,y, 2, fn) (4.7)

m=1



4.2 Methodology 91

where N is the number of RMs considered and

1
B fffv PVm(xvyv Z, fm)dV + ffS Pgm(l‘,y7 Z, fm)dS

is the inverse of the total dissipated power computed by the CST solver. It is
useful to recall that, in Eq. the terms Ps,,(x, v, 2, fm) and Pyp(z,y, 2, fm) are
provided by CST software.

The term K, is the normalization factor of the power map. To better explain
its meaning, let’s consider the case of a device with only surface losses (the device
is made just of metals). Thus, in Eq. (4.6), KnPsm(z,y, 2, fm) is the unit 3D
dissipated power map for the mth mode i.e. its surface integral on the whole device
is one. If also volumetric power losses are present, the surface integral on the whole
device of K, Psy(z,y, 2, fm) it is not one any more but it is a number between zero
and one that represents the percentage of surface losses with respect to the total
losses (volumetric plus surface losses).

Once the volumetric and surface power map has been normalized by the factor
K,,, multiplying by the expected dissipated power for that mode (AP(f,)), the 3D
power map with the local correct absolute values of the dissipated power is obtained.
Finally, the heating contribution of every RM is summed in order to have the 3D
map of the total heating power Ps(x,y, z, f) and Py(z,y, 2, fm)-

K

(4.8)

4.2.6 F, The Resistive Wall Impedance Heating

The RWI power is distributed as a heat flux in the geometry according to the
beam-wall distance and the electromagnetic properties of the wall material. A 3D
map like this one can be obtained practically in a Wakefield simulations considering
a magnetic and electric field monitor at very low frequency far from any resonant
modes [84]. The volumetric contribution of the RWI heating are added to the total
volumetric power losses Py(z,vy, z) and the surface contribution of the RWT heating
are added to the total surface power losses, Ps(z,y, z) as if RWI heating was another
resonant mode. An example on how to include the RWI in the simulations is shown
in section [4.3.4] Please note that the RWI heating map can be obtained only with
the Wakefield solver and not with the Eigenmode one.

4.2.7 G, Output and Thermo-mechanical Simulations

To perform the thermo-mechanical simulations the maps Py(z,y, z) and Ps(x,y, z)
are imported in the ANSYS workbench® and mapped as a surface heat load for good
conductors or as volume heat load for dielectric and ferromagnetic materials.

The same geometrical model of the electromagnetic simulations should be used,
every modification can lead to an inaccurate import of the impedance heating load.
As validation, a steady state thermal simulations is done, the heating source is set as
the Py and Ps maps, the cooling source is a fictitious convection on all the bodies.
If the RF heat load is correctly imported the power evacuated by convection must
be the one expected from Eq. . If the evacuated power does not match the
expected value of the imported power, it could be due to mesh issues, the mesh of
the CST thermal solver and ANSYS should be very similar. An example of imported
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power map for the TDIS is shown in Fig. In Fig. the temperature map
induced by the RF-heating in the TDIS is reported and in Fig. the related
mechanical stresses, due to the thermal differential expansion, are shown.

4.3 The Benchmark Case: The TOTEM Roman Pot

The TOTEM experiment [85], [86] in the LHC has the aim of measuring the total
proton-proton cross section and to study elastic and diffractive scattering at the
LHC energy.

These measurements are performed on protons at distances as small as 1 mm
from the beam center. The experiment uses Roman Pots (RP), to move silicon
detectors close to the beam to detect these core{ﬂ particles. An RP is a device with
a movable part that allows the positioning of the silicon detector in the beam core
without interfering with the primary vacuum.

In the first LHC run, during close insertions with high intensity beams running,
impedance heating issues were observed in RPs [49], i.e. ferrite outgassing due to
a too high temperature of the material. Since after LS2 the LHC beam intensity
is planned to be increased up to twice the current value, these pieces of equipment
had to be optimized for the new scenario. A new RP, the so called cylindrical RP,
optimized to minimize the electromagnetic beam coupling, was designed [86]. A
prototype was built and installed in the LHC. On this prototype in 2015 and 2016,
several temperature sensors were installed and the temperature increase of the device
during a beam run was recorded [87]. There was not active cooling acting on the
RP during this run.

In this section the method to simulate impedance related heating effects is applied
to replicate those experimental temperature measurements.

In Section the geometry and the materials of the TOTEM RP are reported.

Section shows the electromagnetic simulations performed to estimate the
device impedance, and section reports the RF-heating calculation.

Finally, section discusses the results of the thermal simulations comparing
them with the measurements.

4.3.1 Geometry and Materials of the TOTEM Roman Pot

The geometry of a cylindrical TOTEM RP is reported in Fig. In Fig.
the picture of a spare RP is shown. Figure shows an isometric view of the RP
CAD model, which was reconstructed according to the mechanical drawing and to
measurements taken on the spare RP. In this picture one can distinguish two parts
constituting the device, a fixed primary vacuum vessel, to be attached to the LHC
pipe, and a secondary vacuum vessel, which can move along the y axis. The bellow
deformation allows the motion of the secondary vacuum vessel while the primary
vacuum vessel remains fixed. Figure displays a section cut of the RP, the z axis
is normal to the cut plane. In this figure it is shown the movable cylinder on which
the silicon target and the electronics are installed. Neither electronics nor the silicon

3 A definition of beam halo and beam core can be found in section
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Figure 4.4. Example of a mode RF-heating map imported in ANSYS®, for the TDIS core
components.
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Figure 4.5. Global Temperature distribution of the TDIS.
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Figure 4.6. Maximum mechanical stresses in the TDIS. These stresses, 85 MPa maximum,
are not critical for the device, however, they are not negligible if compared with the
yield stress of the material, 250 MPa.
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target are shown since they were removed during the temperature data acquisition,
thus, they were not modelled.

This cylinder is rigidly attached by flanges to the secondary vacuum vessel and
moves with it. The top face of the cylinder can be placed at an arbitrary distance
with respect to the beam orbit, also shown in the picture. Between the movable
cylinder and the wall of the primary vacuum vessel there is a gap of 2.5 mm, needed
for the motion of the cylinder. Previous electromagnetic studies [88], have shown
the presence of a strong electromagnetic mode resonating in this gap. To damp it,
at the bottom of the cylinder, a ferrite ring was inserted. A system of springs (not
represented in the CAD model) is pushing the ferrite ring towards the bottom flange
to ensure good thermal contacts to evacuate the heat.

Regarding the materials, the whole TOTEM RP is made of Stainless Steel 316LN
(SS316LN) except for the ferrite ring made of Trans-Tech® TT2-111R ferrite. The
physical properties of the materials are reported in Table and in Fig.s

Finally, two last remarks: for the thermal simulations, it is useful to underline
that inside both the primary vacuum vessel and the secondary vacuum vessel there
is vacuum, thus, there is no convection in there. In this work, the distance of the
beam-movable cylinder top surface was considered always equal to 3 mm. Because
this was the distance used when the temperature measurements to reconstruct were
taken.

Table 4.1. Material physical properties. The ferrite thermal properties were taken from the
work of de Jong et al. [89]. Its electromagnetic parameters were measured at CERN [90].
The Stainless Steel 316LN data missing from the table were considered temperature
dependent and are reported in Fig.s

Material o [%} k [%} C [I%g} P [%}
SS316LN 1.32e6 : .
Ferrite TT2-111R . 5.4 0.712 5270

4.3.2 Electromagnetic Simulations

The electromagnetic properties of the TOTEM RP were estimated with CST Wake-
field and Eigenmode simulations. First an Eigenmode simulation was run to obtain
the resonant frequency f,, the quality factor ), and the shunt impedance Rg, for
the first 10 modes. The device impedance was reconstruced from the Eigenmode
dataﬁ using Eq. for every mode and summing the results. After this was done, a
Wakefield simulation was run, with electric and magnetic field monitors set at the
resonant frequency of each RM obtained by the Eigenmode solver.

The real part of the impedance (the important part for the RF-heating computa-
tion) reconstructed from Eigenmode and the impedance real part obtained directly
from Wakefield are reported and compared in Fig. The agreement between

4Because of different convention between Eigemode and Wakefield, to compare the Wakefield
impedance with the Eigenmode reconstructed one the Shunt Impedance obtained from Eigenmode
has to be divided by 2 before reconstructing the impedance curve as a function of frequency.
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Figure 4.7. Geometry of the TOTEM RP. (a) Photo of a cylidrical TOTEM RP spare.
(b) CAD model recontruced from drawing and measurements for electromagnetic and
thermal simulations. (c) Section cut of the RP, the x axis is normal to the cut plane.
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Figure 4.8. SS316LN physical properties as a function of temperature, taken from the
CERN Engineering Source Target Interaction group database MPDB. (a) Thermal
conductivity. (b) Specific heat. (c¢) Density.
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the two curves is good. Furthemore, these results well agree also with previous
investigations [88].
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Figure 4.9. Impedance of the TOTEM roman pot. Comparison between the impedance
rebuilt from Eigenmode and the impedance computed from Wakefield.

The Wakefield solver can take into account both the RWI and RM impedance
while the Eigemode can estimate only RM impedance. However, the Wakefield solver
does not separate the impedance contribution of the resistive wall from that of the
device modes. Disentangling these two contributions allows to estimate separately
the RF-heating due to each one of them and so to scale correctly the 3D heat maps
for thermal simulations.

In order to divide the two contributions, the following steps were taken. The
impedance due exclusively to the resonant modes was obtained as the impedance
reconstructed from eigenmode. Thus, in principle, subtracting from the wakefield
impedance the eigenmode reconstructed impedance should have given only the
impedance contribution due to the resistive wall impedance. However, this approach
could have been prone to numerical errors. Thus, to estimate only the contribution
of the resistive wall impedance for the RP, another procedure was used. In the
TOTEM RP, the element that is contributing the most to the impedance resistive
wall is the movable cylinder top surface because it is the closest element to the beam,
3 mm distance. The impact of all the other components of the RP may be considered
negligible due to their distance from the beam, that is 40 mm at least. Thus, a
further Wakefield simulation was performed, with a beam passing at a distance of
3 mm from a squared SS316LN plate of dimension equal to the diameter of the
cylinder top surface (143.5 mm). The geometry of the beam passing on the plate is
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shown in Fig. and the real part of the computed impedance is shown in Fig.
[4.I0p. This impedance was considered as the RP resistive wall impedance.
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Figure 4.10. Impedance simulations for the RM RWI. (a) Simulated Geometry. (b) Real
part of the RWI.

4.3.3 Impedance Induced Heating

The measured temperature data to reproduce were acquired during the LHC fill
4381 (December 2015). In Table the beam parameters for that fill are reported.
The bunch distribution with respect to time was assumed to be Gaussian. The
parameter fy is the revolution frequency of a particle in the LHC.

Table 4.2. Bunch parameters of LHC beam fill 4381, for which the temperature data in
the RP were taken, ppb stands for protons per bunch, fj is the revolution frequency of
a particle in the LHC.

Bunch Length  Interbunch N Bunches ppb fo
Shape (40yms) Distance
Gaussian  1.229 [ns] 25 [ns] 1033 1.007e11  11.25 [kHz]

Considering the parameters reported in table it was possible to compute
the beam spectrum A and so, with the TOTEM RP impedance computed in the
previous subsection, the RF-heating was estimated according to what was discussed
in section [1.2.3]

In Fig. the RF-heating due to every resonant mode is reported as a function
of frequency. Both the average value and the worst case scenario values of the
RF-heating are given for every mode. These two scenarios present similar losses
values. This is because the modes resonating in the RP at frequencies lower than 1.5
GHz are broad band modes. Thus, a slight change of the mode resonant frequency
of (£20) MHz cannot change dramatically the coupling between the beam and the
device. Narrow band modes are present for frequency above 1.5 GHz. However,
at that frequency the LHC beam spectrum is practically decayed and the power
dissipation is negligible.

In table the roman pot RF-heating computed with the Wakefield impedance
(refer to Fig, with the impedance reconstructed from Eigenmode (refer to Fig.
and with the Wakefield resistive wall impedance shown in Fig. |4.10p is reported.
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Figure 4.11. RM Impedance induced power spectrum for the TOTEM roman pot.

Looking at the numbers, the RF-heating computed from the RP impedance
obtained directly from Wakefield (RWI+RM RF-heating in the table) is higher
than the one computed with the impedance reconstructed from the Eigenmode data
(RM RF-heating in the table). And the difference between the two losses is of the
same order of magnitude of the resistive wall losses (RWI RF-heating in the table).
This was expected because, as already said, the Wakefield solver takes into account
both the resistive wall and the resonant mode losses, while the Eigenmode solver
takes into account only the resonant mode losses. Thus, the losses computed using
the eigemode solver impedance should be equal to the losses computed using the
Wakefield solver impedance subtracting the losses computed using the resistive wall
impedance, and this seems to be the case.

Using the CST thermal solver it was possible to obtain automatically the vol-
umetric and surface power dissipated map for every resonant mode and for the
resistive wall losses. As already said, it was found that setting an electric and
magnetic field monitor at really low frequency, far from a device resonant mode,
gives the resistive wall power distribution. For the TOTEM RP the monitors were
set at 10 MHz. In Fig. the RWI 3D power dissipated map computed from the
CST thermal solver is reported. As expected, virtually the whole heating power
(more than 99.9%) is dissipated as a surface load on the movable cylinder top surface
right down the beam trajectory.

Another example of 3D power dissipated map is reported in Fig. for the
mode at 677 MHz. In this case most of the power is dissipated in the ferrite ring
volume (about 86%), and a small percentage is dissipated as surface load on the
internal walls of the roman pot (about 14%).

Using the developed CST-ANSYS interface introduced in section [£.2] these 3D
maps were rescaled according to what exposed in section and imported from
CST into ANSYS. For the rescaling, the RM losses in the average case scenario were
considered since this scenario is supposed to be more realistic. The RF-heating of
each mode was imported separately. As import validation, a steady state thermal
simulation was done, setting the imported map as heating load and the cooling
source as a fictitious convection on all the bodies. It was verified for every import
that the convection was evacuating the power dissipated in that mode given by Fig.
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Table 4.3. Total dissipated power computed with the Wakefield impedance of the TOTEM
RP (RWI+RM), with the impedance reconstructed by Eigenmode (RM) and with the
Wakefield resistive wall impedance (RWI).

Average Case Scenario Worst Case Scenario

RM
RF-heating 4.712 W 5.045 W
Eigenmode
RWI
RF-heating 0.612 W
Wakefield
RWI+RM
RF-heating 5.613 W
Wakefield

Figure 4.12. Resistive wall impedance RF-heating 3D map from CST thermal solver. As
expected, virtually the whole heating power is dissipated on the movable cylinder top
surface rigth down the beam trajectory.
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Figure 4.13. Resonant mode at 677 MHz impedance RF-heating 3D map from CST
thermal solver. Almost the whole heating power is dissipated in the ferrite ring.
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Figure 4.14. (a) RP model for thermal simulations. (b) RP model, detail of the movable
cylinder, groove. At the groove the thickness of the movable cylinder is reduced at 0.3
mm. Since the silicon detector has to be placed in the grove, the small thickness of
the cylinder reduces the chances that particles are stopped in the metal of the cylinder
before it can reach the detector.

The same verification was done for the resistive wall RF-heating with the value
reported in table

4.3.4 Thermal Simulations
Some Other Geometric Detail

For the thermal simulations it was used the same RP CAD model on which the
electromagnetic simulations were run to help the thermal load import remapping
process. In Fig. the ANSYS RP model is shown. In particular, in Fig.
a global view of the geometry is reported while in Fig. [£.14p a detail of a groove
on the movable cylinder top internal surface is shown. At the groove, the thickness
of the movable cylinder is reduced to 0.3 mm. This is because inside this groove
the silicon detector is supposed to be placed, and the small thickness of the cylinder
reduces the chances that a particle is stopped in the metal of the cylinder before it
can reach the detector, .

All the internal metal surfaces of the TOTEM RP are polished, i.e. they are
machined to decrease their surface roughness, with the exception of the internal
groove surface. These details are important for the estimation of the cooling
mechanism, as will be clear in the following.

Heating and Cooling Sources

To reproduce the measured temperature data one needs to simulate the heating
sources and the cooling sources that were present when the data were taken. In
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Figure 4.15. Example of rescaled dissipated 3D powermap imported in ANSYS from CST.
The resistive wall losses is shown.

general the TOTEM RP can experience heating from three main sources, impedance
heating, particle irradiation heating and dissipation due to electronics. During the
temperature measurements the detector and all its electronics were removed from the
secondary vacuum vessel, thus, there were no electronics dissipation. Furthermore,
previous studies revealed that the expected particle irradiation heating in the
cylindrical TOTEM RP is of the order of 10 mW [91], 92]. This value is negligible
if compared with the about 5 W dissipated by impedance. Thus, one can assume
that the only heating source acting on the TOTEM RP is the impedance induced
heating. In Fig. [£.15 an example of the rescaled dissipated 3D powermap imported
into ANSYS is shown for the resistive wall impedance, and the related power map
computed by CST is shown in Fig. [£.12]

Regarding the cooling mechanism, at the measurement time there was no active
cooling in the TOTEM RP, the heat was evacuated by conduction, radiation and
natural convection. The radiation and conduction are the most important cooling
mechanisms for the device internal parts since there is vacuum both in the primary
vacuum vessel and in the secondary vacuum vessel, thus, there is no convection. The
external surfaces of the device experience convection and radiation. Furthermore,
in the simulated model, the long in and out pipes collect heat by conduction and
dissipate it by radiation and convection, this is also expected to take place in the
real device.

Regarding the radiation, the emissivity parameter € is strongly dependent on
the surface roughness of the RP surfaces. It was set to 0.1 for all the polished
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stainless steel surfaces [93], while it was set to 0.35 for the groove internal surface,
not polished [94]|ﬂ

Regarding the convection, natural convection was considered on the external
surface. The convection coefficient was computed as temperature dependent following
the paper of Churcill et al. [95]. The TOTEM RP was simplified as an horizontal
cylinder in steady air. The convection coefficient as a function of the temperature of
the RP external surfaces is reported in Fig.
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Figure 4.16. Natural convection coefficient as a function of the temperature of the RP
external surfaces for an ambient temperature of 24 °C.

The external ambient temperature was considered 24 °C during the beam run-
ning and 20 °C during the cooling period, when the beam is not running. These
temperatures were estimated from experimental data in the LHC cavern, the highest
temperature when the beam is running is due to the running electronicsﬁ and the
working devices dissipation.

The conduction is regulated by the thermal conductivity k, reported in Table
for the ferrite and in Fig. for the stainless steel.

Another important parameter is the thermal contact resistance (TCR) among
the different parts of the TOTEM roman pot.

When two bodies at different temperatures are put in contact, they exchange
heat to reach the equilibrium. At the interface between these bodies there is a
resistivity to the heat circulation because the surface roughness of the bodies does
not allow perfect contacts. This resistivity is called thermal contact resistance (TCR)
and its inverse is the thermal contact conductance (TCC).

In the roman pot this parameter can be considered critical in two areas: at
the contacts among the flanges and at the contacts between the ferrite and the
RP vessel flanges, refer to Fig. [f.7c. The TCC at the contacts among the flanges

5The two cited references report the value of the emissivity for the stainless steel 304L that is
in principle different from the 316LN used for the RP. However, emissivity data of stainless steel
316LN were not found for room temperatures (around 30 °C) and the difference between the two
stainless steel should be negligible.

SNote that the electronics of the RP has been removed for the temperature measurements but
the other equipment in the cavern has its own electronics that dissipate heat to work.
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was considered infinite, i.e. perfect contacts. This is because the flanges are fixed
together to be vacuum tight, i.e. they are kept together by a very high pressure
and the contact between them has to be good to avoid vacuum leak. Regarding the
value of the TCC between the ferrite and the RP vessel, this quantity depends by
a huge number of parameters (among others, surface roughness, contact pressure
and material properties) that were not available at the simulations time. Thus, two
steady state simulations considering the heating sources and the cooling mechanism
just outlined were performed to investigate the impact of the TCC variation on the
simulation results. For the first simulation, an empirical value of 20 W/(m?K) for
the TCC between the ferrite and RP vessel was considered, for the other simulation,
perfect contact was assumed, i.e. infinite TCC.

Steady State Simulations

The results of the steady state simulations, i.e. the equilibrium temperature map in
the TOTEM RP, are shown in Fig. for the infinite TCC and in Fig. for
the 20 W/(m?K) TCC. In the figures also the mesh is visible. An accurate analysis
of the temperature reveals that the main effects of changing the TCC between
the ferrite and the RP vessel is a temperature change in the ferrite, the lower the
TCC the higher the temperature reached by the ferrite ring. One conclusion is that
extra care has to be taken in the cooling of the ferrite. Indeed its temperature
has to remain under the curie temperature, otherwise the material will lose its
magnetization losing also the electromagnetic damping properties. On the other side,
the TCC between the ferrite and RP vessel has a small effect on the temperatures
of the other points of the TOTEM RP. This can be seen comparing the temperature
probe points in the two Fig.s[4.17aland [4.17b|
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Figure 4.17. Equilibrium temperature map in the TOTEM RP at the steady state. (a)
TCC between ferrite and RP vessel infinite. (b) TCC between ferrite and RP vessel 20
W/(m?K).
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Transient Simulations and Experimental Data

As already said, on December 2012, five PT100 temperature sensors were installed
on the roman pot. During the beam run the temperature evolution in time in the
device was recorded in different points. Two pictures of the PT100 locations are
shown in Fig. and [£.18p. A sensor is outside vacuum, on the external surface
of the cylinder flange (refer to Fig. |4.18n), and the other four sensors were placed
on the internal surface of the movable cylinder (refer to Fig. 4.18p). The sensors
are indicated as S1, S2, S3, S4, S5. To reproduce the measured temperature trend,
transient thermal simulations were run considering the heating and cooling sources
previously defined in this section. Virtual sensors, also called pick up points (PK),
were defined in the simulations. In Fig. the pick up point positions are shown.
In particular, PK1 should correspond to S1 or S2, PK3 should correspond to S3 or
S4 and PK2 should correspond to S5.

In Fig.s [4.19] 4.20] and |4.21] the time temperature trend measured by the real
sensors and the simulated ones is reported. The coloured solid lines represent the
measured data, the black lines represent the simulated data. The classic behaviour
of the temperature of a body first heated and then cooled can be seen. At the
beginning there is a sharp temperature increase, the gradient of the temperature
curve decreases with time while the value of the temperature reaches approximately
the convergence value, i.e. the equilibrium temperature. Subsequently, when the
beam is damped, the temperature drops sharply due to the absence of heating
sources.

To study the sensitivity of the simulated time-temperature curve with respect
to the simulations parameters (they are reported in the paragraph "Heating and
Cooling Sources" and are emissivity, convection coefficient, ambient temperatures
etc), a parametric analysis was performed. Several simulations were done changing
+20% the simulations parameters from its nominal value, i.e. the value reported
in the paragraph "Heating and Cooling Sources". In Fig.s [4.19] [4.20] and .21 the
results obtained using the nominal value of the parameters are drawn with a black
solid line and the results obtained by the parametric study are drawn with black
dashed lines.

Looking at the results of the parametric study, it can be noted that different
parameter combinations bring to a simulated temperature time curve that is always
close to the experimental data. This indicates that the analysis is robust.

Furthermore, the agreement between experimental and simulated data is good.

In addition, from Fig.s[4.19] [4.20] and [4.21] it can be also noted that after 9 hours
of heating, around 15:00, the RP has almost reached the steady state temperature.
The value of the steady state temperature measured agrees well both with the
transient simulations and with the steady state simulations, refer to Fig.s [£.17]

As for the steady state simulations also the transient simulations were performed
for two different values of the TCC between the ferrite and the vacuum vessel, 20
W/(m?K) and infinite. No changes were found regarding the temperature time trend
at the pick up points PK1, PK2 and PK3. In Fig.s .19, [£.20] and [£.21], the results
for a TCC value of 20 W/(m?K) are shown.




108 4. Simulations of Impedance Induced Thermal Effects

0.000 0.050 0.100
|

0.000 0.050 0.100 (m)

0.025 0.075

0.025 0.075

(c)

Figure 4.18. (a), (b) Temperature sensor positions in the RP. (c¢) Simulated temperature
sensor positions in the RP.
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Figure 4.19. Transient temperature measured on the TOTEM roman pot for the sensors
S1 and S2 and transient temperature simulated on the virtual sensor PK1. With the
black solid line is indicated the simulation result obtained using the nominal value of
the simulations parameters, while the black dashed lines are indicated the simulation
results from the parametric study.

4.4 Conclusions

This chapter has illustrated an accurate multi-physics approach to simulate the local
RF-heating mechanical and thermal effects on accelerator devices. It has explained
the method work flow and has showed examples of its use. Furthermore, the method
proposed was successfully benchmarked against temperature experimental data taken
during the LHC fill 4381 on the cylindrical TOTEM Roman Pot. The thermal
transient simulations well reproduced the temperature evolution of the roman pot
during the LHC run. The results were found robust against variation of cooling
parameters such as surface emissivities, convection coefficients or contact properties.
The method could identify a critical point in the design of the Roman Pot, the
thermal contact conductance between the ferrite and the roman pot vessel. For low
value of this parameters the temperature of ferrite at the steady state was found
alarmingly high. It was proposed to use these data to improve the design of the
ferrite cooling system. To summarize, the proposed method revealed itself to able
to simulate the local thermal effects induced by impedance on a device and it was
used to understand the possible design improvements. This method could be a
key approach to deal with RF-heating design problems of future high intensity, low
emittance particle accelerators.
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Figure 4.20. Transient temperature measured on the TOTEM roman pot for the sensors
S3 and S4 transient temperature simulated on the virtual sensor PK2. With the black
solid line is indicated the simulation result obtained using the nominal value of the
simulations parameters, while the black dashed lines are indicated the simulation results
from the parametric study.
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Figure 4.21. Transient temperature measured on the TOTEM roman pot for the sensors
S5 transient temperature simulated on the virtual sensor PK3. With the black solid line
is indicated the simulation result obtained using the nominal value of the simulations
parameters, while the black dashed lines are indicated the simulation results from the
parametric study.
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Figure 4.22. A 3D, schematic model of the Totem Roman Pot. If the figure does not
appear interactive, please enable this function and click on it or use a recent version of
Adobe Reader!
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//constructor for doubly linked list
function List(){
  this.first_node=null;
  this.last_node=new Node(undefined);
}
List.prototype.push_back=function(x){
  var new_node=new Node(x);
  if(this.first_node==null){
    this.first_node=new_node;
    new_node.prev=null;
  }else{
    new_node.prev=this.last_node.prev;
    new_node.prev.next=new_node;
  }
  new_node.next=this.last_node;
  this.last_node.prev=new_node;
};
List.prototype.move_to_front=function(it){
  var node=it.get();
  if(node.next!=null && node.prev!=null){
    node.next.prev=node.prev;
    node.prev.next=node.next;
    node.prev=null;
    node.next=this.first_node;
    this.first_node.prev=node;
    this.first_node=node;
  }
};
List.prototype.begin=function(){
  var i=new Iterator();
  i.target=this.first_node;
  return(i);
};
List.prototype.end=function(){
  var i=new Iterator();
  i.target=this.last_node;
  return(i);
};
function Iterator(it){
  if( it!=undefined ){
    this.target=it.target;
  }else {
    this.target=null;
  }
}
Iterator.prototype.set=function(it){this.target=it.target;};
Iterator.prototype.get=function(){return(this.target);};
Iterator.prototype.deref=function(){return(this.target.data);};
Iterator.prototype.incr=function(){
  if(this.target.next!=null) this.target=this.target.next;
};
//constructor for node objects that populate the linked list
function Node(x){
  this.prev=null;
  this.next=null;
  this.data=x;
}
function sqr(r){return(r*r);}//helper function

//Miniball algorithm by B. Gaertner
function Basis(){
  this.m=0;
  this.q0=new Array(3);
  this.z=new Array(4);
  this.f=new Array(4);
  this.v=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.a=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.c=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.sqr_r=new Array(4);
  this.current_c=this.c[0];
  this.current_sqr_r=0;
  this.reset();
}
Basis.prototype.center=function(){return(this.current_c);};
Basis.prototype.size=function(){return(this.m);};
Basis.prototype.pop=function(){--this.m;};
Basis.prototype.excess=function(p){
  var e=-this.current_sqr_r;
  for(var k=0;k<3;++k){
    e+=sqr(p[k]-this.current_c[k]);
  }
  return(e);
};
Basis.prototype.reset=function(){
  this.m=0;
  for(var j=0;j<3;++j){
    this.c[0][j]=0;
  }
  this.current_c=this.c[0];
  this.current_sqr_r=-1;
};
Basis.prototype.push=function(p){
  var i, j;
  var eps=1e-32;
  if(this.m==0){
    for(i=0;i<3;++i){
      this.q0[i]=p[i];
    }
    for(i=0;i<3;++i){
      this.c[0][i]=this.q0[i];
    }
    this.sqr_r[0]=0;
  }else {
    for(i=0;i<3;++i){
      this.v[this.m][i]=p[i]-this.q0[i];
    }
    for(i=1;i<this.m;++i){
      this.a[this.m][i]=0;
      for(j=0;j<3;++j){
        this.a[this.m][i]+=this.v[i][j]*this.v[this.m][j];
      }
      this.a[this.m][i]*=(2/this.z[i]);
    }
    for(i=1;i<this.m;++i){
      for(j=0;j<3;++j){
        this.v[this.m][j]-=this.a[this.m][i]*this.v[i][j];
      }
    }
    this.z[this.m]=0;
    for(j=0;j<3;++j){
      this.z[this.m]+=sqr(this.v[this.m][j]);
    }
    this.z[this.m]*=2;
    if(this.z[this.m]<eps*this.current_sqr_r) return(false);
    var e=-this.sqr_r[this.m-1];
    for(i=0;i<3;++i){
      e+=sqr(p[i]-this.c[this.m-1][i]);
    }
    this.f[this.m]=e/this.z[this.m];
    for(i=0;i<3;++i){
      this.c[this.m][i]=this.c[this.m-1][i]+this.f[this.m]*this.v[this.m][i];
    }
    this.sqr_r[this.m]=this.sqr_r[this.m-1]+e*this.f[this.m]/2;
  }
  this.current_c=this.c[this.m];
  this.current_sqr_r=this.sqr_r[this.m];
  ++this.m;
  return(true);
};
function Miniball(){
  this.L=new List();
  this.B=new Basis();
  this.support_end=new Iterator();
}
Miniball.prototype.mtf_mb=function(it){
  var i=new Iterator(it);
  this.support_end.set(this.L.begin());
  if((this.B.size())==4) return;
  for(var k=new Iterator(this.L.begin());k.get()!=i.get();){
    var j=new Iterator(k);
    k.incr();
    if(this.B.excess(j.deref()) > 0){
      if(this.B.push(j.deref())){
        this.mtf_mb(j);
        this.B.pop();
        if(this.support_end.get()==j.get())
          this.support_end.incr();
        this.L.move_to_front(j);
      }
    }
  }
};
Miniball.prototype.check_in=function(b){
  this.L.push_back(b);
};
Miniball.prototype.build=function(){
  this.B.reset();
  this.support_end.set(this.L.begin());
  this.mtf_mb(this.L.end());
};
Miniball.prototype.center=function(){
  return(this.B.center());
};
Miniball.prototype.radius=function(){
  return(Math.sqrt(this.B.current_sqr_r));
};

//functions called by menu items
function calc3Dopts () {
  //create Miniball object
  var mb=new Miniball();
  //auxiliary vector
  var corner=new Vector3();
  //iterate over all visible mesh nodes in the scene
  for(i=0;i<scene.meshes.count;i++){
    var mesh=scene.meshes.getByIndex(i);
    if(!mesh.visible) continue;
    //local to parent transformation matrix
    var trans=mesh.transform;
    //build local to world transformation matrix by recursively
    //multiplying the parent's transf. matrix on the right
    var parent=mesh.parent;
    while(parent.transform){
      trans=trans.multiply(parent.transform);
      parent=parent.parent;
    }
    //get the bbox of the mesh (local coordinates)
    var bbox=mesh.computeBoundingBox();
    //transform the local bounding box corner coordinates to
    //world coordinates for bounding sphere determination
    //BBox.min
    corner.set(bbox.min);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //BBox.max
    corner.set(bbox.max);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //remaining six BBox corners
    corner.set(bbox.min.x, bbox.max.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
  }
  //compute the smallest enclosing bounding sphere
  mb.build();
  //
  //current camera settings
  //
  var camera=scene.cameras.getByIndex(0);
  var res=''; //initialize result string
  //aperture angle of the virtual camera (perspective projection) *or*
  //orthographic scale (orthographic projection)
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov*180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('\n3Daac=%s,', aac);
  }else{
      camera.viewPlaneSize=2.*mb.radius();
      res+=host.util.printf('\n3Dortho=%s,', 1./camera.viewPlaneSize);
  }
  //camera roll
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('\n3Droll=%s,',roll);
  //target to camera vector
  var c2c=new Vector3();
  c2c.set(camera.position);
  c2c.subtractInPlace(camera.targetPosition);
  c2c.normalize();
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('\n3Dc2c=%s %s %s,', c2c.x, c2c.y, c2c.z);
  //
  //new camera settings
  //
  //bounding sphere centre --> new camera target
  var coo=new Vector3();
  coo.set((mb.center())[0], (mb.center())[1], (mb.center())[2]);
  if(coo.length)
    res+=host.util.printf('\n3Dcoo=%s %s %s,', coo.x, coo.y, coo.z);
  //radius of orbit
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var roo=mb.radius()/ Math.sin(aac * Math.PI/ 360.);
  }else{
    //orthographic projection
    var roo=mb.radius();
  }
  res+=host.util.printf('\n3Droo=%s,', roo);
  //update camera settings in the viewer
  var currol=camera.roll;
  camera.targetPosition.set(coo);
  camera.position.set(coo.add(c2c.scale(roo)));
  camera.roll=currol;
  //determine background colour
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('\n3Dbg=%s %s %s,', rgb.r, rgb.g, rgb.b);
  //determine lighting scheme
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+=host.util.printf('\n3Dlights=%s,', curlights);
  //determine global render mode
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      currender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      currender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      currender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      currender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      currender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      currender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      currender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      currender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      currender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      currender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      currender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      currender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      currender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      currender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      currender='HiddenWireframe';break;
  }
  if(currender!='Solid')
    res+=host.util.printf('\n3Drender=%s,', currender);
  //write result string to the console
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Copy and paste the following text to the\n'+
    '%% option list of \\includemedia!\n%%' + res + '\n');
}

function get3Dview () {
  var camera=scene.cameras.getByIndex(0);
  var coo=camera.targetPosition;
  var c2c=camera.position.subtract(coo);
  var roo=c2c.length;
  c2c.normalize();
  var res='VIEW%=insert optional name here\n';
  if(!(coo.x==0 && coo.y==0 && coo.z==0))
    res+=host.util.printf('  COO=%s %s %s\n', coo.x, coo.y, coo.z);
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('  C2C=%s %s %s\n', c2c.x, c2c.y, c2c.z);
  if(roo > 1e-9)
    res+=host.util.printf('  ROO=%s\n', roo);
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('  ROLL=%s\n', roll);
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov * 180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('  AAC=%s\n', aac);
  }else{
    if(host.util.printf('%.4f', camera.viewPlaneSize)!=1)
      res+=host.util.printf('  ORTHO=%s\n', 1./camera.viewPlaneSize);
  }
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('  BGCOLOR=%s %s %s\n', rgb.r, rgb.g, rgb.b);
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+='  LIGHTS='+curlights+'\n';
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      defaultrender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      defaultrender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      defaultrender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      defaultrender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      defaultrender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      defaultrender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      defaultrender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      defaultrender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      defaultrender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      defaultrender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      defaultrender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      defaultrender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      defaultrender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      defaultrender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      defaultrender='HiddenWireframe';break;
  }
  if(defaultrender!='Solid')
    res+='  RENDERMODE='+defaultrender+'\n';

  //detect existing Clipping Plane (3D Cross Section)
  var clip=null;
  if(
    clip=scene.nodes.getByName('$$$$$$')||
    clip=scene.nodes.getByName('Clipping Plane')
  );
  for(var i=0;i<scene.nodes.count;i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd==clip||nd.name=='') continue;
    var ndUTFName='';
    for (var j=0; j<nd.name.length; j++) {
      var theUnicode = nd.name.charCodeAt(j).toString(16);
      while (theUnicode.length<4) theUnicode = '0' + theUnicode;
      ndUTFName += theUnicode;
    }
    var end=nd.name.lastIndexOf('.');
    if(end>0) var ndUserName=nd.name.substr(0,end);
    else var ndUserName=nd.name;
    respart='  PART='+ndUserName+'\n';
    respart+='    UTF16NAME='+ndUTFName+'\n';
    defaultvals=true;
    if(!nd.visible){
      respart+='    VISIBLE=false\n';
      defaultvals=false;
    }
    if(nd.opacity<1.0){
      respart+='    OPACITY='+nd.opacity+'\n';
      defaultvals=false;
    }
    if(nd.constructor.name=='Mesh'){
      currender=defaultrender;
      switch(nd.renderMode){
        case scene.RENDER_MODE_BOUNDING_BOX:
          currender='BoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
          currender='TransparentBoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
          currender='TransparentBoundingBoxOutline';break;
        case scene.RENDER_MODE_VERTICES:
          currender='Vertices';break;
        case scene.RENDER_MODE_SHADED_VERTICES:
          currender='ShadedVertices';break;
        case scene.RENDER_MODE_WIREFRAME:
          currender='Wireframe';break;
        case scene.RENDER_MODE_SHADED_WIREFRAME:
          currender='ShadedWireframe';break;
        case scene.RENDER_MODE_SOLID:
          currender='Solid';break;
        case scene.RENDER_MODE_TRANSPARENT:
          currender='Transparent';break;
        case scene.RENDER_MODE_SOLID_WIREFRAME:
          currender='SolidWireframe';break;
        case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
          currender='TransparentWireframe';break;
        case scene.RENDER_MODE_ILLUSTRATION:
          currender='Illustration';break;
        case scene.RENDER_MODE_SOLID_OUTLINE:
          currender='SolidOutline';break;
        case scene.RENDER_MODE_SHADED_ILLUSTRATION:
          currender='ShadedIllustration';break;
        case scene.RENDER_MODE_HIDDEN_WIREFRAME:
          currender='HiddenWireframe';break;
        //case scene.RENDER_MODE_DEFAULT:
        //  currender='Default';break;
      }
      if(currender!=defaultrender){
        respart+='    RENDERMODE='+currender+'\n';
        defaultvals=false;
      }
    }
    if(origtrans[nd.name]&&!nd.transform.isEqual(origtrans[nd.name])){
      var lvec=nd.transform.transformDirection(new Vector3(1,0,0));
      var uvec=nd.transform.transformDirection(new Vector3(0,1,0));
      var vvec=nd.transform.transformDirection(new Vector3(0,0,1));
      respart+='    TRANSFORM='
               +lvec.x+' '+lvec.y+' '+lvec.z+' '
               +uvec.x+' '+uvec.y+' '+uvec.z+' '
               +vvec.x+' '+vvec.y+' '+vvec.z+' '
               +nd.transform.translation.x+' '
               +nd.transform.translation.y+' '
               +nd.transform.translation.z+'\n';
      defaultvals=false;
    }
    respart+='  END\n';
    if(!defaultvals) res+=respart;
  }
  if(clip){
    var centre=clip.transform.translation;
    var normal=clip.transform.transformDirection(new Vector3(0,0,1));
    res+='  CROSSSECT\n';
    if(!(centre.x==0 && centre.y==0 && centre.z==0))
      res+=host.util.printf(
        '    CENTER=%s %s %s\n', centre.x, centre.y, centre.z);
    if(!(normal.x==1 && normal.y==0 && normal.z==0))
      res+=host.util.printf(
        '    NORMAL=%s %s %s\n', normal.x, normal.y, normal.z);
    res+=host.util.printf(
      '    VISIBLE=%s\n', clip.visible);
    res+=host.util.printf(
      '    PLANECOLOR=%s %s %s\n', clip.material.emissiveColor.r,
             clip.material.emissiveColor.g, clip.material.emissiveColor.b);
    res+=host.util.printf(
      '    OPACITY=%s\n', clip.opacity);
    res+=host.util.printf(
      '    INTERSECTIONCOLOR=%s %s %s\n',
        clip.wireframeColor.r, clip.wireframeColor.g, clip.wireframeColor.b);
    res+='  END\n';
//    for(var propt in clip){
//      console.println(propt+':'+clip[propt]);
//    }
  }
  res+='END\n';
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Add the following VIEW section to a file of\n'+
    '%% predefined views (See option "3Dviews"!).\n%%\n' +
    '%% The view may be given a name after VIEW=...\n' +
    '%% (Remove \'%\' in front of \'=\'.)\n%%');
  host.console.println(res + '\n');
}

//add items to 3D context menu
runtime.addCustomMenuItem("dfltview", "Generate Default View", "default", 0);
runtime.addCustomMenuItem("currview", "Get Current View", "default", 0);
runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);

//menu event handlers
menuEventHandler = new MenuEventHandler();
menuEventHandler.onEvent = function(e) {
  switch(e.menuItemName){
    case "dfltview": calc3Dopts(); break;
    case "currview": get3Dview(); break;
    case "csection":
      addremoveClipPlane(e.menuItemChecked);
      break;
  }
};
runtime.addEventHandler(menuEventHandler);

//global variable taking reference to currently selected node;
var target=null;
selectionEventHandler=new SelectionEventHandler();
selectionEventHandler.onEvent=function(e){
  if(e.selected&&e.node.name!=''){
    target=e.node;
  }else{
    target=null;
  }
}
runtime.addEventHandler(selectionEventHandler);

cameraEventHandler=new CameraEventHandler();
cameraEventHandler.onEvent=function(e){
  var clip=null;
  runtime.removeCustomMenuItem("csection");
  runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);
  if(clip=scene.nodes.getByName('$$$$$$')|| //predefined
    scene.nodes.getByName('Clipping Plane')){ //added via context menu
    runtime.removeCustomMenuItem("csection");
    runtime.addCustomMenuItem("csection", "Cross Section", "checked", 1);
  }
  if(clip){//plane in predefined views must be rotated by 90 deg around normal
    clip.transform.rotateAboutLineInPlace(
      Math.PI/2,clip.transform.translation,
      clip.transform.transformDirection(new Vector3(0,0,1))
    );
  }
  for(var i=0; i<rot4x4.length; i++){rot4x4[i].setIdentity()}
  target=null;
}
runtime.addEventHandler(cameraEventHandler);

var rot4x4=new Array(); //keeps track of spin and tilt axes transformations
//key event handler for scaling moving, spinning and tilting objects
keyEventHandler=new KeyEventHandler();
keyEventHandler.onEvent=function(e){
  var backtrans=new Matrix4x4();
  var trgt=null;
  if(target) {
    trgt=target;
    var backtrans=new Matrix4x4();
    var trans=trgt.transform;
    var parent=trgt.parent;
    while(parent.transform){
      //build local to world transformation matrix
      trans.multiplyInPlace(parent.transform);
      //also build world to local back-transformation matrix
      backtrans.multiplyInPlace(parent.transform.inverse.transpose);
      parent=parent.parent;
    }
    backtrans.transposeInPlace();
  }else{
    if(
      trgt=scene.nodes.getByName('$$$$$$')||
      trgt=scene.nodes.getByName('Clipping Plane')
    ) var trans=trgt.transform;
  }
  if(!trgt) return;

  var tname=trgt.name;
  if(typeof(rot4x4[tname])=='undefined') rot4x4[tname]=new Matrix4x4();
  if(target)
    var tiltAxis=rot4x4[tname].transformDirection(new Vector3(0,1,0));
  else  
    var tiltAxis=trans.transformDirection(new Vector3(0,1,0));
  var spinAxis=rot4x4[tname].transformDirection(new Vector3(0,0,1));

  //get the centre of the mesh
  if(target&&trgt.constructor.name=='Mesh'){
    var centre=trans.transformPosition(trgt.computeBoundingBox().center);
  }else{ //part group (Node3 parent node, clipping plane)
    var centre=new Vector3(trans.translation);
  }
  switch(e.characterCode){
    case 30://tilt up
      rot4x4[tname].rotateAboutLineInPlace(
          -Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(-Math.PI/900,centre,tiltAxis);
      break;
    case 31://tilt down
      rot4x4[tname].rotateAboutLineInPlace(
          Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(Math.PI/900,centre,tiltAxis);
      break;
    case 28://spin right
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            -Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 29://spin left
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 120: //x
      translateTarget(trans, new Vector3(1,0,0), e);
      break;
    case 121: //y
      translateTarget(trans, new Vector3(0,1,0), e);
      break;
    case 122: //z
      translateTarget(trans, new Vector3(0,0,1), e);
      break;
    case 88: //shift + x
      translateTarget(trans, new Vector3(-1,0,0), e);
      break;
    case 89: //shift + y
      translateTarget(trans, new Vector3(0,-1,0), e);
      break;
    case 90: //shift + z
      translateTarget(trans, new Vector3(0,0,-1), e);
      break;
    case 115: //s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1.01);
      trans.translateInPlace(centre.scale(1));
      break;
    case 83: //shift + s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1/1.01);
      trans.translateInPlace(centre.scale(1));
      break;
  }
  trans.multiplyInPlace(backtrans);
}
runtime.addEventHandler(keyEventHandler);

//translates object by amount calculated from Canvas size
function translateTarget(t, d, e){
  var cam=scene.cameras.getByIndex(0);
  if(cam.projectionType==cam.TYPE_PERSPECTIVE){
    var scale=Math.tan(cam.fov/2)
              *cam.targetPosition.subtract(cam.position).length
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }else{
    var scale=cam.viewPlaneSize/2
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }
  t.translateInPlace(d.scale(scale));
}

function addremoveClipPlane(chk) {
  var curTrans=getCurTrans();
  var clip=scene.createClippingPlane();
  if(chk){
    //add Clipping Plane and place its center either into the camera target
    //position or into the centre of the currently selected mesh node
    var centre=new Vector3();
    if(target){
      var trans=target.transform;
      var parent=target.parent;
      while(parent.transform){
        trans=trans.multiply(parent.transform);
        parent=parent.parent;
      }
      if(target.constructor.name=='Mesh'){
        var centre=trans.transformPosition(target.computeBoundingBox().center);
      }else{
        var centre=new Vector3(trans.translation);
      }
      target=null;
    }else{
      centre.set(scene.cameras.getByIndex(0).targetPosition);
    }
    clip.transform.setView(
      new Vector3(0,0,0), new Vector3(1,0,0), new Vector3(0,1,0));
    clip.transform.translateInPlace(centre);
  }else{
    if(
      scene.nodes.getByName('$$$$$$')||
      scene.nodes.getByName('Clipping Plane')
    ){
      clip.remove();clip=null;
    }
  }
  restoreTrans(curTrans);
  return clip;
}

//function to store current transformation matrix of all nodes in the scene
function getCurTrans() {
  var tA=new Array();
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd.name=='') continue;
    tA[nd.name]=new Matrix4x4(nd.transform);
  }
  return tA;
}

//function to restore transformation matrices given as arg
function restoreTrans(tA) {
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(tA[nd.name]) nd.transform.set(tA[nd.name]);
  }
}

//store original transformation matrix of all mesh nodes in the scene
var origtrans=getCurTrans();

//set initial state of "Cross Section" menu entry
cameraEventHandler.onEvent(1);

//host.console.clear();
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Chapter 5

Impedance Measurements
Background

5.1 Introduction

Before an accelerator component is installed in the machine it has to go through a
series of tests and measurements to guarantee its quality, i.e. the behaviour of the
built unit has to be as similar as possible to the one predicted by simulations during
its conceptual design phase. Among these tests, impedance measurements are also
done.

In general, they can be divided into beam measurements and bench measurements.
The former can be performed after the device is installed in the machine and the beam
is running. They consist in evaluating variation in the beam observables sensitive to
impedance, for example the tune shift [64, 07, [98]. This kind of measurements gives
a good understanding of the machine impedance. However, it is not suitable for the
impedance quality check of a single accelerator device. Indeed, beam impedance
measurements would require the component to be already installed in the machine,
and if it is found faulty it should be removed. This would require a substantial
amount of time. Furthermore a bunch of particles moving in an accelerator is
subjected to the integrated effects of its electromagnetic interactions with all the
traversed machine equipment, thus, impedance beam measurements provide the
global picture of the machine impedance. It is possible to localise and extract
information for a single component only if the impedance of the device to study is
dominant with respect to the other impedance sources. As an example, impedance
beam measurements were performed for a single collimator in the CERN LHC
machine [30].

Conversely, impedance bench measurements can be used to test the electromag-
netic response of a prototype piece of equipment in the laboratory, avoiding the
previous issues. What is needed is the device to be measured, i.e. the device under
test (DUT), a vector network analyser (VNA) and some other tools (they will be
described in detail in the following). In this kind of measurements the device vacuum
chamber is electromagnetically excited and its response is measured. The excitation
tools may be different depending on the method one wants to apply. Both transverse
and longitudinal impedance can be measured.
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5.1.1 Scope and Structure of the Chapter

This chapter reviews impedance bench measurements techniques since they best suit
the need of checking impedance for a single device. In particular, the techniques
used for this work, and presented in this chapter, detect and measure impedance
of electromagnetic resonant modes in devices. A resonant mode at an unexpected
frequency, not predicted by simulations, could be a sign of a non conformity in a
device assembly. Further, also if the mode is found at the frequency expected by
simulations, its shunt impedance has to be measured and benchmarked against the
results of the simulations performed during the device design phase. This ensures
that the device works as expected. Other measurements techniques should be used
if the scope is to analyze the resistive wall impedance of the device, as, for instance
the resonant wire method [99]. However, they are not treated in this work.

The chapter is organized as follows: Section introduces the measurements
tools and some basic radio frequency (RF) concepts: the mode resonant frequency,
shunt impedance and quality factor, loaded and unloaded.

Probe measurements are described in section The measurements set-up, the
data post-processing, and the limitations of this method are reported.

Wire measurements are described in section The measurements set-up, the
data post-processing for obtaining transverse and longitudinal impedance, and the
limitations of this method are reported.

Beam Position Monitors (BPM) measurements are described in section

Finally, section reports the summary and conclusion of this chapter.

The main references to prepare this chapter have been the work of Kroyer et
al. [99], Bray et al. [100], Jensen [48] and Kajfez [I0I]; a procedure to perform
impedance measurements on collimators can be found in the CERN report [102].

5.2 Measurements Tools & Basic RF Entities

The main idea of the impedance measurements is to excite the DUT inserting in
it excitation sources and analyzing its response. However, when the measurements
tools are inserted into the DUT, they perturb the system. Thus, the measurements
that one is reading is the perturbed response of the DUT plus the excitation sources.
The DUT perturbed by the measurements tools is called loaded DUT while the
unperturbed DUT is called unloaded. In this subsection first the equipment to
perform the measurement is presented, subsequently, the differences between the
loaded and the unloaded DUT are briefly reviewed, and the concept of unloaded and
loaded resonant frequency, quality factor and shunt impedance are also introduced.

5.2.1 Measurement Tools

In Fig. a setup for a probe measurements campaign is shown. One can notice
the Vector Network Analyzer (VNA) that is the excitation source and the reading
instruments during the measurements. Two Radio Frequency RF cables connect the
VNA with the DUT. The excitation source is attached at the extremity of the cable.
It can be a probe for probe measurements (described in section , or a wire for
wire measurements, (described in section [5.4)). The excitation source is inserted into
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Figure 5.1. Impedance Bench Measurements set-up, probe measurements case. The Vector
Network Analyzer (VNA), the RF-Cables, ad the excitation source are shown.
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Figure 5.2. (a) Adaptation flange schematic. (b) Adaptation flange installed on DUT for
wire measurements

the DUT through an adaptation flange, shown in Fig. This flange, clamped
to the DUT, is made by a fixed plate in aluminium and a movable plate in copper,
the movable part can slide on the fixed part and the electrical contact is ensured
by screws to be tighten when the desired configuration is reached. The excitation
source is inserted into the device through an hole in the copper plate. A lateral
tuning screw and a micrometer rigidly connected with the movable copper plate
allow the fine tuning of the source position along the z motion axis.
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VNA & Cables [Coupling Impedance Port 1] [Coupling Impedance Port 2]
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[Unloaded mode equivalent circuit}

Figure 5.3. Equivalent circuit of a resonator connected to VNA excitation source in a two
port configuration in the case the characteristic impedance of the cables connecting the
VNA to the DUT is matched to the VNA internal impedance Z;,. Port 1, port 2 and
port 3 are indicated, port 1 is excited, port 2 is loaded with Zy, while port 3 is the port
of the unloaded resonator. Images readapted from Kajfez [I01].

5.2.2 Equivalent Circuit of a Loaded DUT Mode

Let’s consider the case in which only one resonant mode in a loaded DUT is to be
analyzed. The resonant mode is characterized by three quantities, already introduced
in section resonant frequency f,, quality factor @ and shunt impedance R.
Following [48], [100] and [I01], the equivalent circuit model of the loaded DUT mode
has been drawn in Fig. in the case of excitation at port 1 and loading at port 2:

e The unloaded resonant mode in the DUT is represented by the circuital
elements in the yellow block: the shunt impedance R (already introduced in
section , a capacitor C' and an inductance L. One can analyse this part
of the schematic with simple circuit theory obtaining the unloaded resonant

frequency of the mode:
frm e (5.1)
" on/ILC '

and the unloaded quality factor @) (already introduced in section [3.2.4)):
Q =2nf.RC. (5.2)
This is the quality factor that characterizes the mode.

e The excitation source, i.e. the VNA plus the connection RF-cables, is repre-
sented by the generator V; and the two port impedance values Zy for port 1
and port 2 respectively.

e The impedances R; + jX; is a representation of the coupling mechanism
between the DUT mode and the excitation source at the port 1.

Thus, it is easy to identify the perturbation elements in the equivalent circuit of
Fig. as Zg and R; + jX;. The effects of this perturbation elements are that the
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measured resonant frequency, shunt impedance and quality factor are different from
those of the actual mode [101, 48]. The measured perturbed resonant frequency,
shunt impedance and quality factor are called loaded, and they are labeled as fr, R,
and Qr, to distinguish them from the unloaded resonant frequency, shunt impedance
and quality factor f,, R and Q.

5.2.3 Resonant Frequency

To find the relation between the loaded and unloaded resonant frequency one can
work out the equivalent impedance seen by port 2 (the reading port in the circuit of
Fig. , and impose its imaginary part to 0. Thus, the loaded resonant frequency
will be a function of the perturbation elements as well.

Let’s make an example calculation. In order to simplify the calculation let’s
suppose the circuit to be loss free, i.e. Ry = Rs = Rs; = 0 €2 and the voltage
generator to be ideal (Zp on the left is short circuited). The equivalent impedance
seen by port 2, Z,, can be found using the Thevenin’s or Northon’s theorem for port
2. Under the simplification hypotheses, its expression is:

Zo = m X, (5.3)
where
X =wl - %, (5.4)
Xy = wly — wlcl (5.5)
Xy = wly — w102 (5.6)

Thus, imposing the resonant condition, i.e. imaginary part of Z, = 0 €2, after some
algebraic manipulations one gets:

1 1 1 1
(v 56) (b= oy )+ (“Ll “aer) (- o)+ -

In order to further simplify Eq. let’s us assume to use ideal excitation sources
with just a capacitor behaviour, i.e. L; = Ly =0 H/m. Solving Eq. for w with
this hypothesis, one obtains the resonant frequencies of the loaded resonator:

01+C2+C_f (5.8)
o= 27r\/LC C1+ Cy " 01-1-02 '

It is evident from Eq. [5.§ that port 2 sees a loaded resonant mode that has
a different resonant frequency with respect to the unloaded resonant mode. This
frequency shift depends on the coupling impedance characteristics, C; or Cs in this
case. Please note that in case of perfect coupling, i.e. C7,(Cs — oo, the resonant
frequency of the loaded resonator transforms into the unloaded resonant frequency,
as expected.
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5.2.4 Quality Factor

To understand the consequences of the DUT mode loading on the mode quality
factor first one has to formally define the quality factor. The mode quality factor is
the ratio between the total energy stored in the resonant mode U and the energy lost
per cycle P/f, (where P is the dissipated power in the device walls by the mode)
[48]:

Q= 27Tfr%. (5.9)

Thus, if the energy stored in the mode is fixed, one expects to have lower quality
factor if the energy loss per cycle rises, i.e. if there are more losses.

Let’s go back to the mode loaded equivalent circuit of Fig. without the
hypothesis of loss free circuit. The active power delivered by the voltage generator
is dissipated in the resistances Zy, R1, Ro and R. On the contrary in the case of an
unloaded resonator connected to an ideal generator all the active power is dissipated
on R. Thus, when the resonator is loaded, extra losses are introduced, the so called
external losses. Considering now the definition of quality factor for a resonant mode
given by Eq. it is evident that these extra losses increase the energy loss per
cycle. Thus, a loaded generator always presents a loaded quality factor Q7 lower
than its unloaded one Q.

The relationship between the loaded and the unloaded quality factors is given
by:

111
QL Q Qeyczt7

where (..t is introduced as the quality factor linked to the power losses outside the
unloaded resonator, i.e. the power losses due to Rq, Re and Z; with reference to
Fig. The ratio between Q.;: and @ is indicated with k£ and is called coupling
coefficient [101]:

(5.10)

_Q
Qemt '

It can be interpreted as the ratio between the active power dissipated in actual
resonator and the one dissipated on the external circuit. Eliminating Q¢,; from Eq.

using Eq. one finally gets the expression of @) in terms of Qr, as:

k

(5.11)

Q=QrL(1+k). (5.12)

5.2.5 Shunt Impedance

As for the quality factor, also the measured shunt impedance is the one of the loaded
DUT mode that is different with respect the shunt impedance of the unloaded mode.
To understand this, let’s state the formal definition of shunt impedance [48]: the
shunt impedance is the ratio between the square of accelerating voltage V.. (the
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integral of the axial electric field along the particle trajectory) and power dissipated
in the mode P:

_ ‘Vvacc|2

i 2P

(5.13)
Supposing that the accelerating voltage remains unchanged for the loaded DUT
mode, the extra losses introduced by the measurement tools increase P, leading a
lower shunt impedance R with respect to the unloaded one R.

5.2.6 Summary

To sum up, in this subsection the impedance measurements tools have been presented
and the equivalent circuit of a loaded DUT resonant mode has been analyzed. It
was shown that the measurements tools perturb the resonant mode. The effects
of this perturbation are: the measured resonant frequency, that is the loaded one,
is shifted with respect to the unloaded mode resonant frequency. Furthermore the
loaded shunt impedance and the loaded quality factor are decreased with respect to
the unloaded value.

5.3 Probe Measurements

Probe measurements are handy and moderately invasive for the device. They provide
the resonant frequency of the electromagnetic mode f, and its quality factor Q.
However, they cannot provide the mode shunt impedance and because of that, when
possible, they should be performed as a complement to other kinds of impedance
measurements as, for instance, the wire measurements, discussed in section

5.3.1 Different Probe Shapes

In this kind of measurements the principle is the excitation of the resonant modes
in the DUT by mean of probes. They are made by two coaxial conductors separated
by a dielectric. The external conductor provides structural rigidity, the internal one
is the one to be excited and it is longer than the external one. A schematic of these
probe is presented in Fig.

In particular, in Fig. a probe with a loop termination is represented. It well
couples with DUT resonant modes that have a magnetic field component passing
through the loop. During the measurements performed for this work, it has been
found that this kind of probes is very effective for the detection of low frequency
modes. This was observed also in the work of Biancacci et al. [103].

In Fig. a probe with straight termination is drawn for different values of the
tilt angle #. This geometry well couples with resonant modes that have an electric
field component oriented in the same direction as the probe termination. Thus, with
a zero value of the tilt angle 0, longitudinal modes are easily excited, while with
0 = 90° transverse modes are the most stimulated. Both kinds of modes are excited
with intermediate tilt angles.

In Fig. examples of real probes used for measurements are shown.
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Figure 5.4. (a) Probe with loop termination. (b) Probe with straight termination at
different tilt angles.

(b)

Figure 5.5. Real probes used for measurements. (a) Probe with loop termination. (b)
Probe with straight termination.

5.3.2 Measurements Set-Up

The set-up for this kind of measurements is straightforward, and it is illustrated in
Fig. [5.6] Once the two adaptation flanges are put in place at the two ports of the
DUT, the probes, connected to the VNA with the RF cables, are inserted in the
DUT. The probes are excited by the VNA and they excite electromagnetic resonant
modes inside the DUT structure.

In Fig. 5.7 a cartoon of the measurement set-up installed on a pill-box cavity
is displayed. The probe insertion axis, the z axis, is highlighted. The adaptation
flanges allow for the translational motion of the probe along this axis. Thus, the
probe can be inserted in the DUT with arbitrary depth d (obviously limited by
the probe length). Further, also rotational motion around the insertion axis is
permitted. Considering an arbitrary reference configuration, one can call a the
rotation angle around the z axis of the current configuration with respect to the
reference configuration. Further, also transverse motion is allowed by the flange.

These degrees of freedom are extremely helpful during the measurements. Indeed,
rotating the probes of an angle « allows to align the probe termination in the
direction of the resonant mode electric or magnetic field components, so maximizing
the mode excitation. Obviously, during the measurements campaign the orientation
of the electric or magnetic field modes is not known and it has to be detected. Thus,
a scan for different o values must be done in order to obtain maximum coupling.
On the other hand, variations of the probe depth d enable to investigate on modes
resonating in different position inside the DUT and, as it will be shown in section
(.34 to discriminate spurious modes due to the probe insertion in the DUT from
the proper one due only to the DUT.

With the set-up shown in Fig. measurements can be done in reflection or
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Figure 5.6. Schematic representation of the probe measurements set-up, two probes are
inserted at the ports of the DUT thought the adaptation flanges, camped.

in transmission. In the first case the the DUT is excited from port 1 and from the
same port the response is read. For this kind of measurements there is no need of
a second port, i.e. of a second probe. In the transmission type measurement two
ports are necessarily required, the DUT is excited from port 1 and the response is
read from port 2, or viceversa. This is the case represented in Fig.

5.3.3 Measurements and Post Processing
Measurements Reading

Measurements reading is straightforward. The VNA returns the scattering parame-
ters of the DUT. The devices treated in this work are reciprocal structures, thus,
they are described by a symmetric scattering matrix S, i.e. S = S”. Therefore, for a
two port network one is only interested on three elements over four: S11,522, S12 or
S21. The identity S12 = S21 can be used as an index of the procedure correctness.

Critical parameters to read are the reflection parameters, in the two port case
S11 and S22. Indeed, they behave as shown in Fig.

e At frequencies for which no resonant modes are present in the DUT the
transmission line is an open circuit, i.e. all the input power is reflected back
and the reflection coefficients are close to zero dB.

e At frequencies for which resonant modes exist in the structure only little
input power is reflected back, the majority of it is absorbed to excite and feed
the resonant modes in the structure. This effect results in a decrease of the
reflection coefficients at the mode resonant frequency.

Thus, looking at the reflection parameters, the mode resonant frequencies can be
estimated.

Similar information can be deduced from the the transmission parameters (S12
or S21 in a two port case). Indeed it is clear that all the probes that can excite a
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L

Figure 5.7. Representative cartoon of the probe measurements set-up for a pill box cavity.
All the geometrical quantities are drawn: 7. the internal radius of the cavity, [ the length
of the in/out pipe, d; the left probe insertion depth, ds the right probe insertion depth,
Tpipe the internal radius of the in/out pipe, L the length of the cavity, z the insertion
axis of the probes (in this case the simmetry axis of the pill-box) and « the rotation
angle of the probe respect to an arbitrary reference configuration.

resonant mode in the structure can also be excited by that resonant mode. Thus,
with reference to Fig. [5.6] let’s consider a configuration for which both probe 1 and
probe 2 are able to excite only one particular mode in the DUT structure. Let’s
further consider the case for which only probe 1 is power fed:

o At frequencies far from the resonant mode, all the input power is reflected back
and there is no power transmitted from probe 1 to probe 2: the transmission
parameter is —oo if measured in dB (for real measurement, due to the mea-
surement noise, the transmission parameters have values around —100, —140
dB).

o At the resonant mode frequency, part of the power used to feed probe 1 excites
the DUT resonant mode, the latter in turn couples with probe 2 that absorbs
part of the power in the resonant mode. The net effect is power transmitted
from port 1 to port 2 and this reflects in an increase of the magnitude of the
transmission parameters at the resonant frequency, as can bee seen in Fig. [5.8]

However, a mode could be visible in reflection but not in transmission. This is
particularly true for collimators (discussed in section . Their geometry is com-
plex and resonant modes can be localised in specific region (like the entrance cavity)
that are excitable by only one of the probes.Since the mode has no coupling with
the other probe it cannot be detected looking at the magnitude of the transmission
coefficients.
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Figure 5.8. Scattering parameters registered by two loop probes P1 and P2 for different
insertion values in a collimator. Example of a device resonant mode detected in the
reflection parameter S11. When the probes (P1 and P2) are moved, the spurious probe
mode modify their resonant frequency, while the device modes keep resonating at the
same frequency. The resonant mode is also visible in the transmission parameter S12.
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Postprocessing

Probe measurements return the loaded mode resonating frequency fr, and the loaded
quality factor Q. Usually, the shift between the loaded and the unloaded resonant
frequencies is so small that has no consequence, [I0I]. Thus, one can consider
fr 2 fr and read directly the resonant frequency as the frequency at which S11 or
S22 have a minimum or the one at which S12 or S21 have a maximum.

Slightly more complex is the estimation of @@ from Q7. The loaded quality factor
is given directly from the VNA, as shown in Fig. [5.9

|1 Start 1.037 GHz IFBW 1 kHz Stop 1.07 GHz

Figure 5.9. Example of loaded quality factor measurement directly by the VINA.

The loaded quality factor 7, is obtained as the ratio of the resonant frequency
fr and the difference of the 3 dB frequency f; and fy at each side of the resonance
[100]:

__fo
fi—f

Once @y, is found, according to Eq. the coupling coefficient k is needed for
the @ estimation. The coupling coefficient can be obtained both from the reflection
scattering parameters S11 and S22, or from the transmission scattering parameters
S12, [100]. In this thesis, when possible, the transmission parameters are used to
estimate k, since the procedure is faster.

QL

(5.14)

For two ports transmission measurements the coupling coefficient is [101]:
k= k1 + ko, (5.15)

where k; is the input coupling coefficient relative to the external losses of port 1 (Z
and Ry with reference to Fig. and ko is the output coefficient relative to the
external losses of port 2 (Zy and Ry with reference to Fig. . The magnitude of
the transmission parameter at the resonant frequency fy can be written as a function
of the coupling coefficient k; and ko as [101],:

24/ k1ko

’SIJ(fO)‘lin = 1—|—k‘1 —|—7k27

(5.16)

where [Sij(fo)|1in is the linear modulus of one of the transmission parameters.
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If the hypothesis of weak and approximately equally strong coupling at both
ports is done, thus, k1 = ko and from Eq. one has k = 2k; = 2ky. Equation
can be inverted as [99]:

o ISl
= 1SCfo) b

For the specific case of probe measurements, the condition of weak and approxi-
mately equally strong coupling is ensured with the retraction of the probe at the
two ports until the minimal value of S11 and S22 for which the mode is still visible
in transmission is obtained, [I03]. Once k is known, one obtains the unloaded @
from the loaded one using using Eq.

(5.17)

5.3.4 Limitations

In this section some of the limitations of this measurement method are presented.
Since the resonant mode frequency shift and the variation in the quality factor due
to the mode loading have been already discussed in the previous sections, the rest of
this section focuses on the spurious resonant modes introduced in the DUT structure
with the insertion of the probe. Note that such modes are due only to the probe
insertion, they are not present in the unloaded DUT. The section reviews also known
methods to discriminate probe modes from the proper DUT modes and how to
suppress them.

It is well know from the electromagnetic theory that a metallic stick short
circuited at an extremity and free in the other resonates electromagnetically with
mode wavelength A dependent on the stick length d according to:

4d
A= — (5.18)
where n is a natural odd number. This kind of resonances are called "lambda quarter
resonances". The electric and magnetic field map of this kind of modes is reported
in Fig. and respectively.

In the measurement set-up the probe behaves as the just discussed metallic stick.
Indeed, it is short circuited at the extremity where there is the adaptation flange
and free in the other. This means that in the measurements one sees both the proper
DUT electromagnetic modes and the lambda quarter resonances due to the probe.
Fortunately, it is easy to distinguish the lambda quarter modes from the DUT ones:
Inserting or retracting the probes from the DUT the lambda quarter resonances
modify their resonant frequencies while the DUT modes resonate always at the same
frequencies.

This is shown in Fig. [5.8] where one can see a probe mode and a DUT mode.
In the picture two measurements with different values of the probe insertion depth
d are superimposed. The shift in resonant frequency of the probe mode is visible,
while it is not detectable for the DUT mode.

These spurious modes could be also damped by absorbing foam at the shorted
edge of the probe, i.e. to the internal surface of the adaptation flanges, where the
probe mode magnetic field is maximum.



126 5. Impedance Measurements Background

Mode 1

Frequency  (0.243427 GHz
Phase 0

Cross section A

Cutplane at X 0.000
Maximum -0.676348 dB

Mode 2

Frequency  0.731021 GHz
Phase 0

Cross section A

Cutplane at X 0.000
Maximum -0.675263 dB

I
i
[

Mode 3

Frequency  1.21646 GHz
Phase 0

Cross section A
Cutplaneat X 0.000
Maximum -0.672776 dB

Mode 8

Frequency  1.63641 GHz
Phase 0

Cross section A

Cutplane at X 0.000
Maximum -0.667649 dB

(d)

Figure 5.10. Electric Field map of the first four lambda quarter modes for a stick of length
d = 0.3 m in vacuum.
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Figure 5.11. Magnetic field map of the first four lambda quarter modes for a stick of
length d = 0.3 m in vacuum.
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5.4 Wire Measurements

This measurement method was introduced in the 70’s, by Faltens et al. [104] and
Sand and Ress [105]. It relies on the fact that an ultrarelativistic beam generates
an electromagnetic field distribution similar to the one of a transverse electric (TE)
mode of a coaxial wire. An improved wire method was proposed by V. G. Vaccaro
[106]. Nowadays the latter has become a standard practice at CERN and in other
laboratories to estimate device impedances. Wire measurements can be used to
measure both the longitudinal and the transverse impedance. They provide the
mode resonant frequency, the quality factor and the shunt impedance. In this section
wire measurements are described having the Kroyer et al. work [99] as a baseline.
First the measurement set-up is explained, then examples of data acquisition are
shown and the post-processing to obtain the coupling impedance from measurements
is discussed. As a last point the limitations of the method are addressed.

5.4.1 Measurement Set-Up

The principle of this kind of measurements is simple: a copper wire is inserted
into the DUT, the transmission parameter Sij is measured and used to compute
the longitudinal impedance. Knowing the longitudinal impedance for different wire
locations allows to compute the transverse impedance, as it is discussed in section
5.4.2]

Matching Matching
Network 1 Network 2
r—---=- ZL r—— — — — _i

[ (. [
] . / |
| | / Wire | |
_ — — — I |
Port 1 DUT Port 2
Port 3 Port 4
Z() ZO

VNA

Figure 5.12. Wire measurements set-up. The impedance matching network formed by the
matching impedance Z,, and the attenuator A is shown. The characteristic impedance
of the transmission line formed by the DUT plus the wire is indicated with Z,.

The set-up for this kind of measurements is depicted in Fig. As can be seen
it is slightly more involved if compared with the probe measurement set-up due to
the matching network that is needed to avoid wave reflection inside the DUT. Indeed
the VNA and its cables generally have an impedance of Zy = 50 €2, while the DUT
with the stretching wire inside can be modelled as a transmission line that, most
of the time, has an impedance Z, higher than Zy. In order to better understand
the reason of this matching structure, an example is discussed. With reference to
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Fig. let’s suppose the matching network to be not present at all and let’s
suppose to analyse only the S12, i.e. port 1 is fed while port 2 is reading. The power
inserted in port 1 flows from port 3 trough the RF-cable with line impedance Zy. In
the hypothesis in which there is no matching network 1 it arrives at port 1 to the
DUT that has a line impedance Zj,. The power that is not reflected back because
of the mismatch enters the DUT. At the DUT exit, port 2, in the hypothesis in
which there is no matching network 2, i.e. there is a mismatch between the DUT
line impedance Z;, and the VNA cable one Zj, power is reflected into the DUT
from port 2, flowing towards port 1. However, when the power reflected at port 2
reaches port 1 there is again mismatch and some power is again reflected back into
the DUT. This generates a series of waves travelling inside the DUT. This makes
difficult the computation of the longitudinal impedance since such oscillations have
to be removed in the post-processing (refer to section .

For the example under discussion the problem is solved if the matching network
2 is inserted between port 4 and port 2. Indeed, in this case, when the power that
flows from port 1 arrives at port 2 it is not reflected back but is completely absorbed
by line formed from the matched network 2 plus the VNA. Obviously, considering
the case in which port 2 is feed and port 1 is reading all the previous considerations
are still valid. In this case, in order not to have waves reflections in the DUT the
matching network 1 has to be put between port 3 and port 1. Since for this work
port 1 and 2 have been used alternatively as feeding and reading port, one can
understand the measurements set-up reported in Fig.

Matching Network

Several matching techniques exist [99], and for this work one-way resistive matching
has been chosen because it is fast to set up and, further, power dissipation is not an
issue. In Fig. a schematic of the configuration of a one-way resistive matching
network is reported. The network is made by a series resistor Z,, and a 10 dB
attenuator, A. To guarantee the matching the following condition has to hold:

T = Z1, — Zp. (5.19)

It is called one-way resistive matching because there is matching only from the DUT
toward the VNA (with reference to Fig. [.12). If power travels from the VNA to the
DUT it is partially reflected at the location of the resistance Z,,, this is the reason
why the attenuator is present. It reduces the reflection that goes back to the VNA
because of the mismatch between ~Z,,, and Zj.

Line impedance of the DUT

From what was said in the previous subsection, and from Eq. it is clear that to
perform wire measurements one has to know both Z; and Zj.

Generally, the VNA and its cables have a known impedance specified by the
manufacturer (Zy = 50 2 in all the cases discussed in this thesis) while the DUT
line impedance Zj, depends on the geometry of the DUT itself and can be found
using well know formulae.
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For a coaxial line (circular beam pipe with a wire inside) [99]:

Z1/9 = 601n <dD> (5.20)

w
where D is the beam pipe diameter and d,, is the wire diameter.
Another useful relationship is the one for a wire between two parallel plates
spaced by D:

D
219 = 601n <1.27d> . (5.21)

The last one is a good approximation of the line impedance of a collimator.

Another method to obtain Zj, is a direct time domain reflectometry (TDR)
measurement, [I07]. This method has to be applied when the DUT has complex
geometry for which no approximate formulae exist, while in case they exist, it can
be used to check the validity of the used expression. An example of time domain
reflectometry for a TCLD collimator (discussed in detail in section is reported
in Fig. In the figure, the characteristic line impedance is reported as a function
of s (s is measured in meters being the product of the reflected signal time of flight
and the speed of light [I07]) for different apertures of the collimator jaws. After the
TDR is performed, the value of Z,, is obtained by Eq. The matching networks
are built by welding two resistor Z,, at the beginning and at the end of the wire
and connecting the two attenuators.

5.4.2 Measurements and Post-Processing

A qualitative reading of this kind of measurements is straightforward. Once the
set-up is done the quantity to look at is the measured magnitude of the scattering
transmission parameter Sij. A typical trend of [S12|4p is reported in Fig. for
a collimator. One can distinguish a uniform cyclic behaviour perturbed by some
irregularities. These irregularities are the resonant modes while the uniform wiggling
baseline is given by the waves reflection inside the DUT. They should not be present
because of the matching network, however, it is useful to stress that, for the BIDs
that have movable parts inside, the mismatched oscillating behaviour is difficlut to
avoid. This is due to practical reasons. The movable part motion strongly influences
the line impedance of the DUT Zj. Obviously, the device coupling impedance has to
be analysed for several configuration of the movable parts, i.e. for several value of Zy.
However, according to Eq. for every value of Zp, there is a different value of Z,,.
Thus, in order to have always a perfect matching, one should remove the current
resistor and weld a new one every time that the DUT movable part configuration
is changed, and this is not practical. A compromise to work around the problem
is computing all the values of Z,, required for a perfect matching and taking the
mean value, [103]. However, as anticipated, this means that the matching network
is perfectly working only in the mean configuration, and all the other configurations
will be approximately matched, thus, showing oscillating behaviour.

Decoupling the contribution of the resonant modes to the Sij from the one of the
reflected waves is relatively easy. It is done applying the relation:

(5.22)
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Figure 5.13. Time Domain Reflectometry for a TCLD collimator (discussed in section
for different jaw apertures (distance between the collimator jaws). The characteristic
impedance stays constant to the value of 50 Q2 for negative distances. It grows sharply up
to 300 €2 around 0.2 m, then, after a slight decrease, it has an almost constant behaviour
up to 2 m where it increases again to decay sharply at 2.5 m. The first sharp increase
represents the collimator entrance section, with reference to Fig. [7.4h the part where the
RF-fingers are located. The zone where the characteristic impedance is constant is the
gap between the jaws, and the second step represents the contribution of the exit part,
again where the RF-fingers are located. For a jaw aperture of 4 mm, the central part of
the characteristic impedance is not constant and symmetric as it should be. This could
be due to misalignment of the wire that is not perfectly laying on the beam trajectory.
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where Sij are the measured data and Sijrgr is the response of an ideal reference
line without modes, i.e. the wiggling part of Sij. The response of the reference line
can be simulated or calculated using approximated analytical models. Furthermore,
another method to obtain Sijrgr is a local polynomial or Fourier series fitting of
the data Sij [103]. The degree of the polynomial, or the order of the interpolating
Fourier series has to be high enough to capture the wiggling behaviour but not
so high to capture also the oscillation due to the mode. In this work, to compute
SijreF, a weighted fit of the measured data with a Fourier series of eighth order was
done. A lower weight was given to the frequency region around the mode resonant
frequency.

Once the contribution of the resonant mode to Sij has been isolated in Sijp, the
transmission scattering parameter can be transformed directly into impedance using
the log formula [108]:

7. = =27, In(Sijp). (5.23)

It has to be noted that several formulae to transform the measured transmission
scattering parameters into impedance exist [99, [I09]. The log formula, Eq.
was chosen among others because, despite it is not the most accurate [109], it is the
most versatile. Its application is not restricted to a limited frequency range and it
can be applied both to long and short structureﬂ [99].

In Fig. [5.15] an example of wire measurements post processing is shown.

5.4.3 Longitudinal and Transverse Impedance

Equation [5.23] gives the longitudinal impedance in the wire position. As discussed
in section the flanges allow to move the wire along the axis parallel to the
micrometer, that is the z axis of Fig. [5.2] It is intended that z is the transverse wire
position and that £ = 0 mm corresponds to the situation for which the wire is on the
beam golden orbit. If the longitudinal impedance is known for at least three different
transverse wire positions, transverse impedance can be found via the Panofsky
Wenzel relation as in Kroyer et al. [99] or in Biancacci et al.[103]. The longitudinal
impedance of the DUT for n different wire positions, i.e. [Z1,Z2,Z3 ..., Z,] at
[x1, 22,73, ..., T,] is fitted with a parabola ax? + B + . The transverse impedance
is obtained from the coefficient of this parabola as:

Zy=—, (5.24)

where « is the coefficient of the second order term of the parabola, ¢ is the light
speed and w = 27 f, in which f is the particular chosen frequency.

5.4.4 Limitations

In this section the limitations of this method are briefly described. A deeper
discussion can be found in [I10] and [57].

Long and short structures are defined comparing the device physical length with the wavelength
associated to the highest investigate frequency.
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Figure 5.14. Example of data wire acquisition for a collimator. The acquired row data,
|S12|4B, is shown as a function of frequency. One can distinguish a uniform cyclic
behaviour perturbed by some irregularities, highlighted in black. These irregularities are
the resonant modes while the uniform wiggling baseline is given by the waves reflection
inside the DUT due to the approximated matching.
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Figure 5.15. Example of wire acquisition post-processing for a collimator. In the second
and third graph, the acquired row data (S12ca1,512imag,|S12|) have been fitted with a
Fourier series of order eight to obtain the wiggling baseline. This was possible with a
weighted fitting with low weight at the mode frequencies. In the top graph it is shown
the transmission parameter with the removed baseline. It is clearly possible to see
the resonant modes. Finally in the bottom graph, the impedance obtained from the
transmission scattering parameter using the log formula Eq. is reported.
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The wire measurement is an invasive method, since a wire has to be inserted into
the DUT. During the wire insertion and the extraction operations there is the risk
of damaging the device internal parts . Then, there is also the risk of introducing
into the DUT dust or impurities (small pieces of materials for instance), polluting it
from a vacuum perspective. The wire is also an electromagnetically invasive method.
This point was studied in the work of Panniello [I11], 110]. He found that, the
presence of the conducting wire in the device forces the electric field of the DUT
resonant modes to be perpendicular to the wire (at least in the regions close to the
wire). This is usually a strong perturbation for the electric field patterns of the
longitudinal modes, i.e. those DUT modes that would have an electric field mainly
directed parallel to the wire. The effect of the perturbation is a detuning, i.e. the
measured resonating mode frequency (the loaded one) can differ significantly from
the unloaded resonant frequency. The detuning of the mode resonant frequency is a
limitation of the probe measurements as well, however, in the wire measurements
this effect is more pronounced and cannot be neglected.

Furthermore, the wire allows TEM modes with zero cut-off frequencies that
would not be present in the DUT without the wire inserted. These modes take out
electromagnetic energy from the DUT through the wire. This is a mechanism of
dissipation that appreciably decreases the loaded quality factor and shunt impedance
of the DUT modes that resonates at frequencies below the device entrance and exit
pipe cutoff frequency (this result was reobtained by Zannini [57]). This decreasing
in the quality factor and shunt impedance is to be summed to the decrease due to
the losses on the wire. Panniello [IT0] found also that, above the device pipe cutoff
frequency, the dissipation effects of the TEM modes introduced by the wire have a
negligible influence. Indeed, above the pipes cutoff frequency, energy can evacuate
the vacuum chamber trough the DUT entrance and exit pipe also without the wire.

The main conclusion of Panniello [I10] is that the wire method gives precise
impedance estimation only for modes resonating at frequencies higher than the
cutoff frequency of the inner and outer pipes of the measured device. Below the
pipes cutoff frequency, the wire method could bring to errors in the mode impedance
estimation. These errors depends on the coupling between the wire and the mode,
for high coupling, the mode is strongly perturbed by the wire and the error on the
impedance estimation is large (usually, longitudinal modes resonating in the path
of the wire are the most perturbed). Vice versa, if there is low coupling between
the mode and the wire, the impedance estimation can be considered accurate also
below the entrance and exit pipes cutoff frequency. This aspect can be checked by
simulating the DUT wire measurements set-up (the DUT with the wire inside) and
comparing it with simulations of the simple DUT.

5.5 Beam Position Monitor Measurements

Beam position monitors (BPM), are used to measure the longitudinal beam profile
and the transverse positions of the bunches [I12]. They are non-destructive diagnostic
devices made by a couple (or more) of insulated metal plates (electrodes) one facing
each other. The BPMs measure the charge induced on the plates when the bunch
(or a part of it) is passing between them. This allow to measure the longitudinal
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Absorbing Block Material

Collimator Jaw

BPM Button

Figure 5.16. Example of a BPM plate on a collimator jaw.

profile of bunches. Furthermore, If a bunch is closer to one of the electrode, the
signal registered in that electrode is larger than the signal registered by the other
electrode, this allows to estimate the bunch transverse position. A BPM in the jaw
of a collimator is reported in Fig. The BPM plates are electromagnetic probes,
and during the accelerator operations, they are only used as reading ports. However,
in impedance bench measurements they can be used also as excitation ports.

Thus, BPM impedance measurements are basically probe measurements. They
have the big advantage to be noninvasive. Indeed, for this kind of measurements the
excitation sources does not perturb the device because the BPMs are already part
of it. Thus, they do not have the problem of the loaded and unloaded quantities.

However, the drawback of this kind of measurements is the fact that the BPM
position in the device is fixed. Thus, BPMs can detect only modes that have field
component close to their installation region. This means that, if no mode is visible
with the BPM measurements one cannot conclude that there is no mode in the
device. Further, another limitations is the fact that, at the writing time, among the
new CERN BIDs, only some collimators have BPM.

An example of transmission measurements from two BPMs is shown in Fig. [5.17]
where the scattering paramenter S12 is reported.

5.6 Conclusions

This was a background chapter. Some basic concepts of RF engineering were
introduced: the resonant mode quality factor, shunt impedance and resonant fre-
quency, distinguishing them between loaded and unloaded. Subsequently, the CERN
impedance measurements equipment was presented, followed by some of the tech-
niques used in this work to measure device impedance, i.e. probes, wire and BPM
measurements. For each one of them the data acquisition and post-processing was
discussed as well as the limitations.
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Figure 5.17. Example of BPM measurements, a mode around 1.1 Ghz is highlighted by
the black circle.
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Chapter 6

Impedance Minimization of LIU
Devices

6.1 Introduction

This chapter contains original material partially published as light peer review
proceeding in several conferences, [113],[114],[115],[116].

As already said in chapter [I, during the coming years the CERN accelerator
complex will be upgraded to improve its performance. An increase of the beam
energy, intensity and brightness is foreseen in the framework of the projects LIU
(LHC Injection Upgrade) [17] and HL-LHC (High Luminosity Large Hadron Collider)
[16]. A large number of systems, equipment and devices will be redesigned taking
into account the challenging new situation. Particularly, the raised intensity of the
HL-LHC beams may lead to beam instabilities and high RF-heating. Thus, extra
attention needs to be paid to electromagnetic and thermo-mechanical interactions
between the beam and its surroundings. In this context, the beam-device coupling
impedance is a driver for the new device design. Its evaluation and minimization
is essential during the early design phase to avoid beam instabilities, reduce beam
losses and minimize impedance induced heating.

Both the material and geometrical features that lead to a high impedance deviced]
are well known by the impedance community along with the way to cure them: Day
[117] reported some impedance mitigation techniques, Chao discussed the resistive
wall impedance in details [46], while Palumbo et. al [38] and Y. Chin [118] discussed
various high impedance geometric features. However, implementing the curing
methods from the device design may not be trivial. Real components have to fulfill
their functional requirements, in addition to easy manufacturing and integration, size
and cost constraints. Those points may be in conflict with an impedance optimized
design. In this case, a compromise has to be reached, i.e. the design is to be modified
reducing impedance as much as possible, satisfying the requirements.

'In section it was discussed how impedance can be divided into two contributions, the one
due to the geometry of a device (geometric impedance) and the one due to the electromagnetic
properties of the materials that compose the device (resitive wall impedance, due to the electrical
resistivity of the material and to the presence of ferromagnetic materials).
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6.1.1 Scope and Structure Of the Chapter

In the context outlined in the previous section, the main scope of this chapter is
to show a way to minimise the device impedance satisfying the device functional
requirements.

The chapter has the following structure: Section reviews the high impedance
features most commonly encountered in BID designs and the guidelines to cure them.
The section reports some schematic examples of the curing methods, and it analyses
their longitudinal impedance before and after the cure implementation.

Subsequently, as an original contribution of this work, examples of applications of
this guidelines on real LIU devices are shown (LHC devices are discussed in chapter
.

In section the Proton Synchrotron Booster absorber/scraper (PSBAS) is
discussed. The design iterations to go from the preliminary high impedance design
to the final low impedance one are reported. Further, also the thermo-mechanical
simulations performed to assess the response of the device in operation conditions
are reported.

Section discusses the Proton Synchrotron internal Dump (PSD) impedance
optimisation process and the thermo-mechanical simulations on the device to assess
the impedance RF-heating effects.

Section [6.5] reports the impedance analysis on the Proton Synchrotron Ralentis-
seur.

Finally, section concludes the chapter summarising the main points.

6.2 Guidelines For Low Impedance Designs

This section discusses common high impedance features in BIDs and the way to cure
them. First the high geometric impedance features of devices are discussed. Their
effects are analyzed and a possible simple and cost-effective design modification to
eliminate them, or at least to reduce their detrimental impact, is proposed. Then
effects of the materials on the impedance are discussed.

6.2.1 Methodology

For the current investigation a careful analysis of the design of various mechanical
devices under development at CERN was carried out. Some of these devices, in
their preliminary design, exhibited common geometric high-impedance features, well
documented in literature [38], [I18]. These features were deeply investigated through
numerical simulations with the aim of eliminating them or reducing their effects with
modifications to the device design. They were considered individually and modelled
in the CAD (computer aided design) tool of a Finite Integration Technique (FIT)
software. Their basic geometrical features were considered as parameters in order
to characterize the effects of their variation. The software used for the impedance
simulations was CST Particle Studio® [56]; its time domain solver, Wakefield [60], is
a well known and tested tool at CERN for device impedance computation [57], [49].



6.2 Guidelines For Low Impedance Designs 141

6.2.2 Geometric High Impedance Feature: Abrupt Changes of Sec-
tion in Components

Abrupt changes of section were often recurring in the preliminary design of the
analyzed devices. However, they should be avoided because they generate electro-
magnetic trapped modes visible as well defined peaks in the impedance curve, (refer
to Fig. .

In order to investigate the effects of the abrupt changes of section, the geometry
shown in Fig. [6.1] was simulated. The radius of the small pipe was considered
fixed (r, = 5 mm) while the radius of the larger pipe, r, was parametrized. The
longitudinal impedance of the abrupt change of section is reported in Fig. for
different value of the radius r,. Compared to the case r, = rp, i.e. no section changes,
for r, > r, an increase in the impedance can be observed. In the case r, = 10 mm
no trapped modes are visible at the investigated frequencies. However, the same
Fig. shows that for r, > 35 mm trapped modes start to appear. Further, the
more 7 increases the more the observed modes shift to lower frequencies raising
their impedance peak value. This finding agrees with well known results, [38]. The
key parameter of the phenomenon is the pipes radii ratio r,/r,. By increasing it,
the frequency of the resonant modes decreases while their impedance peak value
increases.

BEAM

\

L L

Figure 6.1. Abrupt section change geometry model: r, = 5 mm, L = 100 mm, 7, =
parametrized.

An easy solution to the problem is tapering. To investigate its effects, the
geometry of Fig. was modified, adding a conical connection of length L; between
the two pipes as illustrated in Fig. [6.3] The radius of the small pipe, the length
of the pipes and the length of the conical taper were considered fixed (r, = 5 mm,
L =100 mm, L; = 50 mm) while the radius of the larger pipe, 7, was parametrized.
The results of the simulations, the longitudinal impedance for different values of
the radius 73, is reported in Fig. [6.4 In the case 1, > r, there is an impedance
increase in comparison to the case r, = 7, i.e. no section changes. The non tapered
configuration has the same qualitative behaviour. For r, = 10 mm no trapped modes
are visible at the investigated frequencies, in this case virtually no differences can
be found between tapered and not tapered configurations. As for the configuration
without taper (Fig. for r, > 35 mm trapped modes start to appear, although
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Figure 6.2. Abrupt section change configuration. Longitudinal impedance modulus
computed for different values of r, (they are indicated in the figure), the value of r, =5
mm was considered fixed.
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the beneficial effects of the taper results in lower impedance peak values. This can
be clearly seen comparing the results of the abrupt section change geometry (Fig.
6.2)) with the ones of the tapered configuration (Fig. . Further, considering the
rp value which leads to the worst case scenario (i.e. the highest considered ;) we
investigated the effects of variation in the taper length. The result is shown with a
dashed line in Fig. revealing the beneficial effects of a longer taper which further
decreases the peak impedance of the modes. A good practice in use at CERN is to
have tapered change of sections with a tapering angle not higher than 15 degrees
[117], except if strictly required by the design. An example of taper application for
impedance reduction can be found in the PSD in section

Figure 6.3. Tapered section change geometry model: r, =5 mm, L = 100 mm, L; = 50
mm, 7, = parametrized.

6.2.3 Geometric High Impedance Feature: Gap

Gaps and absence of electrical connections among components are other, quite
common, high impedance features found in the preliminary analyzed designs. Gaps
should be avoided because they create capacitive effects leading to high impedance
values at low frequencies, which are very dangerous for RF heating. In order to
study their effects the geometry shown in Fig. was simulated. The length and
the radius of the pipes were considered fixed (r = 5 mm and L = 100 mm) while the
gap between the pipes, g, was parametrized.

Impedance simulations results are reported in Fig. for different values of g.
The capacitive effects of the gap results in high impedance at very low frequencies.
The impedance peak values increase with the distance between the pipes. This is
consistent with the results obtained in [I18]. Other peaks at higher frequencies can
be seen from Fig. According to [118], they map trapped modes in the gap.

The easy solution to the detrimental effects of a gap is the gap elimination
by connections. Figure [6.7] shows the same geometrical layout of Fig. [6.5] with
the addition of two symmetrical electrical connections between the two pipes. For
simulations the length and the radius of the pipes were considered fixed (r = 5
mm and L = 100 mm) while the gap between the pipe, g, was parametrized. The



144 6. Impedance Minimization of LIU Devices

1,200
1,000 + .
L; =100 mm, 7, = 55 mm
—e— 7, =5 mm
| |—=—7p =10 mm 1
800 7, =35 mm
. —— 1 =40 mm
=3 —o— 1 =45 mm
Q 600 |- | 7y, =50 mm 7
— —&— 7, =55 mm
400 *
200 - =
i = = =i = = = = =i = a
) o———1—0 ® ¢ ® o i e
0 1 2 3 ) 6 7
f [GHz|

Figure 6.4. Tapered section change configuration. Longitudinal impedance modulus for
different values of ry.
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Figure 6.5. Open gap model geometry: 7 = 5 mm, L = 100 mm, g = parametrized.
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Figure 6.6. Open gap model geometry, longitudinal impedance modulus computed for
different values of g.

obtained results, reported in Fig. demonstrate the effectiveness of applying
connections. Comparing the impedance of the open gap geometry, Fig. [6.0] with
the impedance of the same geometry with connections, Fig. one notices that
impedance at very low frequencies is drastically reduced for all gap sizes when
connections are added. However, in the connected geometry a new trapped mode
is present, around 2 GHz. It was not found in the open gap configuration. This
mode strongly depends on the contacts shape and on the number of connection
points and it can be shifted to higher frequencies simply adding more contact points.
Impedance behaviour for frequencies higher than 3 GHz seems not to be affected by
the connections. During the design phase, gaps should be always avoided by some
kind of connection, and RF-fingers are usually used for that. An example of their
use can be found in section [6.3] where the PSBAS is discussed.

6.2.4 Geometric High Impedance Feature: Parasitic Cavities

The last high impedance feature noticed during the design analysis was the presence
of parasitic cavities. Every empty volume that is directly seen by the beam potentially
behaves like a parasitic cavity, i.e. it extracts energy from the beam in order to
excite its resonant modes. This leads to really high peaks in the impedance curve
of the device and it is very dangerous due to long range instability effects [46] and
RF-heating. The bigger the empty volume the lower the mode resonating frequency,
thus, in general, if an empty volume is needed for device working reasons, it should
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Figure 6.8. Gap with connections. Longitudinal impedance modulus for different values of
g.
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Figure 6.9. Unshielded cavity. Geometry: r, = 60 mm, L = 800 mm, ry = 100 mm,
L. =300 mm, r. = 230 mm.

be the smallest possible.

It is well recognized in literature that in the case of a cavity, a key role is played
by the wall material, particularly the electrical conductivity ¢ strongly influences the
peak impedance of the mode. The cavity geometry shown in Fig. was simulated
considering different wall materials.

The longitudinal impedance modulus of the mode that resonates at the lowest
frequency is reported in Fig. [6.10}

The most common way to eliminate this contribution is the use of RF-shieldings.
An RF-shielding is a metal screen that blocks electromagnetic interactions between
the beam and the empty volume. It can have different shapes in order to better
fit the geometry it has to shield. An example of shielding is proposed in Fig. [6.11]
where the geometry of the previous parasitic cavity (refer to Fig. has been
modified adding ten metallic tubes on a circle connecting the inner pipe with the
outer one.

The results of the electromagnetic simulations on the shielded cavity geometry,
in Fig. show a striking impedance reduction of about 6 orders of magnitude if
compared with the results of the no-shielded configuration of Fig. [6.10} This is due
to the fact that the particle beam does not see any more the empty volume, and the
resonant mode disappears. A pratical example of af an RF-shielding can be found in
section [6.3] where the PSBAS impedance design optimization is discussed, in section
where the TDIS is discussed or in section where the TCLD is discussed.

6.2.5 Material High Impedance Feature

As already seen in section the resistive wall impedance is directly dependent
on the electric conductivities and of the vacuum chamber wall materials and on their
distance from the beam. The greater the distance of the wall from the beam the
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Figure 6.10. Unshielded cavity. Longitudinal impedance computed for different values of
the material electrical conductivity o. Logarithmic scale.

Shielding

Figure 6.11. Shielded cavity geometric model.
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Figure 6.12. Shielded cavity. Longitudinal impedance modulus computed for different
values of the material electrical conductivity o. Logarithmic scale.

smaller the impedance, the higher the wall conductivities the smaller the impedance.
However, these two dependencies are not equivalent. Indeed, looking at the resistive
wall longitudinal impedance expression for a cylindrical beam pipe, Eq. [3.6] one
realizes that it scales with the inverse of the beam wall distance and with the inverse
of the square root of the vacuum conductivities. This means that, if one wants to
halve the resistive wall impedance, one has to double the beam wall distance or one
has to build the vacuum chamber with a material that has four times the conductivity
of the current material. Note that when the beam passes close to a material the
electron cloud phenomenon could also develop [43]. As for the impedance, it can
lead to heating and beam instabilities. The parameter that indicates if the chosen
material is prone to generate electron cloud is the secondary electron emission curve,
that indicates how many electrons are irradiated by the material if it is bombarded
with an electron of a given energy. Some curves of secondary electron emission
for common technical materials are reported in the work of Baglin et. al [I19]. In
general, one should choose a material with high conductivity and poor electron
emission curve. It is also important to consider that surface treatment and thermal
treatment can decrease or increase the electron emission curve [119].

Another important effect is due to the presence of ferromagnetic materials in
the device. These materials could be needed to damp a resonant trapped mode in
the device that it is not possible to eliminate with geometrical modifications. In
this case the ferromagnetic material should be put inside the mode fields but as
far as possible from the beam. Furthermore, ferromagnetic materials heat up when
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they have to dissipate the resonant mode energy. Thus, a good heat evacuation
system has to be considered around these materials. An example of a device with
ferromagnetic material used to damp an electromagnetic resonant mode is the new
cylindrical TOTEM roman pot [88], discussed in chapter 4] Ferrites are also used in
beam kickers, devices that have to generate fast rising magnetic fields that deviates
("kick") the beam modifying its trajectory [57]. Kickers are used, for example, for
the beam injection and extraction operations.

6.2.6 Impedance Guidelines: Conclusions

In this section the high impedance features, both geometric and material related,
were reviewed. Regarding the former, the section has shown how, abrupt changes
of section, lack of electrical connections among the device components and empty
volumes directly seen by the beam generates resonant modes. Solutions to avoid
such modes has been reviewed, as tapering, RF-contacts, and RF-shieldings, and
their beneficial effects were shown by simulation results. Regarding the material
related high impedance characteristics, it was concluded that to lower resistive wall
impedance the beams should pass far from the vacuum chamber wall or/and the
latter has to have high conductivity. Moreover, it was briefly discussed also the
problem of secondary electron emission for high conductive materials. Finally the
ferromagnatic material impact on impedance was analyzed. Such materials should
be put as far as possible from the beam, or they have to be well shielded. They also
have to be inside the resonant mode that they have to damp.
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6.3 The Proton Synchrotron Booster Absorber Scraper

This section summarizes conceptual design studies on the new Proton Synchrotron
Booster Absorber/Scraper (PSBAS), a device aimed at cleaning the beam halo at the
very early stage of the PSB acceleration. The section outlines the steps performed to
fulfil the component design requirements. It discusses the impedance optimisation
performed on the design. Furthermore, it discusses thermo-mechanical effects as a
consequence of the beam-matter collisions, simulated with the FLUKA Monte Carlo
code and ANSYS® finite element software; and the impedance minimization study
performed to prevent beam instabilities and to reduce RF-heating on the device.

6.3.1 Introduction

The beam cleaning system (collimation and scraping) is essential for the entire
CERN accelerator chain. This system absorbs unstable external beam particles, i.e.
beam halo, in controlled areas preventing them from irradiating against sensitive
equipment, minimizing the risk of damage [23]. In the framework of the CERN
HL-LHC [I6] and the LIU [I7] projects, the beam intensity will be increased and
the current cleaning system needs to be upgraded accordingly. In this context,
Cieslak-Kowalska et al. [120] have demonstrated that the present scraping device in
the PSB, the windows beam scope, will not be able to scrape the high intensity LIU
beams. This section presents the conceptual design of its upgrade: the PSBAS.

The PSBAS will represent the major aperture restriction of the PSB. It will
scrape up to 6% of the total number of protons (2.95 102 [I7]) for a LIU beam
during the very early stages of acceleration (kinetic energy per nucleon up to 200
MeV). It must be able to survive a direct accidental beam impact and its impedance
has to be minimized. Further, in order to correctly scrape the beam halos (a
description of halos is given in section the PSBAS geometry has to follow the
beam transverse envelope shape (i.e. the square root of the beta function) and its
longitudinal evolution inside the device itself (the complete requirements list can be
found in the document [121]). To fulfil the outlined requirements the preliminary
design shown in Fig. was conceived. The two graphite masks, cylinders with
a truncated squared based pyramid holes to follow the beam g function, are the
actual beam scraper. They can be positioned in two working configurations (Fig.
according to the operational requirements: movable mask out provides a
wide aperture for the initial beam commissioning while movable mask in limits the
aperture for an optimal beam cleaning during nominal operation. However, the
preliminary design was found not optimal from an impedance perspective and it
needed to be optimized. The performed optimisation studies are reported in this
section. Further, the thermo-mechanical studies to evaluate the effects of the beam
scraping and the RF-heating are reported as well.

6.3.2 Impedance Reduction Campaign

To reduce the PSBAS impedance, an iterative loop was implemented from the
initial PSBAS design simulating the device impedance, identifying the problematic
geometries and modifying the mechanical drawing accordingly.
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Figure 6.13. Different Geometries of the PSBAS: preliminary and final low impedance
design. (a) Preliminary PSBAS design: Working configuration and nomenclature. (b)
Preliminary PSBAS design: CST model and high impedance features.
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Figure 6.14. Final low impedance PSBAS design: Section view and detail of the sliding
connections.

(b)

Figure 6.15. (a) PSBAS preliminary design, electric modes field shapes. (b) PSBAS final
design, electric modes field shapes (scale on Fig. [6.15a]).
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The electromagnetic properties of the equipment were assessed through simula-
tions with CST Particle Studio®.

The high impedance characteristics of the PSBAS preliminary design are shown
in Fig. on the CST simulated model. To allow an easy motion of the movable
graphite mask, the latter was not electrically connected to the rest of the device
along the beam path direction. Thus, gaps were present in this design, leading
to the generation of resonant electromagnetic modes trapped in the gaps, refer to
Fig. Moreover, such a design presents an unshielded empty volume around
the fixed graphite mask. It is important to stress that in the preliminary PSBAS
design, shown in Fig. some impedance mitigation measurements were already
taken: in configuration mask out, the replacement vacuum chamber was acting as a
shielding against the vacuum tank, a potential parasitic cavity, preventing it from
resonating. However, this was not sufficient and the impedance behaviour of the
device turned out to be unacceptable. Indeed, the discussed high impedance features
generated trapped modes at frequencies lower than 0.4 GHz. The latter is considered
as the acceptable lower limits for modes in the PSB machine [122]. Therefore, the
preliminary PSBAS design, was not impedance compliant. A new design, presented
in Fig. [6.14] was conceived.

A comparison between the results of the electromagnetic simulations, electric
modes field shapes and device impedance, for the preliminary design and for the
impedance improved design are shown in Fig. [6.15a] and [6.16]

As a part of the work done for this thesis, some modifications to the PSBAS
preliminary design were proposed in order to eliminate the low frequency resonant
mode:

e Electric sliding connections, between movable and fixed parts, were added to
eliminate the resonant modes in the gaps shown in Fig.

e The parasitic cavity was shielded by a geometry modification.

This led to an impedance compliant design, shown in Fig. eliminating the
modes at low frequencies and so decreasing the maximum impedance of the device
of three orders of magnitude if compared with the previous performances. The
results of the electromagnetic simulations, field shapes of the electric modes and
device impedance, are shown in Fig.s[6.15b] and [6.16] Note that in both the final
and preliminary PSBAS design there are abrupt changes of section between the
graphite masks and the pipes. No attenuation method was applied to reduce their
effects because, due to operational and space constraints, it was impossible to add
tapers. However, despite this, with the curing methods applied, it was possible to
drastically reduce the impedance at low frequencies.

6.3.3 Impedance Optimized Final Design

This section discuss in detail the the final, impedance optimised, PSBAS design
reported entirely in Fig. [6.17} In configuration mask out, the replacement vacuum
chamber works as RF-Shielding, preventing the tank from trapping electromagnetic
resonating modes. The electrical connections between the fixed mask housing and
the out pipe (Fig. m Detail 2) shields the empty volume between the bellow
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Figure 6.16. PSBAS final vs PSBAS preliminary design, Longitudinal Impedance Modulus.
Logarithmic scale.

and the housing-itself avoiding trapped resonating electromagnetic modes inside.
This connection is made of a ring of stainless steel material with two copper spirals
mounted on it, which is installed inside a circular groove, machined in the fixed
mask housing. This allows an easy assembling of the components guaranteeing the
electrical contact at all times. The movable components, the replacement vacuum
chamber and the movable mask with its housing, are separated from the fixed
components, in pipe and fixed mask housing, by a gap of 2 mm. However, they are
electrically connected by means of sliding connections. As shown in Fig. detail
1 and 3, there are copper wire spirals inserted on grooves realized on the replacement
vacuum chamber and on the movable mask housing. They provide a path for the
image currents and limit the detrimental effects of the trapped electromagnetic
resonant modes in the gaps.

The real and imaginary parts of the longitudinal and transverse impedance of
this design are shown in Fig. The longitudinal impedance of the scraper is
negligible with respect to the PSB impedance, thus, no longitudinal beam instability
issues are expected [123]. Furthermore, the transverse impedance of the scraper
is three orders of magnitude smaller than the global transverse impedance of the
PSB [124]. In the transverse plane, there is not a relevant effect on the rise time
of the head-tail instabilities [46] in the z-z plane, where the PSBAS impedance
contribution is maximum. This is shown in Fig. [6.19], where the rise time of the
first two unstable beam modes is plotted. Thus, the device has negligible impact
also on transverse beam instabilities.
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Figure 6.17. Final design of the impedance optimized PSBAS with nomenclature and
details of the electrical connections. The two working configurations are also shown:
movable mask in (left) and movable mask out (right).
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6.3.4 Impedance RF-Heating

Also the RF-heating, the heating flux deposited in the material by the circulating
beam through electromagnetic interactions, was computed for the PSBAS. The
3D map of the dissipated power was obtained following the procedure described in
chapter [4 and it has been plotted in Fig. for the scenario 1 movable mask in
(refer to the next section). The total estimated RF-heating for the device is 0.43 W,
only 1.69% of the power deposition due to nuclei matter interaction (refer to the
next subsection .
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Figure 6.18. Real part of the longitudinal (log scale) and the transverse (linear scale)
impedance with the PSB beam normalized spectrum (BNS) in linear scale.
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Figure 6.19. Comparison of the PSB rise time of the first two modes of the head-tail
instabilities in the horizontal plane with and without the PSBAS, courtesy of Rijoff
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Figure 6.20. RF-heat flux imported in ANSYS® [73]. It can be noted that in the movable
mask there are higher local power fluxes than in the fixed mask. This was expected
because the movable mask has a smaller aperture with respect to the fixed mask. Thus,
being the graphite closer to the beam, it experiences a higher local power flux.
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6.3.5 Thermomechanical Studies

The incidence of the proton beam on the scraper material results in an energy
deposition on the scraper as a consequence of beam particles-material interaction.
The time duration of the beam impact is very short and very localized. Under these
conditions, materials suffer non-uniform and sudden temperature increases that can
generate high stress levels. These thermo-mechanical phenomena must be considered
in the design of the PSBAS.

According to the LIU project, the beam injection and extraction kinetic energies
in the PSB complex are set to 160 MeV and 2 GeV, respectively, [I7]. Among the
possible beam scenarios in the PSB, three representative cases were identified for
the design of the PSBAS (see Table[6.1)). The first two scenarios were assumed to
happen routinely, scraping the halo of the beam at low energies. The last scenario is
an accidental direct impact at high energy.

Beam-matter interaction was simulated using the FLUKA Monte Carlo code [125]
126]. The two absorber masks, as well as the surrounding components, susceptible
to receive primary or secondary particles after the beam-masks interaction, were
modelled. Low-density materials were selected for masks and housings (i.e. graphite
and TigAl4V alloy, respectively). This is a compromise between thermo-mechanical
and residual radiation requirements. Stainless steel 3161, was chosen for the rest
of the components. Figure shows the energy deposition due to scraping in
scenario 1. FLUKA simulations revealed that the incident primary particles are
completely stopped in one graphite mask under nominal conditions (scenarios 1 and
2) with scenario 1 being the most energetic (average power deposition during the
pulse was equal to 25.42 W). In the impact scenario, the beam particles traverse the
masks losing around 5.5% of its initial energy. The 3D energy density map obtained
from FLUKA and the impedance RF-heating heat flux (Fig. were imported
to the software ANSYS®, to analyze the thermo-mechanical behavior of the device.
Preliminary simulations under nominal conditions showed temperatures over 80°C
in the graphite. This could produce out-gassing compromising the vacuum in the
PSB. In the vacuum tank a dynamic vacuum pressure of 10~8 mbar or below has to
be maintained [I121], so, the outgassing must be minimized reducing the graphite
temperature. Due to this, copper braided connectors between tank and housings
were simulated. This reduced the graphite temperature below 63 °C (see Fig. .

Moreover, a press-fitting technique is planned to be used between the masks and
the housings. This technique ensures a good thermal contact and confers a beneficial
pre-compression state to the graphite masks. Further simulations demonstrated the

Table 6.1. Beam scenarios for the PSBAS design [121]

Scenario 1 2 3
Kinetic energy [MeV] 160 181 2000
Intensity [p/pulse] 2.10% 28-1012 2.1013
Pulse time [s] 1.2 1.2 2.4-1077

. O 9.08 3.92 4.84
Size [mm]

oy 1115 4.40 4.96




160 6. Impedance Minimization of LIU Devices

Energy (J/cm3/pulse)

Figure 6.21. 3D view of the energy deposited for vertical scraping in Scenario 1 obtained
from FLUKA simulations, courtesy of Britz [114].
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Figure 6.22. Temperature distribution at the steady state for scenario 1 and config. 1
considering the beam-matter interaction and impedance effect.
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Figure 6.23. Christensen failure criterion [I127] for scenario 1 and config. 1 at the steady
state (a value superior or equal to positive unity implies material failure).
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Figure 6.24. A 3D schematic model of the PSBAS. If the figure does not appear interactive,
please enable this function and click on it or use a recent version of |Adobe Reader|

mechanical safety of the design under nominal conditions (see Fig. [6.23]).

6.3.6 Conclusion

In this study, the main features of the PSBAS conceptual design were summarized
and its quality in the LIU framework was assessed. The electromagnetic simulations
showed that the PSBAS has low impedance and negligible effects on beam dynamics.
Furthemore, the impedance design improvement iterations were reported. The
thermo-mechanical studies demonstrated that the PSBAS is able to withstand the
worst case accidental or operational scenario. In the latter case, the design was
optimized to minimize the graphite temperature and so the induced outgassing,
as demanded by the vacuum constraints, [I2I]. Further, the mechanical stresses
induced by the temperature distributions are well below the ultimate strength and
the yield limit of the materials, making the design robust and reliable.

Further studies will benchmark the obtained results against real measurements
taken on a prototype under construction at CERN at the writing time.
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6.4 The Proton Synchrotron Internal Dump

6.4.1 Introduction

The intensity of the beams in the Proton Synchrotron (PS) is foreseen to be doubled
with respect to the current situation after the long shutdown 2 (LS2), 2019-2020
[I7]. In this scenario, the two current internal dumps, which are responsible for
stopping the beam if needed or requested, have to be replaced. It has been proved
that they cannot cope with the new post LS2 high intensity beams [I128]. The design
of the new devices, able to absorb and stop the new intense beams, has been recently
completed and it is currently in the prototyping phase [76, 129]. The new PS dumps
are scheduled to be installed before May 2020. The initial design of the device
presented high impedance, this can generate beam instabilities and high RF-heating
[46]. The preliminary design of the PSD was found not impedance compliant and
an impedance reduction campaign was carried out at CERN [115]. The design of
the new PS dump was electromagnetically simulated to individuate the reasons of
such a high impedance. It was modified in order to decrease the electromagnetic
coupling between the beam and the device. The operations of simulation and design
modification were iteratively repeated until the impedance of the PS dump was
under the beam instability threshold [130] [I31]. This section, after the presentation
of the preliminary device geometry and materials, reviews the impedance reduction
campaign that led to the last PS dump design. Subsequently, it focuses on the
impedance heating induced by the beam on the device and it reports the results of
a thermal simulation to asses RF-heating effects.

6.4.2 Impedance Reduction Campaign

The preliminary design of the PSD is shown in Fig. The device is made
by a graphite and Copper Cromium Zirconium (CuCrlZr) core, non visible in the
reported simplified model, attached to an arm that allows a rotatory motion around
the rotatory axes (shown in Fig. right). The core is at rest position out of the

PSdump Vessel BEAM PSdump Assembly

V 4

Viewing
Tank Window

Rotation Axis

Reader Dir

Moving Shaft

=
Y
Out Pipe Vacuum Pumping v
Pipe T

z T

Figure 6.25. Preliminary design of the PS dump with nomenclature. Left: The vacuum
vessel, the beam propagation direction is highlighted. Note that the beam is propagating
along the z axis. Right: assembly of the core inside the vessel in the rest position. This
is a simplified model for the electromagnetic simulations.
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beam trajectory and, when triggered, has to enter into the beam trajectory to dump
the beam. The core and the arm are installed inside a vacuum vessel.

This preliminary design was not optimal from an impedance perspective. The
longitudinal impedance of the preliminary PSD design, as given from the wakefield
solver, is reported in Fig. [6.26] In the same figure also the shunt impedance given
from Eigenmode is reportedﬂ The tank was behaving like a parasitic cavity and
the impedance simulations revealed trapped modes with high shunt impedance at
frequencies excitable by the LIU PS beams (below 0.7 GHz). The shunt impedances
of these modes were found to be above the stability threshold for the PS beams, i.e.
they would have generated longitudinal beam instabilities.

Several are the high impedance features found in the preliminary design, however,
the major one is the empty volume of the vessel that behaves like a parasitic
cavity. According to the low impedance beam device guidelines previously exposed,
a shielding would have been the best option to prevent the tank from resonating.
However, installing a shielding on the preliminary design would have been a major
modification and it would have required a substantial amount of money and time
to be performed. Thus, it was decided to explore alternative ways to lower the
impedance below the beam instability threshold. The first mitigation measure
was to design a new tank with reduced volume to move resonant modes to higher
frequencies. A comparison between the geometry of the preliminary and the smaller
tank is reported in Fig. [6.27] The longitudinal impedance and the shunt impedance
for the PSD with the new tank are reported in Fig. Comparing the impedance
of the PSD with the new tank (refer to Fig. @D with the impedance of the PSD
with the preliminary vessel (refer to Fig. @, shows that the new tank leads to
a general reduction of the shunt impedances. In particular, for the modes at low
frequency, the shunt impedance of the mode at 131 MHz was decreased by a factor
3 while the one of the mode at 375 MHz was decreased by a factor 2.

However, the impedance behaviour of the PSD design with the new vessel was
still considered unacceptable because the low frequency modes had still a shunt
impedance that was above the beam instability threshold. The most dangerous
mode, the one with the highest shunt impedance, was found to be the one resonating
at 372 MHz. Studying its pattern it could be identified as a mode resonating in the
gap between the dump core and the vessel, refer to Fig. RF-contacts were not
considered as a solution to close the gap, since, considering the dump motion, it was
not possible to guarantee perfect contacts between the RF-contacts and the vessel
after every beam dump. Since the mode resembled a capacitive mode between two
plates (the dump core lateral surface and the vessel internal surface), the beam pipe
aperture size at the vessel wall was tapered to reduce the surface on which the mode
was resonating, refer to Fig. Considering the impedance of the PSD with the
smaller and tapered vessel, reported in Fig. [6.30] tapering led to a frequency shift
of the mode resonant frequency from 372 to 385 MHz, and a decrease of the mode
shunt impedance from 44 to 27 k€, 38.6 % reduction, producing only negligible
changes in the other modes. Two taper structures were investigated, a circular and
an elliptical one, since the performance of both the tapering were similar the circular

2The shunt impedance computed with Eigenmode needs to be divided by two to be compared
with the Wakefield results. This is due to a different convention between the two solvers.
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Figure 6.26. Longitudinal impedance obtained from the Wakefield solver (blue solid line)
and shunt impedance of the first 15 resonant modes obtained from Eigenmode solver
(red stem) for the preliminary PSD design.

taper was chosen because easier to manufacture.

6.4.3 Impedance Improved Final Design

In this section a detailed analysis of the final impedance improved PSD design is
reported. The impedance improved geometry is presented in Fig. The main
part of the dump is the dump core (180 x 230 x 40 mm?) [129], made by two blocks
of different materials: Copper Cromium Zirconium (CuCrlZr) and Graphite. They
have to stop and absorb the particle beam. Inside the core, a system of cooling
pipes in stainless steel is hipped [132, [129] to the CuCrlZr block. This boosts the
efficiency of the heating exchange between the dump core and its cooling pipes, in
which water flows at 22 °C. The dump core and the cooling system is mounted on
a movable shaft. The extremity of this shaft can rotate moving the core from its
rest position to the working position, i.e. the core is put into the beam trajectory so
that the beam is completely absorbed (see Fig. right). The core and its shaft
are assembled into a vacuum vessel, as shown in Fig. right.

The impedance of the final device desing was estimated using the commercial
software CST studio suite. The impedance obtained from Wakefield and Eigenmode
solver was compared as a benchmark and little differences were found. In Fig. [6.32
the model used for electromagnetic simulation of the improved impedance design is
shown. In table the value of the electrical conductivity for each material has been
reported, along with its thermal physical properties that are used in section [6.4.5]
In Fig. the results of the electromagnetic analysis, that is the real part of the
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Figure 6.27. Comparison between the old PSD vessel, transparent, and the impedance
improved one. The empty volume in the device has been reduced to the minimum needed
for the dump core motion. In the picture also the tapers at connection between the tank

wall and the pipe are shown. They are needed to decrease the shunt impedance of one
of the mode in the PSD.
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Figure 6.28. Longitudinal impedance obtained from the wakefield solver (red solid line)
and shunt impedance obtained from eigenmode solver (black stem), for the PSD design
with the new squared vessel. Image taken from Popovic et al. [IT5].
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Figure 6.29. Electric field patters for the 385 MHz mode in the impedance improved tank,
without taper (a), with elliptical taper (b), with circular paper (c¢). The beam path is
the red line. Image taken from Popovic et al. [T115].
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Figure 6.30. Eigenmode simulations results: shunt impedances as a function of frequency
for the the PSD with the volume-reduced vessel, for different taper configurations. Image
taken from Popovic et al. [115].
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Figure 6.31. Design of the PS dump with nomenclature. Left: The vacuum vessel, where
the beam propagation direction is highlighted. Note that the beam is propagating along
the z axis. Center: The PS dump core, with the blocks of Copper Cromium Zirconium
(CuCrlZr) and Graphite that have to absorb the PS beams. Right: assembly of the core
inside the vessel in the rest position. Note that the internal cavity of the moving shaft
opens to the environment. Thus, this cavity contains air at room temperature.

impedance obtained with the Eigenmode solver, which is slightly more pessimistic
than the one obtained trough the Wakefield solver, is reported along with the power
spectrum and the normalized beam power spectrum (NBPS, defined in the next
section).

Table 6.2. Material Physical Properties at 25 °C

Material o, [5} k {%} C {Kkilgg} P [kg}

m m3
SS 304L  1.34-10° 13.3 0.48 7962
Graphite 1.00 - 10° 24.0 0.71 2250
CuCrlZr 5.96 - 107 401 0.39 8930

The impedance is characterized by strong resonant modes. This was expected
because the geometry of the device presents empty volumes and the PSdump core
and the moving shaft acts as an antenna. Unfortunately, neither the PSdump core
can be modified nor the volumes removed since these features are needed for the
functionality of the device. Despite the modes, the PSD improved design has an
impedance that is below the instability threshold, both in the transverse [I31] and
in the longitudinal planes [Bllﬂﬂ

6.4.4 RF-heating

The beam structure, i.e. bunch length, bunch number and interbunch distance is
constantly changing in the PS. To compute the RF-heating a worst case scenario
approach was adopted, i.e. the beam with the larger frequency spectrum which run

3Regarding the longitudinal beam instabilities only the coupled bunch instability was considered.
At the writing moment a model for the microwave instabilities in the PS is currently being developed
and the impact of the PSD on this kind of instabilities is not known.
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Figure 6.32. CST model of the new PS dump. The vacuum vessel is represented as
transparent.

into the machine for more than 0.5 s was considered among the PS beams. The
parameters reported in table represent this scenario. The total beam intensity
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Figure 6.33. Normalized beam power spectrum [adimensional units] (NBPS), dissipated
power spectrum and real part of the impedance. Colors refer to different scales. Com-
paring the impedance value reported in this figure with the one reported in Fig. [6.30]
one can notice a discrepancy between the shunt impedance of the resonant modes. This
is because the dump model simulated to produce the results in Fig. to run faster,
was not considering the cooling pipes, while the results reported here do. The effects
of the cooling pipes is positive for impedance, it decreases the shunt impedance of the
modes at lower frequencies.
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was set to Npeam = 2.4 - 103 protons. In Fig. the Normalized Beam Power
Spectrum (| A(pwo)|?, NBPS) is reported.

Table 6.3. Bunch parameters selected for the impedance heating calculation, worst case
scenario

Shape Length Interbunch 0% N Bunches
(40) Distance

gaussian 30 [ns] 100 [ns]  27.74 18

An analysis of the beam dissipated power has also been performed in order to
obtain the dissipated power spectrum. A sensitivity analysis technique has been
used, i.e. the resonant modes’ frequencies have been randomly moved with respect
to the initial value, obtained by simulations within a range of £10 MHz to study the
coupling between beam spectrum and longitudinal device impedance. The power
dissipated by every mode for an average case and for a worst case scenario was
computed. In Fig. the power dissipated in the worst case scenario is reported
as a function of frequency. At the frequency values of the first resonant mode, 105
MHz, the NBPS is not totally null and there is a small coupling with the real part
of the impedance function, giving a dissipated power of 7TmW. The power dissipated
on the other modes can be considered negligible.

6.4.5 Thermal Simulations

The power dissipated on the device, around 7 mW, seems rather small. However, it
has to be taken into account that this power is flowing into the PS dump continuously
while the beam is circulating in the accelerator. In specific operational scenarios
beams run for several hours in the PS machine uninterruptedly. Thus, this rather
small power is applied for a long period of time. Further, it is crucial to know the
areas in which this power fluxes into the device. Indeed, if the flux is concentrated
in small regions where no cooling system is present, also low values of deposited
power could increase appreciably the temperature. This could potentially lead to
material outgassing, ablation or even cracking. This latter case can happen if the
temperature gradient between cold and hot zones is so large to generate intense
mechanical stresses. Since a dump is a critical component for an accelerator and
because of the reasons listed above, the analysis on the PSD was carried out with
thermal simulations.

The method exposed in chapter 4] was used to obtain the map of the dissipated
power on the PS dump.

Every mode below 1 GHz was considered and for each one of them a 3D dissipated
power map was obtained. All these contributions were summed up to compute the
final power flux. The 95% of the total power deposited in the PS dump is deposited
on the PS dump core and on the PS dump shaft, specifically in the shaft and in the
cooling tubes. In Fig. the power flux experienced by the core and the shaft is
shown.

Always considering a worst case scenario approach, a thermal steady state
simulation was run. It is implicit in the steady state simulation the assumption
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Figure 6.34. Impedance induced power flux on the core and the shaft.
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Figure 6.35. Core and shaft temperature at steady state.

that the 7 mW are deposited continuously till the equilibrium is reached. This is a
pessimistic scenario because between the extraction of a PS beam and the injection
of a new one there is a time interval in which no beam is circulating. Thus, no
impedance induced power is deposited in the device.

The only simulated cooling mechanism was the convection on the internal surfaces
of the shaft, 5 W/Km?2. The cooling system was ignored. This represents the case
of a pump failure. The temperature results are shown in Fig. The maximum
temperature increase is clearly negligible being less than 1°C. Thus, the PSD is not
expected to have any problem because of RF-heating.

6.4.6 Conclusions

This section reported on the analysis done on the impedance heating effects for the
new design of the proton synchrotron dump. First, the impedance optimization
campaign of the preliminary design was discussed. Then the impedance simulations
of the final design have been revised and the computed 3D induced RF-heating map
was presented. Finally, the thermal effects of the impedance heating is estimated in a
worst case scenario. The device is found with an impedance below the beam instability
threshold and the RF-heating is not expected to affect the device functionality.
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Figure 6.36. A 3D, schematic model of the final PSDUMP. If the Figure does not appear
interactive, please enable this function and click on it or use a recent version of /Adobe
Readerl
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6.5 The Proton Synchrotron Ralentisseur

6.5.1 Introduction

The ralentisseur is a BID currently installed in the PS. Its main function is to protect
the Secondary Emission Monitors grids (SEM-grids) [133], beam diagnostic devices
made by a ceramic frame crossed by wires, that measure beam profile and emittance.
A picture of a SEM-grid is reported in Fig. [6.37a] The SEM-grids are movable
devices inserted in the beam trajectory during the beam commissioning phase. They
work on a single passage mode, i.e. the beam can pass only once through the grids
otherwise they could be damaged [I34]. The ralentisseur is located downstream with
respect to the grids and it dilutes the beam after the first passage into the grids to
prevent that the high intensity beam impacts again the same grid during the second
turn, [I34]. In Fig. a schematic of the ralentisseur location is reported.

The currently installed ralentisseur is made by a pure tungsten plate that moves
in and out from the beam trajectory with the SEM-grids inside a stainless steel
vacuum chamber [I35]. A model of the device is reported in Fig. |6.38 Its active
part, the tungsten plate, is not mechanically designed for the new LIU high intensity
beams [136] and it has to be substituted with a geometrically identical plate made
by a tungsten alloy (inermet [I37]). The new ralentisseur is planned to be installed
before the end of LS2.

Three different designs were proposed, the final one was selected having the
lowest impedance. This section presents the impedance analysis performed on these
designs. For the analysis, both the wakefield and the eigenmode solvers of the CST
studio suite software were used.

SEM Grids Positions

54
52
48
42
Beam PSB [ SS12
Ralentisseur
(b)

Figure 6.37. (a) Example of a SEM grid, image courtesy of Fernandez [133]. (b) SEM-grids
and ralentisseur position in the PS accelerator, image courtesy of Romagnoli et al. [134].

6.5.2 Design One: The Current ralentisseur design with new Iner-
met Plate

The easiest solution for the design was a substitution of the old tungsten plate with
a new one in the current ralentisseur tank. This design is shown in Fig. As
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Figure 6.38. (a) Ralentisseur design one, isometric view. (b) Ralentisseur design one cut,
view form top. (c) Ralentisseur design one cut, view form side, the two configurations of
the ralentisseur are highlighted.

already said it is made by a movable inermet plate in a vacuum chamber.

The longitudinal impedance of this design was investigated with the wakefield
and eigenmode solvers of the CST studio suite software. The eigenmode solver
was used also to estimate the transverse impedance. The longitudinal impedance,
up to 1.5 GHz, of the device obtained from the wakefield solver is reported in Fig.
In the same figure also the shunt impedance value of the modes computed
by eigenmode are reported, and the agreement between the results of the two
solvers is excellent. The longitudinal impedance curve presents two peaks at 1.19,
1.44 GHz. They are two resonant modes trapped in the ralentisseur cavity. The
transverse impedance, computed with Eigenmode, is reported in Fig. [6.40] As for
the longitudinal impedance, the high shunt impedance transverse modes are located
at frequencies higher than 1 GHz.

Both the longitudinal and the transverse resonant modes have frequencies well
above the frequencies that the LIU PS beams can excite (approximately up to 0.7
GHz), thus, they are not a concern both from a beam dynamics and an RF-heating
perspective.

These modes are produced by two factors: the empty volume of the vacuum
chamber of the ralentisseur behaves like a cavity, and the tungsten plate has no
connections with its vacuum chamber except in the extremity were the plate is held.
However, the volume of the vacuum chamber is the minimum to allow the motion of
the plate with a margin of safety, and since the modes are at high frequency with
respect to the PS beam excitable frequencies, the installation of extra connections
between the tungsten and the vacuum chamber is not required.
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Figure 6.39. Ralentisseur design one, longitudinal impedance absolute value, CST Wakefield
and Figenmode solver.
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Figure 6.40. Ralentisseur design one, transverse impedance, CST Eigenmode solver.
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Figure 6.41. (a) Ralentisseur design two, isometric view. (b) Ralentisseur design two cut,
view form top. The pipe extension to shield the tank empty volume is highlighted. (c)
Ralentisseur design two cut, view form side. The two configurations of the ralentisseur
are highlighted.

6.5.3 Design Two: Preliminary new design of the PS ralentisseur

The design two is shown in Fig. With respect to design one (shown in Fig.
the tungsten plate is longer and there is a hole in it to allow the beam to pass
when the system is in parking position.

This design of the ralentisseur was elaborated to improve the robustness of the
device. In the ralentisseur tank there is vacuum, the pressure difference between the
the environment and the internal ralentisseur tank would naturally push the plate
inside. The external motor, is preventing this motion. However, in case of problems
with the external motor the plate would be pushed completely inside. With the
design two, this aspect is not critical since, also with a problem in the motor, the
ralentisseur plate would be out of the beam trajectory and the PS could continue to
operate. On the contrary, in case of a motor problem in the design one, the tungsten
plate would be in the beam orbit. Thus, this design is more robust with respect
to the current one because its default position is the rest configuration, i.e. the
tungsten plate out of the beam trajectory.

However, with reference to the low impedance guidelines, the bigger volume
of the device vacuum chamber was expected to trap resonant modes with lower
frequencies with respect to the ones of design one, that has smaller vacuum chamber.
To prevent the expected low frequency modes from resonating, the inner and the
outer pipes were extended up to a distance of 1 mm from the tungsten plate to act
as a shielding. However, this 1 mm gaps were not electrically closed with movable
RF-contacts. Indeed, this would have required a very precise control of the motion
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Figure 6.42. Ralentisseur design two, longitudinal impedance, CST Wakefield and Eigen-
mode solver. The discrepancy in the mode frequency between the two solvers is due to
the fact that in the Wakefield geometric model the blends of the vessel were simplified
while this was not done in Eigenmode model. Thus, the Wakefield simulations see the
tank with a slightly larger volume and present the resonant mode at a slightly lower
frequency with respect to Eigenmode.

of the absorbing plate, increasing dramatically the cost of the device.

The longitudinal impedance of the design two of the PS ralentisseur, up to 1.5
GHz, obtained from the Wakefield solver is reported in Fig. In the same figure
also the shunt impedance value of the modes computed by Eigenmode are reported,
and the agreement between the results of the two solvers is good. The discrepancy in
the mode frequency between the two solvers is due to the fact that in the Wakefield
simulations the blends of the vessel were simplified while this was not done in the
Eigenmode simulation. Thus, the Wakefield simulations saw the tank with a slightly
larger volume and present the resonant mode at a slightly lower frequency with
respect to eigenmode. The longitudinal impedance curve presents one resonant mode
at 0.71 GHz. The transverse impedance, computed with Eigenmode is reported in
Fig. [6.43] The design as it is, it is not impedance compliant, bacause the mode at
0.71 GHz can be excited by the LIU PS beams and it could be harmful both from a
beam dynamics and from an RF-heating perspective.

6.5.4 Design Three: The Optimized new design of the PS ralentis-
seur

The design presented in this subsection is an impedance optimization of design two.
The geometry of the device is reported in Fig. With respect to design two, the
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Figure 6.43. Ralentisseur design two, transverse impedance, CST Eigenmode solver.

length on the inermet plate was halved, and this allowed to decrease also the vacuum
vessel dimensions, with the results of shifting resonant modes to higher frequencies.
On the tungsten plate extremity far from the motor, a system of RF-contacts was
inserted. They guarantee the electrical contact between the plate and the vacuum
vessel when the ralentisseur is in parking position.

The longitudinal impedance of this design computed with the Wakefield solver
is reported in Fig. where also the shunt impedances of the modes computed
with the Eigenmode solver are reported. The agreement between the two solvers is
excellent. The transverse impedance computed with eigenmode is also reported in
Fig. In both the longitudinal and transverse impedance, there is only one
resonant mode at 1.53 GHz with substantial impedance. This frequency is far higher
than the frequency that the LIU PS beams are able to excite, and thus, the mode is
not expected to represent a problem form a beam dynamics and RF-heating point
of view.

6.5.5 Impedance analysis on the PS Ralentisseur, Conclusions

In this subsection the proposed new ralentisseur designs have been analysed from an
impedance perspective. Design two was found not impedance compliant. By applying
the impedance guidelines discussed in section [6.2] it was possible to modify design
two into an impedance optimized design with good eletromagnetic performance:
design three. The optimized design (design three) turned out to be very similar
to the current device design (design one), and the impedance performance of the
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Figure 6.44. (a) Ralentisseur design three, isometric view. (b) Ralentisseur design three
cut, view form top. The contact system to reduce the empty volume of the vacuum tank
is highlighted. (c) Ralentisseur design three cut, view form side. The two configurations
of the ralentisseur are highlighted.
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Figure 6.45. Ralentisseur design three, longitudinal impedance, CST Wakefield and
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Figure 6.46. Ralentisseur design three, transverse impedance, CST Eigenmode solver.



180 6. Impedance Minimization of LIU Devices

Figure 6.47. A 3D, schematic model of the final Rallentiseur. If the figure does not appear
interactive, please enable this function and click on it or use a recent version of |Adobe
Readerl

actual design is only slightly worse than the optimized design (both designs have
a resonating mode around 1.45 GHz with shunt impedance about 80 k2, but the
current ralentisseur design presents also a resonant mode at 1.19 GHz with a shunt
impedance of 10 k). Considering the cost of realisation and installation of the new
optimized design, it was concluded that it is not worth to make it. Also the design
two of the ralentisseur was rejected, considering its problematic impedance and the
fact that the current ralentisseur motor has never experienced a failure in the past
years. The design one was selected. The current vessel can be used, the material of
the absorbing plate will be changed from pure tungsten to inermet. This will allow
the PS ralentisseur to fulfil its requirement of diluting the LIU PS beams to protect
the SEM-grid.

6.6 Conclusions

Prior work has documented the importance of reducing the impedance of accelerator
devices and so of the whole machine [3§], [49]. In this section, the most common
high impedance geometric features usually present in a preliminary device design
were analyzed and simple and cost-effective way of modifying geometries to obtain
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low impedance designs were reviewed. Subsequently, these methods were applied to
improve the impedance performance of complex devices: the Proton Synchrotron
Booster Absorber Scraper, the Proton Synchrotron internal dump and the Proton
Synchrotron Ralentisseur. For the Proton Synchrotron Booster Absorber Scraper,
a striking impedance reduction of almost three orders of magnitude between the
preliminary and the final design was obtained. The impedance of the Proton
Synchrotron internal dump was driven below the beam instability threshold. Finally,
the process of selection of a low impedance design for the ralentisseur was shown.
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Chapter 7

Impedance and

Thermo-Mechanical Analysis of
HL-LHC Devices

7.1 Introduction

This chapter contains original material partially published as light peer review
proceeding in two conferences [138],[139].

The CERN accelerator complex has been undergoing upgrades to improve its
performance. In the framework of the HL-LHC (High Luminosity LHC) [16] and
LIU (LHC Injection Upgrade)[I7] projects, an increase of the beam brightness and
intensity is foreseen [16]. Several systems have to be redesigned and rebuilt to survive
the new demanding situation.

With the foreseen higher beam intensity, the minimization of the device impedance
is one of the driver for the design of new equipment. Indeed, the impedance reduction
avoids beam instabilities that are more easily triggered with higher particle beam
intensity.

Furthemore, a device with high impedance can be subjected to excessive impedance
induced heating. This is particularly true for the beam intercepting devices (BIDs),
such as dumps, collimators and absorbers/scrapers. They usually operate in close
proximity to the particle beam, they are made by materials with limited electrical
conductivity and have complex geometries because composed of movable parts. If
the BIDs impedance is not minimized, they may experience strong electromagnetic
interaction with the beam circulating in the accelerator. This interaction causes an
energy deposition in the equipment (RF-heating), proportional to the square of the
bunch intensity and to the device impedance, as discussed in section (3.3

BIDs have to deal also with another beam intensity related phenomenon: the
Nuclei-Matter Interactions (NMI). BIDs are usually responsible for absorbing a large
part of the beam energy (beam dumping) or the removal of the unstable peripheral
beam particles (beam scraping). Thus, they are directly exposed to beam impacts
and particle irradiation. It is well known that the incidence of the proton beam on
the device material results in an energy deposition in the material itself, and this
effect also increases with the beam intensity [140)], [141].
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Thus, during the design of a BID for a high intensity machine, as for instance HL-
LHC, all these factors should be considered, and the effects of the device impedance
on the beam and of the impedance induced heating and nuclei matter interaction on
the device have to be assessed from an early design phase.

7.1.1 Scope and Structure of the Chapter

This chapter presents the results of the electromagnetic simulations performed to
characterize the impedance of two HL-LHC devices: the LHC injection dump (TDIS)
and the Low Dispersion Collimator (TCLD). Also, the results of the impedance mea-
surements performed on the TCLD are reported and compared with the simulation
results. Furthemore, the chapter discusses the analysis made to characterize the
thermo-mechanical response of the TDIS to NMI and impedance induced heating in
a RF-contacts failure scenario.

The TCLD is discussed in section First the scope and the geometry of
the device are reported. Then, the results of the electromagnetic simulations are
discussed. Subsequently, the most significant results of the measurement campaign
performed on the device are reported and compared with the simulation results.

The TDIS is discussed in section The scope of the device, its functionality,
its location in the CERN accelerator complex and its geometry are presented.
Subsequently, the results of the electromagnetic and thermo-mechanical simulations
are shown. First the thermomechanical response of the device to a beam impact on
one of the jaws is discussed. Subsequently, the impedance of the device is analyzed
for two different TDIS configurations, with and without the RF-contacts. The
thermal effects of the impedance induced heating on the TDIS is also investigated
for the configuration without RF-contacts.
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7.2 The Target Collimator Long Dispersion Suppressor
(TCLD)

7.2.1 Introduction

A particle accelerator is always built considering a reference trajectory, also known
as golden orbit, and the accelerator is shaped around this orbit. The golden orbit
has to be swept by a charged particle with specific timing, i.e. the particle has to
be at a specific point of the orbit at a specific time. For instance the particle, to
have the maximum energy gain, has to traverse the RF-cavity at the time in which
the electric field is at its maximum and it is directed in the same direction of the
particle speed. A particle that is moving exactly on the golden orbit with the right
timing is called synchronous, ideal or reference particle. Particle accelerators work
with a large number of particles, that can have different positions and velocities with
respect to the ideal particle. Substantial effort is put to keep these differences as
small as possible. However, some beam particles (a minority in normal operations)
can have very different speeds or very different positions with respect to the ideal
particle[ﬂ Thus, in a real machine one can distinguish two regions in the beam: a
core region with particles that have velocities and positions close to the ideal particle,
and a beam halo (or tail) region, populated by off-energy, off-position particles.

Those halo particles, in particular in proton machines, are very difficult to control,
since the accelerator is thought to work with core particles and, without a safety
system, they finish to irradiate randomly some machine components. This situation
should be avoided for several reasons: the irradiated component may be activated,
and if this is a component that needs regular human maintenance, the radiation
could cause critical issues . Further, if the accelerator has superconducting magnets,
the energy deposition due to irradiation can cause them to quench.

This is why the majority of the high energy particle accelerators have a cleaning
and collimation system. The core part of this system are collimators, equipment
that aims at absorbing the beam halo in controlled areas so that the irradiation
and energy deposition is safely concentrated in those areas. The conceptual scheme
of a collimator is easy: it is made by blocks of material (collimator jaws) that are
inserted into the halos to absorb them. An example of beam core, beam halo and
collimator jaws is reported in Fig. An in-depth discussion on beam cleaning
and on the LHC collimation system can be found in the work of Redaelli [23].

This section discusses a particular kind of collimator, the Target Collimator Long
Dispersion Suppressor (TCLD) which has to be installed in the HL-LHC between
two 11 Tesla magnets. Its main goal is to clean the off momentum particles and
avoid magnet quench [23], as shown in Fig.

In section the geometry of the TCLD is presented.

In section the results of the electromagnetic simulations are shown.

In section the results of the measurements campaign performed on the
TCLD are shown and, when possible, they are compared with the simulation results.

Finally, section presents a discussion on the performed measurements and
simulations and section concludes recalling the main points.

!For more quantitative detail on beam dynamics the reader can refer to the work of Chao [46],
Wiedemann [65], Holzer [142], 143] and Salvant [49].
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Figure 7.1. Transverse gaussian distribution of beam particles /N, normalized with respect
to the maximum N (red line). The beam halos, indicated as tails in this figure, are
shown. They may be intercepted by collimator jaws shown as black rectangles. The jaw
distance from the beam core is indicated with h. Courtesy of Redaelli [23].

Figure 7.2. Cartoon representation of the TCLD working principle, top view. Particle 1
has lower energy than the ideal particle, i.e. lower magnetic rigidity, thus, the bending
action of the dipole is stronger on this particle and its trajectory is bent so that it
impacts on the jaw of the collimator. Particle 3 has a higher energy than the ideal
particle, i.e. higher magnetic rigidity, the bending action of the dipole is weaker on this
particle and its trajectory has only a little bending so that it impacts on the jaw of
the collimator. Particle 2 has an energy almost equal to the ideal particle energy, the
bending action of the dipole is such that this particle manages to pass inside the TCLD
opening and in the next dipole.
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7.2.2 Geometry

The assembly of the TCLD and the 11 T dipoles is shown in Fig. [7.3] The CAD
model and a picture of the real assembly is also shown. From the figure, it can be
seen that the collimator shares its position with a cryostat needed to connect the
cooling circuits of the two superconducting dipoles. In Fig.s and 7.6 the two
critical components for impedance of the 11 T dipoles and the TCLD collimator
assembly (the TCLD itself and the connections between the dipole RF-screen and
the TCLD) are shown in detail.

Figure [7.4 shows the TCLD collimator. Its core is made by two movable jaws,
jaw 1 and jaw 2, made with a copper alloy (glidcop), where the tungsten absorbing
blocks are installed. The jaws are connected to the In and Out flange of the vacuum
tank by a system of RF-fingers, reported in yellow in Fig. [7.4h. On each jaw a
cooling system is present and two BPMs are installed. The signal collected from the
latter transit trought the BPM cables up to the BPM output plug. The BPM cables
have a rigid shielding in stainless steel that isolates them from the environment
and is flexible enough to accommodate shape variation of the cable due to the jaw
motion. The space between the two jaws, where the beam passes, is screened from
the rest of the vacuum tanks empty volume by a lateral RF-shielding, which should
prevent the vacuum tank to resonate electromagnetically. This lateral RF-shielding
is connected with the tank by lateral RF-fingers, visible in Fig. [7.4b and better
shown in Fig. [7.5h. Finally, in Fig. [7.4b also the connections between the jaw and
the motors are reported.

In Fig. [7.5h, a sectional cut on the plane yz of the device is shown. The jaw
is seen from the z axis perspective. It is possible to better distinguish the lateral
RF-contacts that connect the lateral RF-shielding and the vacuum tank, the RF-
fingers that connect the jaw with the in or out flange, the BPM button, and the
lateral RF-screen. Further, in the figure the outgassing holes in the tungsten blocks
are reported. They are needed during the bake out of the component (during the
bake out all the device is heated up so that the surface and bulk impurities of the
materials are out gassed and pumped out of the device). The holes could represent
an issue for impedance. However, their are not facing the beam axis directly, thus
they should not perturb the beam. In Fig. [7.5b, a sectional cut on the plane zy of
the device is shown. The jaws are seen from the z axis perspective. The RF-system
that keeps the connection between the jaws is visible from the picture. The lateral
RF-screens are fixed on jaw 2, the latter can move parallel to the x axis, and the
distance between the beam and jaw 2 is labeled by ho. Lateral RF-fingers are
installed on jaw 1. They are always touching the lateral RF-screens guaranteeing
the electrical contacts. Like jaw 2, jaw 1 moves on an axis parallel to the x axis and
its distance from the beam is labeled by h;. When jaw 1 and jaw 2 move, the lateral
RF-contacts slide on the RF-screen keeping the electrical connection.

In Fig. [7.6] the transition pipe from the magnet to the collimator is shown. The
possible risk for impedance is linked to the change of section and the cavity like
structure that forms after it. However, the impedance simulations performed on this
component did not reveal any resonant mode in the frequency range excitable by the
HL-LHC beams, i.e. at frequencies below 1.5 GHz. These analyses are not discussed
in this thesis. The interested reader can find them in the following reference [144].
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TCLD and Cryostat

Connection Between the Dipole
Rf-Screen and the TCLD

(b)

Figure 7.3. (a) CAD model of the assembly of the cryostat and the TCLD and the 11 T
dipoles. The critical components for impedance are highlighted: the TCLD itself and
the connections between the dipole RF-screen and the the TCLD. (b) TCLD collimator
mounted on its support integrated with the cryostat.
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Vacuum Tank

Tungsten Absorbing Blocks Cooling Out Flange
Pipes  BPM 3

(a)

Vacuum Tank

Motor
Connection

Lateral RF-Shielding

Glidcop Jaw

(b)

Figure 7.4. TCLD geometry. The nomenclature of the BPM buttons is indicated in blue.



190 7. Impedance and Thermo-Mechanical Analysis of HL-LHC Devices

\ | |
7L —\ + Outgassing

Lateral RF Lateral RF-Screen Holes

Contacts

X /1- T T e T T Thm wmmmwm _ == I
g A LAY i
/ I |
/ | I
// ' |
/ I I
/ | I
‘ -l [ellelle] |
= /7 |
, ) ©
|| / | |
|| / I

Towe 1 |
' |
' |
| |
) € =10
[ VIl
\ /|l
AN |
7 | ‘ I
| BEAM hy !
— Lateral RF -~ _. - |
Contacts ha @ I
- b
| VA I
= I Jaw 2 v, Ej |
““““““““ | 7 A"
5_,_____i__/ _______

Lateral RF-Screen

(b)

Figure 7.5. TCLD cut views and RF-contacts system. (a) yz section cut. (b) xy section
cut, the distance from the beam and the jaws (hy and hs) is highlighted.
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Magnet Beam Screen Change Of Section

Figure 7.6. Transition pipe from the magnet RF-screen, on the left, to the TCLD on the
right. The change of section and the formed cavity like structure could be detrimental
for the device impedance. However, they are not a problem in this case since the
electromagnetic resonant modes trapped in the change of section resonate at frequencies
above 1.5 GHz [144]. The latter is considered as the upper limit of the frequencies
excitable by the LHC beams.

7.2.3 Electromagnetic Simulations

The electromagnetic simulations were performed using the CST studio suite solvers
Eigenmode, Wakefield, and Time Domain. The model used for the electromagnetic
simulations, reported in Fig. [7.7, was obtained from the CAD model for production
shown in Fig. [74] eliminating all the details not critical for impedance simulations,
i.e. chamfers, screws and small surfaces, that would have slowed down the simulations
and complicated the task of the mesher without giving significative contributions
to the results. The material conductivities used in the simulations are reported in
table [7I] Several cases of jaw aperture were investigated, and they are reported
in Table [7.2 and labeled as configuration 1, 2, 3 and 4. In particular, the case
h1 = hg = 20 mm was deeply investigated since visible transverse modes appear
from the measurements for this configuration, refer to section [7.2.4}

Table 7.1. Electrical conductivities of the material used in the TCLD CST model.

Material Conductivity [S/m]
Stainless Steel 316L 1.34e6
Tungsten 7.70e6
Copper 5.96e7
Copper Nickel 5.40e6

Glidcop 5.37e7
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Table 7.2. Simulated TCLD Jaw apertures.

Configuration Solvers Used hi [mm] hg [mm]
1 Figenmode, Wakefield 2 2
2 Eigenmode 11 )
3 Figenmode 5 11
4 Eigenmode, Wakefield, Time transient 20 20

In all cases the Eigenmode solver was used to compute both the longitudinal and
the transverse impedance, and when possible also Wakefield simulations were run.
For the particular configuration hy = he = 20 mm also time domain simulations were
run to reproduce the wire measurements set-up and investigate the electromagnetic
impact of the wire in the device. The wakefield simulations and the time domain
simulations were time consuming (from 1 to three weeks) depending on the chosen
wake length. For final simulations, hundred times the length of the device (the
TCLD is approximately 1.5 m long) was used.

The longitudinal and transverse impedance computed for configuration 1 are
reported in Fig.s[7.8 and Figure[7.8 reports the longitudinal impedance obtained
from the CST Wakefield and the Eigenmode solver. The agreement between the
two solvers is rough with respect to the resonant frequencies of the modes: both
of them predict the strongest longitudinal modes at frequencies around 1.2 GHz,
however, the resonant frequencies of the modes found by wakefield do not match
the resonant frequencies of the modes found by eigenmode. This may be due to
the different meshes used by the two solvers (wakefield hexahedrons, eigenmode
tetrahedrons), or to the different boundary conditions applied at the entrance and
at the exit of the device (with the Eigenmode solver it is not possible to define an
open, without reflection, surface). However, despite the disagreement with respect
to the resonant frequencies, the value of the shunt impedances Rs; between the
Eigemode and Wakefield resonant modes agree. The shunt impedance of the modes
remains limited under 500 §2, and should not represent a cause of beam instabilities
or RF-heating. Figure reports the transverse impedance computed using the
Eigenmode solver. In the frequency range of interest, between 0 and 1.5 GHz it
is always below 200 kQ/m. As for the longitudinal impedance, this transverse
impedance should not represent a cause of beam instabilities.

In Fig. and the longitudinal and transverse impedance for configuration
2 is explored by eigenmode simulations and in Fig. and the same is done
for configuration 3. Also in this case both the longitudinal and the transverse
impedances remain limited, and as for configuration 1, the results of the simulations
do not show any potential issue regarding beam instabilities nor impedance induced
heating.

A more in-depth study was done for configuration 4, to benchmark the simulations
results against measurements taken on an assembled TCLD (refer to the next
subsection . In Fig.s and the longitudinal impedance of the TCLD
in configuration 4, computed by the Eigenmode and the Wakefield CST solvers,
is reported. Both the solvers give the strongest electromagnetic resonant modes
around 1 GHz. However there is not perfect agreement between resonant frequencies
and shunt impedances. Further, the Wakefield solver gives a non negligible resonant
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mode around 1.2 GHz that seems not found by the Eigenmode solver. Finally, both
the solvers report also a non negligible mode for a frequency close to 1.65 GHz and
1.55 GHz. The magnitude of the shunt impedance of these modes can be considered
low and not dangerous from beam dynamics and beam induced heating perspectives.

In Fig.s[7.16] [7.17 and [7.18| the transverse impedance obtained from the Eigen-
mode solver in the x and in the y axis is considered. Transverse modes are present
on the z and y axis around 1 GHz, and they are limited in absolute magnitude to
10-20 k2/m. Other transverse modes on the y axis develop around 1.3 GHz, always
limited to 20 k2/m, and finally around 1.5 GHz other, smaller, resonant modes on
the z axis are present. The dipolar impedance along the = axis for the TCLD in
configuration 4 is shown in Fig. [7.19] It was obtained with the Wakefield solver
following the work of Zannini [57]. There is agreement between Eigenmode and
Wakefield in the resonant frequencies of the modes around 1 GHz. Furthermore, the
agreement between the two solvers regarding the shunt impedances of the strongest
transverse modes, the ones around 1 GHz, is within a factor 2.

In Fig. [7.20] the result of the Time Transient CST solver, used to simulate the
wire scan measurements is reported, i.e. the TCLD has been simulated with a 0.5
mm diameter wire inside (refer to Fig. that acts as excitation source. The
simulations have been repeated for several x,, positions of the wire. The results of
these simulations show strong perturbation around 1 GHz, three peaks are clearly
visible from Fig. and this agrees with the finding of Eigenmode and Wakefield
that predict resonant modes around 1 GHz. Furthemore, there is a variation on the
peak value of the scattering parameters if the wire position is changed. This implies
that these modes could be transverse ones. Also this observation agrees with the
finding of Wakefield and Eigenmode simulations that show the strongest transverse
mode along the z axis around 1 GHz. The reported data are noisy because of the
limited simulated time span, 100 ns, used to obtain results in a reasonable time
(one month approximately). Indeed the number of mesh used in the simulations is
around 132 milions.

Finally, in Fig.s and the electric field map of two modes, the one at
0.98 GHz and the one at 1.66 GHz are displayed. In both cases the modes resonate
between the RF-fingers and the tank or directly between the different RF-fingers.
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Figure 7.8. TCLD Longitudinal Impedance from Wakefield and Eigenmode solver, h; =
hsy = 2 mm.
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Figure 7.9. TCLD transverse impedance from Eigenmode solver, h; = hy = 2 mm.
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Figure 7.10. TCLD longitudinal impedance from Eigenmode solver, h; = 11 mm, hy =5
mm.
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Figure 7.12. TCLD longitudinal impedance from Eigenmode solver, h;y = 5 mm, hy = 11
mm.
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Figure 7.13. TCLD transverse impedance from Eigenmode solver, hy = 5 mm, he = 11
mm.



7.2 The Target Collimator Long Dispersion Suppressor (TCLD) 197

—— Figenmode
150 | — Wakefield Re(Z) ||
= .

== 100 |- :

=
':z £

o'

50 -

0

0 02 04 06 0.8 1 1.2 14 16 1.8 2
f [GHz|

Figure 7.14. TCLD Longitudinal Impedance from Wakefield and Eigenmode solver,
hl = h2 = 20 mm.
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Figure 7.15. Zoom, TCLD Longitudinal Impedance from Wakefield and Eigenmode solver,
hl = hg = 20 mm.
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Figure 7.16. TCLD transverse impedance from Eigenmode solver, h; = hy = 20 mm.
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Figure 7.17. Zoom around 1 GHz, TCLD transverse impedance from Eigenmode solver,
]’Ll = h2 = 20 mm.
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Figure 7.18. Zoom around 1.65 GHz, TCLD transverse impedance from Eigenmode solver,
hi1 = ho = 20 mm.
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Figure 7.19. TCLD =z dipolar impedance from CST wakefield solver, h; = hy = 20 mm.
The mode with transverse real shunt impedance approximately 2 kQ/m, is affected by
noise, the noise fluctuations lead to the real negative shunt impedance value of -4 k2/m.
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Figure 7.20. TCLD transmission parameter S12 from time transient solver, h; = ho = 20
mm.
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Figure 7.21. TCLD configuration 4, h; = hy = 20 mm, electric field map of the 0.98 GHz
mode. The mode resonates the most in the space between the RF fingers and the tank
at the in and out pipe of the collimator.
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Figure 7.22. TCLD configuration 4, h; = hy = 20 mm, electric field map of the 1.66 GHz
mode. The mode resonates the most in the space between the the RF fingers.
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7.2.4 Impedance Bench Measurements

In this subsection the results of the measurements performed on the TCLD are
reported. First the probe measurements are discussed, subsequently the results of the
BPM measurements are presented and finally the results of the wire measurements
are reviewed. Two TCLDs were measured, a prototype and a pre-series. In the
industrial world, a prototype is the first fully functional device built using a design.
On a prototype are performed all the possible tests to characterise its behaviour.
The latter should be as close as possible to the one defined during the design
phase. If the prototype does not behave as expected it can be due to assembly
and manufacturing issues but also to overlooked aspects in the design phase. If the
prototype characterisation is positive one can pass to the series production. The
manufacture and assembly techniques used to built the prototype may be different
from the one used to built the same device in the series production. Thus, on the
first device produced in series, the so called pre-serie device, several tests are run
again, this time to look specifically for non conformities. The probe measurements
and BPM measurements result, reported in this chapter, are relative to the pre-serie
TCLD while wire measurements were performed only on the TCLD prototype. It
was not possible to perform the wire measurements on the TCLD pre-serie because
this kind of measurement is invasive, and since the pre-serie is to be installed into
LHC, the risk of polluting the device by inserting external materials or scratching
the internal surfaces had to be minimized.

Probe Measurements

The probe measurement procedure was described in section [5.3] and the experimental
set-up for this kind of measurements is shown in Fig.

In Fig. the scattering parameters, reflection (S11, S22) and transmission
(S12) of the TCLD in configuration 4, for frequencies below 0.5 GHz and for different
values of the probe insertion length, are shown. The reported measurements were
performed with loop probes, that were found more sensitive to low frequency modes,
as already observed by Biancacci et al. [145]. The black dashed lines in the figure
mark the resonant frequency of some of the device modes. In Fig. in the
S12 plot, the resonant frequencies obtained by simulations (Eigenmode) are also
shown at an arbitrary fixed value of -175 db for comparison purposes. There is a
general good agreement on the measured and simulated resonant frequencies: for
every measured mode frequency a simulated one falls within a 20 MHz range. The
only exception is the resonant mode at 0.19 GHz. It can be noted that the reflection
parameters exhibit a wiggling behaviour, and this can be due to a calibration issue
that was not possible to remove during the measurements. This wiggling behaviour
made it difficult to recognise the mode track on the reflection parameters. However,
the mode presence is clear in the transmission parameters that present a peak at
the frequency of the resonant modes.

Frequencies higher than 0.5 GHz were investigated. There were particular
focus on the region between 0.8 and 1.2 GHZ since, according to the simulations
(configuration 4), the strongest resonant modes of the device are located in this
frequency range.
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In Fig. the transmission and reflection scattering parameters measured with
loop probes inserted both 40 cm inside the TCLD in configuration 4 are shown.
The transmission parameter was filtered with a low pass filter to remove the noise.
The filtered data were used to compute the resonant quality factor of the mode as
described in section [5.3.3] Figure [7.26] shows an example of @ acquisition. The three
green dots represent the maximum of the curve and the two points of the curve
located at -3 db from the maximum allow to compute loaded and unloaded quality
factor applying Eq.s [5.12] [5.14] and [5.17}

In the Tables [7.3] [7-4] and [7.5] the resonant frequency, the loaded and unloaded
quality factor and the coupling coefficient are reported for the mode in which the
measurement was possible.

Finally, it is possible to say that the probe measurements support the simulation
results by finding device resonant modes in the expected frequency range.

Figure 7.23. Probe measurements set-up. The two probes P1 and P2 are inserted into the
collimator: alternatively one probe is fed and the other is used as a pick up alternatively
to read the device response and obtain the scattering parameters. In the picture the
reference system, the same used in Fig. [7.4] is shown. The figure shows also an example
of totally confused operator.
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Figure 7.24. Scattering parameters, reflection (S11, S22) and transmission (S12) of the
TCLD in configuration 4 for frequencies below 0.5 GHz and for different values of the
probe insertion length. The measurements were done with loop probes. The black
dashed lines mark the resonant frequencies of some of the device modes. In the S12
plot, the resonant frequencies obtained by simulations (Eigenmode) are also shown at a
fixed value of -175 db. There is a general good agreement between the measured and
simulated resonant frequencies. For every measured mode frequency a simulated one can
be found within 20 MHz range. The only exception is the resonant mode at 0.19 GHz.
In the figure also some probe lambda quarter mode is visible, they are characterised by
the out of scales reflection parameters.
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Figure 7.25. Scattering parameters, reflection (S11, S22) and transmission (S12) of the
TCLD in configuration 4 for frequencies between 0.8 and 1.2 GHz and for probe insertion
lengths of 40 cm. The measurements were done with loop probes. The transmission
parameters have been filtered to remove the noise and allow a better characterization of
the resonant mode quality factor.
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Figure 7.26. Example of @ acquisition. The three green dots represent the maximum of
the curve and the two points of the curve located at -3 db from the maximum. These
points allow to compute the loaded and unloaded quality factors.
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Table 7.3. TCLD configuration: hy = he = 20 mm

1[Gz Qr R Q
0.192 87.226 7.411E-06 87.227
0.396 135.253 1.751E-03 135.490
0.421 86.252 2.590E-03 86.475
0.459 81.741 1.071E-03 81.828
0.858 180.144 2.037E-05 180.147
0.884 190.558 1.364E-05 190.560
0.916 141.574 5.652E-05 141.582
0.938 193.985 7.849E-05 194.000
0.953 361.231 2.080E-05 361.239
1.002 183.223 8.099E-05 183.238
1.036 252.530 7.847E-04 252.728
1.068 195.223 5.090E-04 195.323
1.129 183.448 7.179E-05 183.462
1.162 180.905 4.793E-05 180.914

Table 7.4. TCLD configuration: h; = he = 15 mm

f,[GHz] Q k Q
0.859 226.968 8.437E-06 226.970
0.893 257.542 1.037E-05 257.545
0.913 265.163 1.412E-05 265.167
0.936 165.323 1.301E-05 165.325
0.968 162.541 2.727E-05 162.545
1.004 210.805 4.220E-05 210.814
1.188 188.609 2.480E-04 188.655

Table 7.5. TCLD configuration: h; = hy = 25 mm

f-|GHZ] Q k Q
0.859 231.474 8.507E-06 231.476
0.893 224.387 9.954E-06 224.389
0.912 254.238 1.384E-05 254.242
0.936 214.223 1.389E-05 214.226
0.968 162.541 2.727E-05 162.545
1.003 208.624 4.198E-05 208.633
1.188 190.804 2.486E-04 190.851
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Figure 7.27. Transmission scattering parameters, with BPM 3 - BPM 4 plugged in, at
different TCLD jaw configurations.
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Figure 7.28. Transmission scattering parameters, with BPM 1 - BPM 2 plugged in, at
different TCLD jaw configurations.

BPM Measurements

In the TCLD there are four BPMs, two per jaws. Their exact location is shown in
Fig. [T.4h. The figure also indicates the labelling of the different BPMs. The beam
position monitors can be plugged to the VNA via the BPM output port, Fig. [7-4p,
so that they can excite the device and read its response, in particular its transmission
parameter S12 or S21. In order to have a transmission measurement one has to
connect to the VNA at least a couple of BPMs. One can distinguish between "facing
BPMs couples", where the two BPMs are positioned one in front of the other, and
"non-facing BPM couples". With the nomenclature defined in Fig. [T.4h, the facing
BPM couples are BPM 3 - BPM 4 and BPM 1 - BPM 2. All the other combinations
form non facing BPM couples. Facing couples were used as a checking tool in the
performed measurements. If the hardware is correctly working, a capacitive coupling
should be the expected output signal connecting a BPM facing couples to the VNA.
The transmission scattering parameter as a function of frequency for the facing
BPM couples are reported in Fig. [7.27 for BPM 3 - BPM 4 and in Fig. [7.28] for
BPM 1 - BPM 2, for different TCLD jaw configurations. The behaviour of the
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curves in both figures is similar: there is a minimimum at the lowest frequencies,
followed by a sharp increase that gradually turns into a linear growing behaviour.
This is the behaviour expected by a capacitor, which acts as an open circuit at low
frequency, i.e. with very low transmission scattering parameters, which increase at
higher frequencies. Further, comparing the scattering parameters in Fig. [7.27 and
in Fig. one can see that the response read from the facing couples is the same
if the same jaw configuration is compared. This was also expected, since the two
facing BPM couples are identical. Thus, one concludes that the BPMs are correctly
working as far as concern impedance measurements. The scattering parameters as a
function of frequency for the non facing BPMs are reported in Fig.s - for
different jaw configurations of the TCLD, as indicated in the figures.

For small apertures, hy = hy = 1—2 mm, refer to Fig.s[7.29)and [7.30] it is possible
to see modes around 1.2 GHz as bumps on the flat noise figure. Modes around this
frequency were expected by simulations, refer to Fig. For hi = ho = 2 mm,
bumps at 1.45, 1.65 and 1.70 GHz appear. They could represent resonant modes.
If the value of h; = ho is increased up to 5 mm, according to Fig.s and [7.32]
there are still modes around 1.2 GHz, and the modes at 1.65 GHz start to be more
visible. It is interesting to compare Fig.s[7.31] and [7.32] They show the transmission
scattering parameters at the same TCLD configuration for different BPM couples.
Different couples of BPMs read different device responses. For instance the bumps
due to the modes are very clear for the BPM couple 1-3 while they are more noisy for
the couple 2-4. This may be explained considering that these modes may resonate
more in the region where the BPMs 1 and 3 are, i.e. near jaw 2 of the collimator.
For hy = hy = 10 mm, Fig. there are still modes visible around 1.2 GHz
and around 1.70 GHz. For hy = hg = 15 mm, Fig. [7.34] there is clearly one mode
appearing a frequencies below 1.2 GHz , while the modes at 1.2, 1.3 and 1.6 GHz
are more visible. Comparing the scattering parameters for Ay = hy = 15 mm of
the BPM couples 1-3, Fig. and 1-4 Fig. [7.35] one can see that, as before, the
scattering parameters for the latter BPM couple do not present well defined bumps
differently from S12 of the BPM couple 1-3. The hypothesis that BPMs mounted on
jaw 2 can better couple with the excited modes is reinforced. Figures[7.36] [7.37] [7-38]
and compare the scattering parameters obtained for different couples of BPMs
for hy = hy = 20 mm. Regarding BPMs 1-3 and 1-4, Fig.s clearly show a
resonant mode between 1.1. and 1.2 GHz (a mode in that region was expected at
least by the Wakefield simulations, Fig. and another for frequencies slightly
below 1.6 GHz. However, the mode highlighted by the simulations around 1 GHz
are not observed by these two BPM couples. On the contrary, Fig. [7.38 BPMs 2-3,
presents a bump around 1 GHz, where it was expected because of the simulations.
Figure [7.39] reports the transmission scattering parameter of the BPM couple 2-4,
and it seems not to reveal any resonant mode. Finally, S12 of the BPM couple
2-3 is presented for h; = hy = 25 mm in Fig. [7.40] only a resonant mode can be
surely spotted around 1.6 GHz. One can conclude saying that different couples of
BPM couples differently with the device modes and that the measurements support
the simulations since the measured modes were in frequency region expected by
simulations.
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Figure 7.29. Transmission scattering parameters, with BPM 2 - BPM 3 plugged in.
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Figure 7.30. Transmission scattering parameters, with BPM 1 - BPM 4 plugged in.
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Figure 7.31. Transmission scattering parameters, with BPM 1 - BPM 3 plugged in.
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Figure 7.32. Transmission scattering parameters, with BPM 2 - BPM 4 plugged in.
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Figure 7.33. Transmission scattering parameters, with BPM 1 - BPM 4 plugged in.
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Figure 7.34. Transmission scattering parameters, with BPM 1 - BPM 3 plugged in.
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Figure 7.35. Transmission scattering parameters, with BPM 1 - BPM 4 plugged in.
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Figure 7.36. Transmission scattering parameters, with BPM 1 - BPM 3 plugged in.
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Figure 7.37. Transmission scattering parameters, with BPM 1 - BPM 4 plugged in.
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Figure 7.38. Transmission scattering parameters, with BPM 2 - BPM 3 plugged in.
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Figure 7.39. Transmission scattering parameters, with BPM 2 - BPM 4 plugged in.
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Figure 7.40. Transmission scattering parameters, with BPM 2 - BPM 3 plugged in.
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Wire Measurements

The wire measurements procedure was described in section [5.4} In this subsection
the results of the measurements and post processing for the TCLD prototype are
reported. First, the raw data acquired with the wire scanner measurements for two
configurations of the TCLD are shown, hy = hy = 2 mm and hy = hy = 20 mm.
The strongest resonant modes are identified from the measurements. Subsequently,
the subsection reports the raw data post-processing to find the longitudinal and
transverse impedance of these resonant modes, according to what was done by
Biancacci et al. [145] and what was reported in section [5.4.2]

In Fig. the transmission scattering parameter S12 acquired via wire measure-
ments is displayed for the TCLD prototype in configuration 4 (h; = he = 20 mm).
Several acquisitions for different wire positions along the z axis, z,, (refer to Fig.
7.7) were performed. The top plot shows all the acquisitions for the whole explored
frequency range, from 0 to 2 GHz. These data reveal two regions with strong modes
(the modes are visible as perturbations of the oscillating S12 behaviour), one around
1 GHz and the other one around 1.6 GHz. A zoom of these regions is reported in
Fig. in the middle and the bottom plots. Both in the regions around 1 GHz
and 1.66 GHz, three resonant modes can be identified. The intensity of these modes,
i.e. the difference between the peak of the perturbation and the wiggling baseline,
varies with the wire position making them potential transverse modes along x. These
resonant modes were expected by simulations, refer to Fig.s[7.15] [7.17] and [7.18]

In Fig. the transmission scattering parameter S12 acquired via wire mea-
surements is reported for the TCLD prototype in configuration 1 (h; = hy = 2 mm).
Several acquisitions for different wire positions along the x axis were performed. The
top plot shows all the acquisitions for the whole explored frequency range, from 0 to
2 GHz. In these data one resonant mode around 1.25 GHz can be clearly identified.
The region is magnified in Fig. in the bottom plot. Also for this TCLD
configuration, resonant modes around that region were expected by simulations,
refer to Fig.s [7.§ and

The following figures report the results of the post-processing of the raw data
just presented.

Figure @ reports the post processing of the scattering parameters, the meaning
of each single plot is better discussed in section [5.4.2] In this subsection one is
particularly interested on the bottom plot, where the longitudinal impedance of the
TCLD in configuration 4 is shown for the frequency region around 1 GHz. One can
see that there are three resonant modes at frequencies really close each other. In Fig.
[7.44] the measured longitudinal impedance is compared with the simulated one. The
agreement is reasonable, the Eigenmode solver seems to be able to find the measured
mode resonating around 1.01 GHz with the right shunt impedance. Regarding the
measured mode resonating at 0.98 GHz both the Eigenmode and the Wakefield
individuate modes in that frequency region. However, while the Wakefield seems to
find a mode with the right shunt impedance at 0.985 GHz, the Eigenmode solver
overestimates of about one order of magnitude the measured shunt impedance, but
it has a better agreement in frequency, 0.98 GHz. However, neither the Eigenmode
nor the Wakefield solver can find the measured mode resonating at around 0.99 GHz
with the correct shunt impedance.
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The variation of the longitudinal impedance with the wire position was investi-
gated to understand if the identified modes are transverse. In this case a parabolic
behaviour should appear [103]. In Fig.s[7.45] |7.46| and [7.47| the peak values of the
longitudinal impedance obtained at the mode frequency are reported for the three
modes around 1 GHz for different wire positions. Those points have been fitted with
a parabolic fit, that is also plotted in the figures, and the coefficient of the second
order term of the fit is used to compute the transverse impedance (refer to section
. In the figures, for each mode, the value of the computed tranverse impedance
is reported. Also in this case, comparing the results of the measurements with the
simulations (refer to Fig. one can see that the simulations overestimate the
transverse impedance. The same post processing is repeated for the three modes
in the 1.6 GHz region. In Fig. the longitudinal impedance of the three modes
around 1.65 GHz is reported. In Fig.s [7.50] [7.51] and [7.52] the transverse impedance
of these modes is computed.

In Fig. [7.49] a superposition of the real part of the longitudinal impedance
obtained by Eigenmode and Wakefield simulations and from the measurements is
displayed. In this case the magnitudes of the resonant modes estimated by the
measurements and the simulated ones well agree. However, the resonant frequencies
of the modes differ between simulations and measurements. For example, the mode
measured at 1.657 GHz can be reasonably associated with the mode simulated at
1.662 GHz, since they have similar longitudinal shunt impedance and the simulated
transverse impedance for this mode is 0.54 k2 (refer to Fig. that is within
a factor 2 with respect to the measured transverse impedance 0.94 k€2, refer to
Fig. [7.51] The mode measured at 1.649 GHz could be associated with the mode
simulated at 1.575 GHz, because of the close longitudinal impedance (measured 7.5
Q, simulated 6.25 ) and the close transverse impedance (measured 0.52 k€2, refer
to Fig. m, simulated 0.375 €2, refer to Fig. . It has to be noticed that a
discrepancy of about 100 MHz between simulated mode and measured one is huge,
a normal value should be within the 20 MHz. This discrepancy may be explained
by some oversimplification performed on the simulated CAD model.

Different is the mode measured at 1.647 GHz: this cannot be easily associated
with any simulated ones.

7.2.5 Discussion

In the previous sections the results of the impedance simulations and the impedance
measurements performed over the TCLD have been shown. In particular, it was
shown that the simulations can reasonably predict the frequency at which the modes
with the highest longitudinal and transverse impedance are. However, in some
cases they overestimated both the longitudinal and transverse impedance, while
in some other cases the simulated modes present a non negligible frequency shift
with respect to the measured ones. One possible reason for this behaviour is linked
to the complexity of the analyzed device. Indeed, the simulations report that the
modes in the frequency regions of interest, around 1 GHz and around 1.65 GHz,
resonate between the RF-fingers and the tank or between the RF-fingers itself, refer
to Fig.s[7.2T] and [7.22] These parts are extremely difficult to model since they are
flexible parts and their shape and configurations can be different from the expected
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Figure 7.41. Transmission scattering parameters, with wire scanner for TCLD configuration
4, x,, is the wire position on the x axis, z,, = 0 mm means the wire is at the center. Top

plot: entire frequency range scan, from 0 to 2 GHz. Middle and bottom plots: zoom
around the areas with the strongest modes.
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Figure 7.42. Transmission scattering parameters, with wire scanner for TCLD configuration
1, z,, is the wire position on the z axis, z,, = 0 mm means the wire is at the center.
Top plot: entire frequency range scan, from 0 to 2 GHz. The bottom graph is a zoom
around the areas with the strongest modes, 1.25 GHz in this case.
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Figure 7.43. Impedance reconstruction from the transmission parameter acquired with

the wire measurements for the TCLD in configuration 4. The wire was positioned at
Ty = 0 mm, thus the reconstructed impedance is supposed to be longitudinal impedance.
The significance of every subgraph was already explained in section [5.4.2]



7.2 The Target Collimator Long Dispersion Suppressor (TCLD) 217

I I I I I I I I s s s s
—e— Figenmode

— Wakefield .

= Measurements

150 |-

100

I{shunt [Q]

50

l l l l l l l l

| |
0.92 093 094 095 096 097 098 099 1 1.01 1.02 1.03

l l

f [GHz|

Figure 7.44. Real part of the longitudinal impedance obtained from the Eigenmode solver,
the Wakefield solver and the measurements post-processing.
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Figure 7.45. Longitudinal impedance as a function of the wire displacement along the x
axis. The parabolic fit, to obtain the transverse impedance, is also shown.
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Figure 7.46. Longitudinal impedance as a function of the wire displacement along the x
axis. The parabolic fit, to obtain the transverse impedance, is also shown.
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Figure 7.47. Longitudinal impedance as a function of the wire displacement along the x
axis. The parabolic fit, to obtain the transverse impedance, is also shown.
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Figure 7.48. Impedance reconstruction from the transmission parameter acquired with the
wire measurements for the TCLD in configuration 4. The wire was positioned at z,, = 0
mm, thus the reconstructed impedance is supposed to be longitudinal impedance. The
significance of every subgraph was already explained in section @
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Figure 7.49. Real part of the longitudinal impedance obtained from the Eigenmode solver,
the Wakefield solver and the measurements post-processing.
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Figure 7.50. Longitudinal impedance as a function of the wire displacement along the
x axis. The parabolic fit, to obtain the transverse impedance, is also shown. As can
be seen, this mode seems not to be a transverse one, since the parabolic fit does not
capture well the behaviour of the impedance as a function of the wire displacement.
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Figure 7.51. Longitudinal impedance as a function of the wire displacement along the x
axis. The parabolic fit, to obtain the transverse impedance, is also shown.
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Figure 7.52. Longitudinal impedance as a function of the wire displacement along the x
axis. The parabolic fit, to obtain the transverse impedance, is also shown.
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ones after some cycles of aperture and closure of the jaws. Thus, this could be an
explanation to the observed discrepancies. In future works a sensitivity analysis
of the dependence of the device impedance on the way in which the fingers are
modelled should be performed.

Furthermore, one can notice that there is agreement between the probe measure-
ments, the wire measurements and the BPM measurements. They are all pointing
out to the fact that, for the TCLD in configuration 4, there are two main frequency
regions where the modes resonate in the device, around 1 GHz and around 1.66 GHz.
This result was not trivial considering the fact that the different measurements were
performed on two TCLD assemblies, the prototype and the pre-serie. Thus, one can
also conclude that the changing in the manufacturing and assembly procedure from
the prototype to the pre-series did not affect the impedance of the device.

7.2.6 Conclusions

In this subsection the TCLD was presented: first its functions, geometry and material
and then the simulations and the measurements performed to assess its impedance.
The simulations were able to well predict the frequency regions where the modes
with the strongest longitudinal and transverse impedance were present in the device,
their results reasonably match with the probe measurements, BPM measurements,
and wire measurements. However, in some cases, the simulations overestimated both
the longitudinal and transverse impedances, while in some other cases the simulated
modes present a non negligible frequency shift with respect to the measured ones.
However, neither in the measurements nor in the simulations, the impedance of the
device was found able to cause beam dynamics or RF-heating issues. Thus, the
device can be considered impedance compliant. This was officially stated during the
31st CERN Impedance Working Group [146].
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Figure 7.53. A 3D, schematic model of the final TCLD. If the figure does not appear
interactive, please enable this function and click on it or use a recent version of
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7.3 The New LHC injection Dump (TDIS)

The TDIS (Target Dump Injection Segmented) is a dump/absorber aimed at pro-
tecting downstream LHC equipment during the injection phase. Since the LHC
stores two counter rotating beams, two SPS-to-LHC injection lines feed the ma-
chine with beams. Thus, two of these devices will be installed in the LHC ring,
immediately downstream the injection kickers of the SPS-to-LHC [78] transfer lines.
The device will absorb the injected beam in case of an injection kicker malfunctions
[79]. Furthermore, the TDIS will be used as a dump for the proton beam during
commissioning operations [79].

The TDIS has been developed as an improved version of the current injection
dump, the Target Dump Injection (TDI) [7§]. In 2015 and in the LHC first oper-
ational run (2009-2013), the TDI experienced severe issues, as structural damage
and jaws deformations [I47]. These issues are believed to be due to unexpected,
excessive RF-heating [70], increased by several device non conformities. To avoid
such problems, in the TDIS a new system of RF-contacts and RF-shielding (see Fig.
[7.54b| and [7.54¢)) will be implemented. These systems are tought to decrease the
RF-heating load of the high intensity/brightness HL-LHC beams [14§].

The geometry of the TDIS is presented in Fig. and described in detail in the
work of Carbajo et al. [78]. The core of the TDIS are two vertically movable jaws
(upper and lower jaw with a length of about 4.5 m), divided into three segments
(about 1.5 m each), each of them composed of absorbing blocks of different materials.
The three segments of a jaw are separated by gaps of 15 mm (see Fig. and
7.54c)). This arrangement limits jaw bending and deformation allowing unconstrained
thermal expansion at the gaps. This makes the TDIS design mechanically more
robust if compared with the TDI (made only with one long jaw and so more subjected
to bending).

In the TDIS (and in the TDI) there are two counter-rotating beams circulating at
all time: the injected beam, that is passing between the jaws, and the circulating one,
traversing the device in the RF-screen [149, 150], Fig. During the injection
phase the jaws have a half-gap of 4 mm with respect to the injected beam reference
orbit, refer to Fig. If the orbit of the injected beam differs more than the
allowed tolerance from the expected one, the beam will impact against the jaws so it
is dumped. After the injection phase the TDIS jaws are completely open (half-gap
55 mm) [79].

As anticipated, this section reports two different analysis. First, the thermo-
mechanical effects of a beam impact on one of the TDIS jaw is investigated, this
case corresponds to a triggered beam dump or to an accidental magnet misfiring
scenario. In this context, there is only NMI related heating. The section shows that
the TDIS can withstand the impact of the injected beam.

Subsequently, the device impedance characterization is discussed. In particular,
the impedance of the TDIS with and without RF-contacts is compared. The
case of TDIS without RF-contacts simulates a failure scenario in which all the
RF-contacts detach and the image current path is interrupted. The results show
that the TDIS with the RF-contacts has better impedance performances with
respect to the TDIS without RF-contacts. The RF-contacts failure scenario is
further investigated computing the impedance induced heating and simulating its
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related thermo-mechanical effects. It is shown that the TDIS could withstand the
temperature and the mechanical stresses that develop in this failure scenario without
any other major failure.

The impedance of the device in the scenario with and without the RF-contacts
and the related impedance induced heating was characterized considering only one
beam, the injected one, passing into the device and not two counter rotating ones. At
the moment of the analysis the theory to take into account the two beams RF-heating
(refer to chapter [3|) was not elaborated. This case was indeed the one that triggered
its development.

7.3.1 The Accidental Beam Impact Scenario

The TDIS will cope with different failure scenarios of the SPS-to-LHC injection
magnets [(9] that can arise during the injection phase until the LHC ring is completely
filled. In such failure cases, the proton beam is misdirected resulting in a wrong
insertion trajectory and an impact against the absorbing blocks of the TDIS jaws
[151, 149]. Two main types of accidents could occur during the lifespan of the device
[79]. They are defined by the impact parameter b (Fig. [7.54b|), that is the distance
between the beam impact position and the jaw free surface, (Fig. .

o Grazing (small impact parameter, 0 < b < o,, where o, is the transverse
root mean square beam dimension on the y axis of Fig. @ the proton
beam impacts the graphite block at a small depth (compared to the beam
core dimension) with respect to the jaw free surface. Most of the energy is
deposited on the material surface.

o Central impact (large impact parameter, b >> o,): the proton beam impacts
the front end of the graphite block. Most of the energy is deposited in the
material bulk.

Furthermore, in both cases only one jaw, either the upper or lower one is expected
to receive the beam impact. Thus, the thermo-mechanical response of only one
jaw has been investigated. The jaw model is shown in Fig. [7.54b] The beam-
matter interaction was simulated using the FLUKA Monte Carlo code [125] [126].
Subsequently, the 3D dissipated energy density map, obtained from FLUKA, was
imported as a thermal load into the software ANSYS® [73], to analyze the thermo-
mechanical behavior of the device.

Both in the grazing impact scenario and in the central impact one the first jaw
segment experiences the highest temperatures. The thermal analysis revealed that
a grazing impact may lead to a rise of the absorbing blocks temperature up to
1392°C in the first impacted graphite block (see Fig. whilst the other jaw
components experience a negligible increase in temperature. This is due to the fact
that most of the energy is deposited in the first impacted graphite block, on its jaw
free surface, far from other components. A temperature of 1392°C is not critical
for the graphite, as it can tolerate up to 2800°C [152] without deteriorating its
mechanical properties. The maximum mechanical stresses induced by the thermal
gradients are also localized in the first impacted graphite block. Since graphite is a
brittle material, the Christensen criterion [I27] was used to assess its mechanical
resistance. The local Christensen coefficient (this is an adimensional quantity) is
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shown for the graphite block in Fig. The fact that this coefficient remains
locally below 1 guarantees the mechanical robustness of the block.
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Figure 7.55. Surface temperature [°C] of the graphite block due to grazing impact. The
high temperature is extremely localized on a longitudinal line in the jaw free surface.
The beam is impacting the jaw moving along the positive z direction.
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Figure 7.56. Christensen coefficient [adimensional unit] on the graphite block due to
grazing impact. A value superior or equal to 1 implies material failure. However, 0.91 is
acceptable because of the conservative assumption of considering the static yield stress
at room temperature as maximum tensile limits. Indeed, the static yield stress for the
graphite increases with temperature within a temperature range up to, approximately,
2500 °C [153]. Like the high temperature, the stresses are also extremely localized on a
longitudinal line in the free jaw surface.

Regarding the central impact scenario, the thermal analysis has shown that
the most dangerous thermal gradient develops in the molybdenum alloy (TZM)
back-stiffener, which reaches a peak temperature of 215°C (see Fig. and ,
and in the oxygen-free copper cooling pipes (see Fig. , which reaches a peak
temperature of 92°C. Mechanical analyses have revealed significant stresses in these
two key components. They have shown that the pipes are likely to undergo some
minor plastic deformation as a consequence of the thermal gradients caused by the
particle shower energy deposition. However, this is not expected to be detrimental
for the device function, given the high ductility of the material. For the back-stiffener,
the Finite Element Analysis (FEA) shows that, in the event of a central impact,
it will be subjected to mechanical stresses of 340 MPa. This stress value is below
the elastic limit of the TMZ for that temperature which is 455 MPa [153] (resulting
in a safety margin of 1.33). It must be noted that this is a conservative approach.
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Figure 7.57. Surface temperature [°C] of the back stiffener due to the particle shower after
the central impact.
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Figure 7.58. Surface Stresses [MPa] of the back stiffener due to the thermal gradient.

Indeed, the energy deposition due to the beam impact is very localized in space and
takes place in an extremely short time scale (strain ratd’] 1.6 - 102 [s7']). Thus, a
dynamic behavior for the TZM must be considered, i.e. elastic waves are generated
in the material because of the sudden sharp temperature increase and the induced
localized material expansion immediately after the beam impact [22]. In this case,
the maximum stress obtained by the simulation must be compared with the dynamic
yield strength for TZM, which is significantly larger than the static one [I54]. Thus,
if the static yeld stress of the TMZ is well above the maximum mechanical stress
developed by the thermal gradient, the TDIS is expected to be able to withstand
the HL-LHC beam impact without failures.

7.3.2 Device Impedance Characterization and RF-heating Thermo-
mechanical Effects

Subsequently to the beam impact analysis, the case in which the injected beam
traverses the device in between the two jaws was explored.

First, the TDIS was characterized from an impedance perspective. Subsequently,
the TDIS thermo-mechanical response to a worst case scenario was investigated.
The impedance of the TDIS was studied for two device configurations, TDIS with
and without RF-contacts. The first configuration represents the normal working

2The strain rate is the speed at which a given strain develops, the higher the strain rate the
faster the component deformation.
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Figure 7.59. TDIS Model in CST.

condition for the TDIS, the second configuration represents a RF-contacts failure
scenario, where all the RF-contacts detach and the image currents do not have a
defined path anymore. As expected, the impedance perfomance of the device was
found to be worse in the RF-contacts failure scenario. Furthemore, excluding an
impact due to beam dumping, the main sources of heat loads for the TDIS are:
direct beam load due to the scraping of secondary halo, and impedance heating. The
latter can be further divided into resistive wall heating and resonant modes (RMs)
RF-heating. The load of the three sources is at a maximum during the injection
phase, when the jaws of the TDIS are at their minimum half-gap, 4 mm, and in
the pessimistic assumption of a failure of the longitudinal RF-contacts between the
jaws modules gaps. Indeed, the power deposited by the beam halos and by resistive
wall effects decreases by increasing the beam-jaw distance, and the next section will
prove that in the 4 mm half-gap configuration the RM heat load is also maximum.

Thus, the simulated worst case scenario, the one with the highest heat load, was
that of an RF-contacts failure at the beam injection, i.e. with minimum jaw half-gap
of 4 mm.

Note that since the TDIS functional specifications were preliminary when this
analysis was performed, a value of 5 mm for the minimum half-gap was used instead
of the current accepted value of 4 mm [79]. This have to be kept in mind in the
results analysis, especially for transverse RW impedance. However, given the small
difference between the values and the fact that only longitudinal impedance and
RF-heating are considered in the analysis that are presented following the section,
the conclusions of this study remain valid.

7.3.3 Electromagnetic Simulations

In order to evaluate the TDIS longitudinal coupling impedance and its heating
effects, electromagnetic simulations were performed. The geometrical model for CST
simulations (Fig. , was obtained carefully simplifying the complex mechanical
TDIS drawing, preserving only the features deemed important for the electromagnetic
computations, so reducing simulation time.
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The TDIS was analyzed with different RF-contacts configurations and for different
half-gap aperturesﬂ In Fig. the impedance of the TDIS obtained by CST
wakefield [60] simulations for 5 mm half-gap is reported for the cases with and without
longitudinal RF-contacts with the HL-LHC beam spectrum. For the scenario with
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Figure 7.60. Beam normalized spectrum (BNS) in black, linear scale, and real part of the
longitudinal impedance in log scale, with 5 mm half-gap.

contacts, there are no trapped resonant modes inside the structure below 1.25 GHz.
Indeed, the electric contacts prevent trapped modes below the cutoff frequency of
the LHC pipe. In the scenario without RF-contacts, several trapped modes are
present below 1.25 GHz. There is a clear contribution to the longitudinal impedance
in the beam spectrum frequency range. The impact of the absence of longitudinal
contacts was then further investigated: the shunt impedance of every trapped mode
obtained by the CST eigenmode solver [60] was compared with the results of the
wakefield solver, Fig. [T.61] The agreement between the two different methods is
good for the resonant frequencies, however, it is rough with respect to the shunt
impedances.

Following the conservative approach, to compute the RM heating power, the
eigenmode results in the scenario without RF-contacts were used. The power was
numerically computed for the HL-LHC beam considering Eq. Furthermore,
a sensitivity analysis of the impedance induced power was performed. For each
considered jaw aperture an impedance curve was estimated. The impedance peaks
(i.e the resonant modes) were individually moved from their original frequencies
within a range of £10 MHz to obtain the maximum coupling with the HL-LHC beam

3 An extensive study on the topic can be found in the work of Mazzacano [I55]
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Figure 7.61. Real part of the TDIS longitudinal impedance, with 5 mm half-gap.

spectrum, i.e. the maximum power loss. Figure shows the RM RF-heating
spectrum for different TDIS half-gap configurations. Despite the similar appearance,
the 5 mm half-gap configuration is the most critical with a total deposited power
on the device of 1003 W (704 W for the 25 mm half-gap case). Analyses of the
resistive wall impedance heat load have demonstrated that, as expected, the worst
case scenario is at 5 mm half-gap with a total dissipation of 798.3 W in addition to

the RM load.

7.3.4 Thermo-mechanical Simulations For the RF-contacts Failure
Scenario

Following what was exposed in chapter [ the thermo-mechanical simulations on the
TDIS were carried out in ANSYS. The main goal was to verify that in the worst
case scenario the TDIS local mechanical stresses were at least 20% lower than the
yield stress (for ductile materials) or the ultimate strength (for brittle materials)
and that the graphite blocks temperature remained below 50 °C, in order to avoid
outgassing issues [156].

The heat loads considered are listed in Table [7.6] They occur for the duration
of the injection phase (around 30 minutes) simultaneously. Other heat loads are
negligible, e.g. heating effect due to e-cloud phenomena at a jaws half-gap of 5 mm
[157], or not associated with the injection phase.

For the RM RF-heating, the 3D map obtained following chapter [ was used. In the
thermo-mechanical simulations the same geometrical model of the electromagnetic
simulations was used with only slight modifications. In particular, the RF-contacts
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Figure 7.62. Power losses due to trapped resonant modes in the TDIS .

Table 7.6. Applied Heat loads

Source Heat load [W] Affected Element
Secondary halos 580 [79) Jaws free surface
Resistive Wall 798.3 Jaws free surface
RF-heating 1003.6 Entire TDIS

were reintroduced in order to have a realistic representation of the contact failure
case, i.e. the contacts are present in the device but they lose the physical contact
with device parts on their non fixed side. Both secondary halo and resistive wall
impedance heating was applied as a constant heat flux on the jaws free surfaces
facing the beam, refer to Fig. The former was considered as evenly spread
on the jaw free surfaces while the latter was applied according to the resistivity of
the material (i.e. 75% of the load on the jaw graphite free surfaces and 25% on the
jaw titanium-copper free surfaces). The considered heat dissipation systems were:
conduction, radiation, on all the free surfaces, and convection, only on the external
surfaces of the tank. Furthermore, the TDIS cooling apparatus, a system of identical
pipes for each jaw in which 0.135 m?3/s of water at 27 °C flows, was also simulated.
The global temperature map is plotted in Fig. In this figure the component
with the highest temperature has been removed to optimize the scale for readability.
It is important to note that, the graphite remains below the 50 °C threshold for
vacuum acceptance.

The peak temperature at the end of the injection stage is observed on the lateral
straight RF-shielding (Fig. on the longitudinal RF-contacts between the
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two graphite modules. It is reported in Fig. Regarding mechanical stresses,
the maximum value is localized on the same component on which the maximum
temperature develops some centimeters downstream: at the connections of the lateral
straight RF-shielding with the tank, Fig. [7.65] This is due to the fact that the
maximum temperature is on a gap. At this point the material is unconstrained and
free to expand; whereas, the connection points between the tank and the straight
shielding fully constraint rotational and translational degrees of freedom. This limits
deformations and increases stresses on the lateral straight RF-shielding. However,
the maximum Von Mises stress value in the TDIS, 85 MPa is well below the yield
strength of the lateral RF-shielding material, stainless steel 314L, of 250 MPa. Thus,
the study concluded that also in the RF-contacts failure scenario there is no risk of
any other major failure in the TDIS.

7.3.5 Conclusions

This section reviewed the electromagnetic and thermo-mechanical analysis performed
to assess the quality of the new Target Dump Injection Segmented.

In this section, the impedance of the TDIS was characterized. The design was
found robust from an impedance perspective given the absence of trapped RM in
the structure for frequencies up to 1.25 GHz.

Furthermore, two critical scenarios were discussed: an accidental case of beam
impact on the device and another accidental case of complete longitudinal RF-
contacts failure during the beam injection. The TDIS was found able to cope with
the former scenario. Regarding the latter one, despite the fact that our findings have
highlighted some possible critical areas at the segment gaps, neither the developed
temperatures or the related mechanical stresses seem to be high enough to cause
problems, demonstrating the high quality of the design. Future studies should repeat
the analysis done here taking into consideration the two counter rotating beams
traversing the device. It was not possible to do so in this work since the two counter
rotating beams formalism (chapter [2)) was still not elaborated at the time of this
analysis. Further, future studies should also consider the actual gap of 4 mm in
between the jaws.
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Figure 7.63. Global temperature distribution.
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Figure 7.64. Detail of the hottest region in the TDIS: the lateral straight RF-shielding.
The maximum temperature is reached in the gap between the graphite modules, on the
RF-contacts.
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Figure 7.65. Stresses distribution maximum. Lateral straight RF-shielding, gap between
the graphite modules.
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Figure 7.66. A 3D, schematic model of the final TDIS. If the figure does not appear
interactive, please enable this function and click on it or use a recent version of /Adobe
Readerl




var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton6'){ocgs[i].state=false;}}

http://get.adobe.com/reader
http://get.adobe.com/reader

7.4 Conclusions 235

7.4 Conclusions

This chapter reviewed the electromagnetic and thermo-mechanical analysis performed
to assess the quality of two HL-LHC devices, The TCLD and the TDIS.

The impedance of both was characterized by simulations and it was assessed it
was not an issue neither for beam instabilities nor for RF-heating.

The TCLD simulations were bench-marked with wire, probe, and BPM mea-
surements. Despite some small discrepancies in resonant frequencies and shunt
impedances, there is reasonable agreement between measurements and simulations.
The agreement among the different measurements types, performed on the TCLD
prototype and on the TCLD pre-serie, allows to assess that the manufacturing and
assembly procedure did not impact the impedance of the device with respect to the
design.

The TDIS design was found robust from an impedance perspective given the
absence of trapped RM in the structure for frequencies up to 1.25 GHz. Furthemore,
the TDIS was found able to cope with two different failure scenarios, beam impact
on one of the jaw and RF-contacts detaching at the beam injection. Future studies
should repeat the analysis taking into consideration the two counter rotating beams
traversing the device.
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Chapter 8

Conclusions and Future Work

This thesis has discussed about design problems and solutions for beam intercepting
devices, with special focus on impedance minimization.

As a first step, in chapter [I] the justification for building new beam intercepting
devices for the CERN particle accelerators was given. It was discussed that, in
order to produce more results for physics, the CERN accelerator complex needs an
upgrade to increase the instantaneous luminosity. This can be achieved increasing
beam intensity and beam brightness, and, as a direct consequence, also the beam
stored energy. Two main projects were launched to reach the high luminosity goal:
HL-LHC and LIU. It was shown that, in the framework of these two projects, several
beam intercepting devices had to be redesigned and rebuilt since they will not be able
to perform their tasks with the new more intense and more energetic beam. Further,
since BIDs are among the machine components with the highest impedance and
since high impedance components may lead to beams instabilities and RF-heating,
in the redesign of the BIDs impedance minimization was a key aspect.

Subsequently, in chapter [2] the wakefield theory was reviewed and also original
contributions were discussed. The chapter has reviewed the wakefield concept in
general. It has distinguished between co-moving and counter-moving wakefield and
it has reported the already well known co-moving wakefield theory, introducing
longitudinal and transverse wakefunction, wakepotential, beam dissipated energy
and beam induced heating. Original contributions for the counter-moving wakefield
have been presented. In particular a definition of counter-moving wakefunction has
been given as well as a formalism to compute the counter-moving wakepotential and
the related beam induced heating. Some examples of counter-moving wakefunction
and wakepotential have been discussed: the wakepotential computed by the PIC and
the Wakefield solver of the commercial CST software has been benchmarked against
the wakepotential obtained semi-analytically with very good agreement. This has
assessed the capacity of the CST software to simulate the counter-rotating problem
and it is a good indication that the proposed analytical definition of counter-moving
wakefunction works. Furthermore, the problem of the beam induced heating of two
counter-rotating beams traversing the same vacuum chamber has been extensively
addressed. The formalism exposed in this work was able to explain the results
obtained by simulations and to reobtain results of previous studies. It was possible
to compute the RF-heating power of a vacuum chamber as a function of the delay
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between the counter-rotating beams entrance. This is a critical point to obtain the
worst case scenario that a device could experience, and, according to it, to design
the device cooling system.

Also chapter [3] was both a background and a results chapter. The definition of
longitudinal and transverse impedance was introduced and the energy and power
dissipated in a device by one or two counter-rotating beams was expressed as a
function of impedance in the frequency domain. As original contribution, the chapter
presented the derivation of a formula to identify the entrance delay between two
beams into a vacuum chamber that maximizes or minimizes the dissipated power
and energy transferred from the beam into the vacuum chamber. It was shown
that these entrance delays are frequency dependent. The example of one mode in a
pill-box cavity was discussed. In that case the derived equations were able to predict
the entrance delays between two beams that lead to the maximum or minimum
value of dissipated power in the device. This tool, if the time entrance delay between
the beams is fixed, can be used to easily detect modes in the device that could be
intensified constructively because of the passage of the two beams, allowing to take
the due modifications on the design. In the appendix it was also shown how to
compute the beam entrance delay in an accelerator given the position of the device
to analyze.

Chapter [], as result chapter, illustrated an accurate multi-physics approach
to simulate the local RF-heating mechanical and thermal effects on accelerator
devices. It explained the work flow of the method and showed examples of its
use. Furthermore, the proposed method was successfully benchmarked against
temperature experimental data taken during the LHC fill 4381 on the cylindrical
TOTEM Roman Pot. The thermal transient and steady state simulations well
reproduced the temperature evolution of the roman pot during the LHC run. The
results were found robust against variation of cooling parameters such as surface
emissivities, convection coefficients or contact properties. The method could identify
critical points in the design of the Roman Pot. To summarize, the proposed method
revealed itself capable to simulate the local thermal effects induced by impedance
on a device and it was used to understand the possible design improvements. This
method could be a key approach to deal with RF-heating design problems of future
high intensity, low emittance particle accelerators.

Chapter [5| was a background chapter. Some basic concepts of RF engineering
were introduced; the resonant mode quality factor, shunt impedance and resonant
frequency, distinguishing them between loaded and unloaded. Subsequently, the
CERN impedance measurement equipment was presented, followed by some of the
techniques used in this work to measure device impedance, i.e. probe measure-
ments, wire measurements and BPM measurements. For each one of them the data
acquisition and post-processing were discussed as well as the limitations.

Chapter [6] was a result chapter. The most common high impedance geometric
features usually present in a preliminary device design were analyzed and simple and
cost-effective way of modifying geometries and/or materials to obtain low impedance
designs were proposed. These low impedance design guidelines can be summarized
in five main points:

e Guarantee the electrical continuity of the device in the beam propagation
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direction, i.e. avoid gaps between parts of the same components.

e Minimize the empty volumes in the equipment and, when necessary, shield
them with RF-shielding. This avoids the empty volumes to start resonating as
parasitic resonant cavities. In eliminating empty volumes, keep in mind that
the distance of the material with respect to the beam has to be the highest
possible, this reduces the resistive wall impedance.

e Minimize change of section in the equipment and, when possible, guarantee
smooth transition between the different sections.

e Use materials with high conductivity wherever possible and check if they could
generate electron cloud issues.

e Ferromagnetic materials could be used to damp electromagnetic resonant
modes. However, they should be in the resonant mode field but as far as
possible from the beam orbit.

These guidelines were applied to improve the impedance performance of complex
devices: the Proton Synchrotron Booster Absorber Scraper, the Proton Synchrotron
internal dump and the Proton Synchrotron Ralentisseur. For the Proton Synchrotron
Booster Absorber Scraper, a striking impedance reduction of almost three orders
of magnitude between the preliminary and the final design was obtained. The
impedance of the Proton Synchrotron internal dump was reduced below the beam
instability threshold. Also, the process of selection of a low impedance design for
the ralentisseur was shown.

Finally, chapter [7| reviewed the electromagnetic and thermo-mechanical analysis
performed to assess the electromagnetic and thermomechanical performances of two
HL-LHC devices, The TCLD and the TDIS. The impedance of both the devices
was characterized by simulations and it was assessed it was not an issue nor for
beam instabilities neither for RF-heating. The TCLD simulations were benchmarked
with wire, probe, and BPM measurements. Despite some small discrepancies in
resonant frequencies and shunt impedances there is reasonable agreement between
measurements and simulations. The agreement among the different measurements
types, performed on the TCLD prototype and on the TCLD pre-serie, allows to assess
that the manufacturing and assembly procedure did not impact the impedance of the
device. The TDIS design was found robust from an impedance perspective given the
absence of trapped RM in the structure for frequencies up to 1.25 GHz. Furthemore,
the TDIS was found able to cope with two different failure scenarios, beam impact
on one of the jaw and RF-contacts detaching at the beam injection. Future studies
should repeat the analysis taking into consideration the two counter-rotating beams
traversing the device.

To summarize, the thesis has exposed general methodologies for the design of
beam intercepting devices taking into account their impedance minimization, the
thermo-mechanical impedance induced effects on the device and the nuclei matter
interaction between the particle beam and the device.

The goals of the work, reported in section are here restated for the seek of
completeness:
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1. Study, development and application of general principles for the mechanical
design of low impedance devices. Impedance simulations of the developed
designs. Prototype Construction. Test of the principles, benchmark of the
simulations against measurements taken on device prototypes,

2. Development of physical models, methodologies and tools to analyse and quan-
tify the RF-heating on components and the induced local thermo-mechanical
effects,

The first goal was reached with the elaboration and the application of the impedance
reduction guidelines to LIU devices and with the analysis and the measurements
performed on the HL-LHC devices. The second one was reached with the elaboration
of the method described in chapter [4] for the simulations of thermo-mechanical effects
due to impedance induced RF-heating, and with the original contribution on the
problem of the counter-rotating beams.

About this last point, the given result, despite very encouraging, revealed that
the problem of determining the wakefield of two counter-rotating beams traversing
the same vacuum chamber is more complex than expected. Thus, future studies will
continue the work done on this thesis to better understand what are the consequences
of the difference in transient co-moving and counter-moving wakefunction found in
chapter [2] on the RF-heating and on the beam instabilities.

Further, future studies should also apply the knowledge acquired on the counter-
rotating beams problem to better simulate the impedance induced heating in the
TDIS and understand and avoid possible related issues.

The thesis is concluded with a flow diagrams, Fig. [8:1] readapted from Weiland et
al. [39], that reports the work flow to design a BID from an impedance perspective.
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Appendix A

Computing the Beams Entrance
Delay

This is a brief appendix that shows how the entrance delay between two beams in
a device, Aty,p,, can be computed once the position of the device to study in the
accelerator is known.

Beam Two Trajectory

Beam Two Entrance Section

~o \Beam one Entrance Section

Beam One Trajectory

Figure A.1. Schematic drawing of a circular accelerator. C'is the accelerator circumference.
A generic device, of length L, having a center at a distance s;p from the interaction
point IP is shown. Two beams are moving into the accelerators. They are identical and
they are both moving with the same speed v. The different path that the two beams
have to do to enter into the device are shown.

In Fig. a schematic drawing of a circular accelerator is displayed. Let’s
define C' as the total accelerator circumference, and let’s consider a generic device,
of lenght L, having a center at a distance s;p from the interaction point IP.

Two identical beams are moving into the accelerator, with the same speed v. If
one sets ¢t = 0 as the time at which the two beams collide at the IP, one can say that
for ¢ > 0 they start moving away from the IP in different directions, refer to Fig.
A1l

Let’s recall that beam one enters into the device when it crosses the beam one
entrance section, while beam two enters into the device when it crosses the beam
two entrance section. Thus, one can say that beam one enters into the device at the
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time tq;:
SIp — 5
_ 2

P Al
1 ” (A1)

and beam two enters into the device at the time to;:

L
C—sip—%
tog, = ———mM=.

v

Thus, applying the definition of entrance delay between the beams one has:

C —2sp
Atppy =t —t1; = ——.

(A.3)
It is interesting to observe that the two beams entrance delay does not depend on
the length of the device, but only on the position of the device center inside the
accelerator and on the length of the accelerator. The distance from the nearest
interaction point s;p can be found easily for the CERN equipment in the CERN
layout database [I5§].
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