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Abstract 

Preliminary results on (x) F 2

n(x) and on F£/F$(x,Q2) obtained with a 90GeV and 280GeV muon 
beam, on the x-dependence of F£ a/F!j and F£ /F ï ( at 200GeV and on F £ B / * f at 90GeV are presented. The 
difference F\- F% indicates a deviation from the Gottfried sum rule. The ratio F*\F\ shows a stronger 
Ç2-dependence than the one predicted from NLO QCD with TM corrections. The ratio F ^ / F f is below 
unity for x < 0.1, exhibiting stronger shadowing in Ca, while it does not exceed unity for the larger x. 

Previous experimental results come from the 

E M C [2] and the B C D M S collaboration [3], and 

both were found to be consistent with S G = 1 / 3 

within the errors. In these experiments one of the 

main sources of uncertainties was the large contri­

bution to SG from the extrapolation of F%- F.J1 to 

the unmeasured region: 

Figure 1: F£(ï)-Fp(jt), full symbols and the scale on the 
right, and Sa(xmin_), open symbols and the scale on the 
left, from the NMC 280 GeV data. 
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1 Introduction. 

The New Muon Collaboration (NMC) has performed 

measurements of deep inelastic muon scattering on 

several target materials which were simultanously 

exposed to the beam. The measurements covered a 

kinematic range down to x=0.0035 and Q 2 =0.5GeV 2 . 

The x-distributions are discussed in terms of 

the Quark-Parton Model; the flavour symmetry of 

the nucléon sea and the momentum sum of the 

charged partons in the nucleus. The Q 2-dependence 

of the ratio F^jFl is used to extract the difference 

of higher twist terms in scattering on hydrogen and 

deuterium targets. 

2 The Gottfried Sum Rule. 

In the Quark-Parton Model (QPM), assumingisospin 

symmetry between the proton and the neutron, the 

integral SQ ^ So{^x/x)'i^2~ T̂) c a n D e writted as 

a sum of two terms: 

where u„(u) and d v (d) are valence(sea) parton dis­

tribution functions in the proton. 

In the Q P M , the value of the first integral is 

unity. If the sea is flavour symmetric (d = ii) then 

S G = 1 / 3 . Q C D corrections to this result are known 

to be small [1]. Therefore a deviation from 1/3 

can be interpreted as the signature of a flavour 

symmetry breaking in the sea. 

"On leave of absence from the Soltan Institute 
for Nuclear Studies, Warsaw. 
Present address: CERN, EP Division, 
CH-1211 Geneva 23. 

where (JGlmeas. is the value ot the integral (1) over 

the measured region of x (Aa; m c a , . ) . 

The preliminary results from the NMC mea­

surements extend down to x = 0.004 and the un­

certainty in the extrapolation is therefore reduced. 

Fig.l shows preliminary results on 2*?(x) - F^(x) 

at Q 2 --4GeV 2 together with the values of the in-



tegral SG{xmin) = $lmin{dx / x)\F%- F 2

n ) obtained 
from the 280GeV da t a " 

In the unmeasured region x < 0.004, .F!f(x) -
i ^ ( x ) was assumed to vary as x@ and fj ~ 0.5 
has been found to fit the points at small x. The 
min imum value of (3 compatible with the da t a is 
about 0.3. The result based on the 280GeV and a 
small fraction of the 90GeV da ta is: 

SG{X < Xmin) - 0.012 - 0.040. (3) 

An al ternative bu t not independent result has 
been obtained by the NMC [5] from F f - F 2

n defined 
as Fl~ F 2

n - 2Ff{l~R)/(l + R) where R =F?/F? 
has been determined from 280GeV NMC da ta [4] 
and F* was obtained from the fit to all muon and 
electron scattering d a t a published before 1989. 

The result , at Q2 = 15GeV 2 , was: 
Seisin = 0.004) == 0.219±0.008(rtai . )±0.021(*yaf.) 
and 
SG{X < xmin) = 0.010 - 0.020. 

Thus the NMC results consistently indicate tha t 
S G < 1/3. Using the values given by (2) and (3) 
one obtains: 

Figure 2; FJ'/î  as a function of log(Q2) in dhTerent bins 
of x from the NMC data at 90 and 280GeV. The lines show 
error boundaries for fits to a straight line. 

3 The F£/F${x,Q2) ratio. 

The F£/F%(x,Q2) rat io has been determined from 
90 and 280GeV muon interactions with H 2 and D 2 

targets . The log(Q 2 ) -dependence of the rat io to­
gether with the results of a fit to a straight line in 
different bins of x is shown in Fig.2. 

The slopes d(F?/F%)/d{lnQ2) of the fitted lines 
for each x-bin are plot ted Fig.3. 

The curves show predictions from the next-to-
leading order (NLO) QCD and also from NLO 
QCD with target mass (TM) effects [7]. In the 
region 0.1 < x < 0.3 the da t a show a stronger Q2-
dependence than the predictions. A similar t rend 
was seen in slopes obtained from merged SLAC 
and BCDMS F?/F% da t a [6], however this result 
also depends on the relative normalisat ion of the 
two experiments . 

It has been assumed tha t the difference in slopes 
between the d a t a and the prediction from NLO 
QCD with the T M effects is due to other remain-

x 

Figure 3: The slopes d(F2
n/F$)/d(lnQ 2) of the best-fitted 

lines in Fig.2 compared to predictions from NLO QCD (see 
text). 
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ing higher twist te rms which therefore must be dif­
ferent for hydrogen and deuter ium target . To esti­
mate their size, the following parameterisat ion has 
been used: 

tween higher twist terms in the F2 s t ructure func­
tions for hydrogen and deuter ium. 

4 Ratios of F 2 from Ca/d, C/d 
and Ca/C targets. 

Figure 5 shows the ratios F?a/F?(x) and J F f / # ( * ) 
from 200GeV data . The average Q2 changes from 
0.6GeV 2 at x=0.0035 to 16GeV 2 at x=0 .2 . 

Figure 5: The ratio F?a/F$(x) (full circles) and F2
C'/F$(x) 

(full squares) from the NMC 200GeV data. The open squares 
show preliminary results on F*e/F$(x) from FNAL [9]. 

A clear shadowing signal is seen for x < 0.07 
and it is strongest for Ca. For 0.07 < x < 0.2 the 
ratio C a / d is significantly above unity while for 
C /d this enhancement is less conclusive. In the 
same figure the preliminary results on the Xe /d 
ratio from the FNAL experiment E665 [9] are plot­
ted. Within the large (8%) systematic error from 
this experiment, no difference in the shadowing re­
gion is seen between Xe (A—131) and Ca (A=40) . 

621 

Figure 4: The difference of higher twist terms for H and 
D obtained from the NMC data on Ff/F$(x,Q2) compared̂  
to the corresponding result obtained from FP and F$ for 
SLAC-f BCDMS data [8] (see text). 

The shaded area in the figure shows the dif­
ference of Cp and Cd, where Cp and Cd were ob­
tained separately from the fits of the absolute F% 
or Fd, using parameter isa t ion (5) , to the SLAC 
and BCDMS da t a simultaneously [8].The present 
preliminary results indicate a larger difference be-

where CpW are the coefficients of higher twist terms 
for the proton (deuter ium) target . This parame­
terisation leads to: 

Using the calculated slopes dRNL0.QCD+TM/d(lnQ2), 
the values for Cp -Cd have been obtained from a fit 
of eq.(6) to the da t a points shown in Fig.2. The 
fits had probabilities comparable to straight-line 
fits discussed previously. The result of the fit is 
shown in Fig.4. 



Figure 6 shows the ra t io Ffa/Ff{x) from a 
higher stat is t ics experiment at 90GeV, where the 
average Q2 changes from 0.8GeV 2 at x=0 .009 to 
7GeV 2 at x = 0 . 2 . 

Figure 6: The ratio Ffa/Ff(x) from the NMC 90GeV (cir­
cles) and 200GeV (squares) data. The triangles show the 
same ratio from SLAC experiment [10]. 

Both nuclei are isoscalar and they have compa­
rable density while t he radius of Ca is 40% larger. 
Difference in shadowing between Ca and C is clearly 
seen. Outs ide the shadowing region the ra t io is 
consistent wi th unity. This result is confirmed by a 
previously discussed smaller stat is t ics exper iment 
at 200 GeV. T h e ra t io obta ined from the SLAC ex­
per iment [10] which covered x > 0.2, also does not 
exceed unity. F rom these observations it is con­
cluded t ha t the integral of the s t ruc tu re function 

[3] B C D M S : A.C.Benvenut t i et al. , 
Phys.Leti. 237(1990)599. 

[4] N M C : D.Allasia et al. , C E R N - P P E / 9 0 - 1 3 0 
(1990); submi t ted to Phys .Let t . . 

[5] N M C : presented by M. van der Heijden at 
Rencontres de Moriond, Les Arcs, March 
1990. 

[6] L .W.Whit low, P h . D . Thesis , SLAC, 1990; 
and SLAC-PUB-5100, 1990. 

[7] M.Virchaux ( B C D M S ) , private communica­
t ion. 

[8] B C D M S : presented by M.Virchaux at the 
Workshop on Hadron S t ruc ture Funct ions 
and P a r t o n Dis t r ibut ions , Fermilab, April 
1990; and M.Virchaux, private communica­
t ion. 

[9] E665: presented by C.Halliwell at this confer­
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[10] R.G.Arnold et al.,Phys,Rev.Lett.52(1984)727 

DISCUSSION 

J. Soffer (CPT-CNRS, Marseille): [Reference: Isospin 
violation in quark-parton distributions (G. Preparata, 
Ph. Ratcliffe, J. Soffer), post-deadline contributed pa­
per submitted to the Conference]. The analysis of recent 
and accurate DIS data leads us to conclude that isospin 
is strongly violated in proton sea-quark distributions. 
Such findings have severe implications for reliable global 
patron distributions fitting programs. 
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of a nucléon in Ca is smaller t h a n the one in C 
for the x-range covered by the measurements . In 
terms of the Qua rk -Pa r ton Model it implies t ha t 
the m o m e n t u m fraction carried by all charged par-
tons in Ca is smaller t h a n t ha t in C. 



I S O S P I N V I O L A T I O N I N Q U A R K - P A R T O N D I S T R I B U T I O N S 

Jacques aUJhrhK 
Centre de Physique Théorique, CNRS-Luminy, Case 907,13288 Marseille cedex 9, France 

One of the most fundamental results of the Quark-
Parton Model is the derivation of several sum-rules 
relating to the various deep-inelastic scattering struc­
ture functions. From their relationship to quark-
parton distributions it is readily seen that these 
sum rules simply count the numbers of valence type 
quarks in certain combinations. In ternis of these 
distributions the Adler sum-rule (ASR) [1] reads 

and the Gross-Llewellyn Smith sum rule (GLSSR) 

[2] reads 

and since qV2\.(x) = q(x)-q(x), the sea quarks don't 
contribute to the ASR and GLSSR. If one assumes 
isospin invariance in the sea, i.e. that U(x) = 
a further sum-rule may be obtained from the ASR 
namely the Gottfried sum-rule (GSR) [3] 

Recently the NMC at CERN [4] has reported very 
accurate data (see fig. 1) and a preliminary value 
for this integral from XB — 0.004 to 1 is 

GSR = 0.230 ± OMtystat.) ± 0M7(syst.) (4) 

which implies 

or the assumption that the GSR gets a substantial 
contribution from the region XB (0.004. The second 
possibility is ruled out because from the CCFR data 
at FNAL [5] for xF3(x) (see fig. 2) one gets 

GLSSR = 2.66 ± Om(staL) ± O.OS(syst) (6) 

in excellent agreement with the theoretical value 
(eq. (3)). 

We conclude [6] that this is an evidence for a 
strong violation of isospin in the proton sea. 
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MEASUREMENT OF THE XENON/DEUTERIUM INELASTIC CROSS SECTION RATIO 

USING 490 GeV/c MUONS 

C. HALLIWELL 

Physics Department, University of Illinois at Chicago, 

P.O. Box 4348, Chicago, Illinois 60680, USA. 

ABSTRACT 

Inelastic scattering of 490 GeV [i+ from deuterium and xenon nuclei has been studied at 
energy transfers (v) up to 370 GeV and four-momentum transferred squared (Q 2 ) down to 
0.1 GeV 2 , A depletion in the inelastic cross section has been observed from xenon com­
pared to deuterium in the kinematic range 0.001 < x B j < 0.08. The ratio of the 
xenon/deuterium cross section decreases with increasing v but does not depend on Q 2 , The 
data extend the v and Q 2 ranges studied previously in charged lepton and photoproduction 
experiments. The data agree qualitatively with models that invoke parton fusion in nuclei 
and models based on generalized vector dominance. 

INTRODUCTION 
Recent measurements C 1» 2^ have confirmed that 

the yield of inelastically scattered muons per nucléon 

from heavy nuclei is suppressed in the low xBj region; 

x B j = Q 2 /2Mv where Q 2 and v are the four-momen­

tum squared and energy transferred from the muon to 

the target and M is the target mass. This suppression, 

termed "shadowing", has been measured using virtual 

photons; it is reminiscent of earlier results obtained in 

photoproduction experiments New results from 

Fermilab experiment E665 augment these data by ex­

tending the kinematical range; this was made possible 

with the use of the highest energy muon beam avail­

able and a novel trigger. In addition, E665 has used 

the heaviest nuclei (xenon) to date[ 5 l 

APPARATUS 
E665's apparatus has been described in detail else-

wheret 6 ] . In this paper we will emphasize the ele­

ments that aie relevant to the study of low Q 2 , high v 

scattering, that is, the detection and measurement of 

muons scattered through small angles (9). 

The momentum of the incident muons was mea­

sured using a beam spectrometer consisting of multi-

wire proportional chambers and small scintillation 

hodoscopes placed upstream and downstream of a 

dipole magnet. The resolution of the wire chambers 

enabled a reconstructed momentum resolution of 

0.5% at 490 GeV/c. The hodoscopes defined the in­

cident beam for the small angle trigger (SAT) de­

scribed below. The scattered muon was identified by 

its presence downstream of a 3 m thick iron hadron 

absorber. Its momentum was measured by a forward 

spectrometer consisting of a large-aperture supercon­

ducting dipole magnet instrumented with proportional 

wire chambers and drift chambers. The momentum 

resolution of this spectrometer was 2.5% for a 490 

GeV/c muon; this corresponds to the following range 

of resolutions: 

Inelastic muon scattering at low Q 2 typically results 

in muons that remain within the geometrical phase 

space of the unssattered beam. An interacting muon 

was detected by the SAT as follows: the incident 

muon's trajectory was extrapolated through the for­

ward spectrometer to a hodoscope (placed down­

stream of the hadron absorber) and this position was 

compared to the counter that had fired. The event 

was recorded if the difference in the two positions 

was at least 2 counter widths. The SAT had signifi­

cant acceptance above Q 2 = 0.1 G e V 2 which corre­

sponds to a scattering angle of approximately 0.5 mr. 

There was increased acceptance at high v values 

and small 6. This kinematical region is dominated by 

events in which an incident |i loses a significant 

fraction of its momentum but continues travelling in 

its original direction. This frequently happens when 
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the |ii undergoes biemsstrahlung in the target or when 

small angle (i-e scattering occurs. These two pro­

cesses were the dominant backgrounds to inelastic \x 

scattering in the high v, low Q 2 region. Large angle 

p scattering in the hadron absorber was also a source 

of fake triggers. These events were rejected from the 

final event sample during the analysis stage by de­

termining that no interaction had occurred in the tar­

get. 

An essential role in this study was played by a 

large aperture electromagnetic calorimeter with fine 

longitudinal and transverse segmentation^!. This de­

tector allowed an event-by-event detection of radia­

tive photons which greatly reduced the uncertainty in 

the final corrections applied to the data sample. 

D A T A 

Data from two targets (xenon, A=131,8.5 gm/cm2 

and deuterium, 16 gm/cm2) are reported here. In 

addition to these, a hydrogen and an empty target 

vessel were used. 

In Figure 1 the yield from deuterium is shown as a 

function of XBJ with the lequirement that y = v/Ei n c < 

0.75; this requirement eliminates the majority of 

bremsstrahlung events. A significant fraction of p-e 

elastic scattering events survive; these events are 

peaked at xBj = rrie/mp = 1/1836. The width of the 

peak is a measure of the xBj resolution (20% at XBJ = 

0.0005) and agrees with the estimated resolution ob­

tained from chamber resolutions. The ji-e peak re­

stricts the kinematical region which can be used to 

analyze deep inelastic scattering using the p alone to 

XBJ > 0.001. A final event sample comprising 10276 

xenon and 9914 deuterium inelastic p scattering 

events was obtained by applying the following kine­

matical cuts: Ejnc > 400 GeV, v > 40 GeV, y < 0.75, 

Q 2 >0.1GeV 2 , and x Bj > 0.001. 

C O R R E C T I O N S 

Data from deuterium and xenon were obtained in 

two different time periods and therefore the yields 

were potentially sensitive to time dependent effects in 

the apparatus' performance. The following is a list of 

the major corrections (including time dependent ones) 

applied to the data: 

Empty target subtraction: A small fraction of 

events originated from material other than the xenon 

or deuterium targets. A correction for this was made 

by obtaining data from an empty target vessel with a 

yield of typically 4% of the full target. The correction 

was dependent on XBJ attaining a maximum value of 

15% at XBJ = 0.001. The estimated uncertainty on the 

ratio of the xenon/deuterium cross section was 1%. 

Normalization: Two independent methods were 

used to determine the beam flux. A difference of 

0.7% remained after studies. 

Scattered \i reconstruction: The efficiencies of the 

wire chambers in the forward spectrometer were time 

dependent which led to an uncertainty of 4% on the 

ratio of the cross sections. 

Target density: The uncertainty in the densities of 

the two targets led to a potential error of 0.4% in the 

cross section ratio. 

Radiative corrections: These corrections are espe­

cially important in the high y (low XBJ) kinematical 

region. Up D 70% of the scattered p yield from a p-

xenon interaction originates from radiative processes 

whch corresponds to a 25% correction on the cross 

section ratio. 
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Figure 1. Yield of scattered ji from deuterium. The data 
in the region 10"4are dominated by events with 0.01 < Q2 < 
0.1 GeV2- These data, and those corresponding to elastic 
scattering, were eliminated by the cut xBj> 10*3. 



The corrections were performed using a two-stage 

process. F i r s t , the kinematical cuts mentioned in the 

previous section were applied; these minimized the 

number o f bremsstrahlung and (X-e events. Second, to 

the remaining sample, two independent methods were 

used to estimate the necessary corrections : (a) events 

were discarded i f the electromagnetic calorimeter had 

detected more than 80% of the virtual photon's energy 

(v) and a requirement on the maximum number of en­

ergy clusters detected in the calorimeter was satisfied 

(b) event yields were corrected using a calculation 

based on a computer program t 7 ] . 

There was consistency between the two ap­

proaches (even at high y values where the correction 

is large). It i s estimated that a maximum systematic 

uncertainty o f 7% remains in the radiative correction. 

The results presented in the following section were all 

produced by applying calculated radiative corrections 

rather than by eliminating events using data from the 

calorimeter. Combining all the potential uncertain­

ties results in a maximum systematic error on the ratio 

of xenon/deuterium yields of ~8%. 

RESULTS 
The kinematics o f inelastic \i scattering are described 

by two independent variables, the choice o f which i s 

often influenced by the physics being studied. T h e 

data in this section are presented as a function o f Q 2 , 

v and xbj. 

T h e Q 2 variation o f the xenon/deuterium cross 

section ratio per nucléon is presented i n Figure 2 for 

an interval of X B J ; data from N A 2 8 H ' 2 ] for a similar 

XBJ range are also shown . In addition, a point from 

photoproductionW] is included. E665 's data increase 

the kinematical range previously studied and one can 

see that there is no evidence of a Q 2 dependence of 

the cross section ratio. 

The v dependence o f the xenon/deuterium cross 

section ratio is shown i n Figure 3. T h e E 6 6 5 data 

span a range 0.1 < < 0.5 GeV^ and are compared 

with N A 2 8 t g l and photoproduction data^. T h e E 6 6 5 

data are consistent with shadowing increasing with 

photon (real or virtual) energy; the amount o f shad-

Figure 3. Energy dependence of shadowing. E665 data are 
shown as solid squares and are compared to NA28 data $1 
(open squares) and A e ff /A for Cu data from photoproduc­
tion M (open circles). Only statistical errors are shown for the 
E665data. 

owing from virtual photons appears to be less than 

that from real photons. 
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Figure 2. dependence of the E665 o x e / o D c r o s s section 
ratio, (solid squares) compared to N A 2 8 , s t 1 » 2 l cal­
cium/deuterium data (open circles). The photoproduction point 
(shown as a shaded circle on the vertical axis) was obtained by 
extrapolating A eff/A for Cu data^l to Xe. Only statistical er­
rors are shown for the E665 data. 



The xbj variation of the data is shown in Figure 4; 

a strong suppression occurs as xbj decreases. E665's 

data are compared to structure function measurements 

from NA28. Increasing amounts of shadowing with 

Figure 4 . The xbj dependence of the xenon/deuterium cross 
section ratio. (E665 data, solid squares) and the Calcium/ deu­
terium structure functions (NA28 data, open circles). The esti­
mated systematic errors are 8%. (E665) and 6% (NA28). 
Only statistical errors are shown for the E665 data. 

atomic number, A, have been previously measured in 

photoproduction and \i scattering. E665's data are ex­

pected to lie somewhat below NA28's because of 

E665's heavier xenon target . This is not ruled out as 

the quoted systematic errors from the two experi­

ments aie 6% for NA28 and 8% for E665. Recent 

preliminary results from the high statistics N M C ex­

periment PI using calcium and deuterium targets re­

port iatios higher than those reported by NA28. 

Comparing E665's data with N M C s would lead to the 

conclusion that shadowing continues to increase with 

A even for heavy nuclei such as xenon. 

The E665 data in the vicinity of xbj = 0.002 sug­

gest that shadowing continues to increase with de­

creasing x B j ; there is no evidence for "saturation". 

COMPARISON WITH THEORETICAL 
MODELS 

E665's data aie consistent with an increase in 

shadowing with v; such a dependence is not pre­

dicted by vector meson dominance (VMD) or gener­

alized VMD models Shadowing is predicted to 

increase until the lifetime of the vector meson fluctua­

tion (t = 2v/[Q2 + m v 2 ] , where my is the mass of the 

vector meson) is comparable to the nuclear r a d i u s ^ . 

This should occur approximately at v = 5 GeV, after 

which no substantial increase should take place. 

There is no evidence for a Q 2 dependence of shad­

owing at constant x B j . This may be consistent with 

generalized VMD models [1142,13] Several parton-

models based on the concept of parton recombination 

have been proposed^ 1 4 ' 1 5 * 1 6 ! . Although within QCD 

it is expected that shadowing will decrease as Q 2 in­

creases, this effect is expected to be offset by the in­

crease in the density of Iow-xbj partons. A slow 

decrease in shadowing is expected as Q 2 increases! 1 4 ]. 

E665's data supports a weaker Q 2 dependence than 

predicted by most parton-based models. 

Many models predict shadowing for x B j < 0.1. 

However, most of them anticipate a smaller amount 

than is seen by the data; several also expect shadow­

ing to saturate because of the finite thickness of nu­

clei. The disagreement between parton-based predic­

tions and experimental data may be due to the 

theoretical calculations being performed at a fixed 

value of Q 2 , typically ~4 G e V 2 . In contrast to this, 

the data have been averaged over a Q 2 range for each 

x Bj value which leads to a correlation between x B j and 

Q 2 (for example at x B j = 0.0013, < Q 2 > = 0.4 G e V 2 

whereas at x B j =0 .13 , < Q 2 > = 2 0 G e V 2 ) . 

CONCLUSIONS 
New data have been presented for muons scatter­

ing inelastically from xenon and deuterium targets. 

The data increase the kinematical region previously 

studied and confirm that shadowing increases with 

decreasing x B j . The data support no Q 2 dependence 

for fixed x B j and a weak v dependence of shadowing 

is apparent for low Q 2 , high v photons. 
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ABSTRACT 

Partem Distribution Functions consistent with neutrino and muon deep inelastic scattering and Drell-Yan pair produc­
tion data have been extracted. This analysis incorporates experimental systematic errors and heavy target corrections; 
and explores the dependence of the results on kinematic cuts in the data, and choice of initial functional form. Ex­
tracted part on distribution sets are parametrized in a compact form, and are presented both in the DIS and MS-bar 
renormalization schemes. The form adopted is motivated by perturbative QCD and suitable for exploring the small-x 
behavior of the distributions. This is crucial for studying the range of predictions for Collider, HERA, and SSC/LHC 
cross sections. 

Introduction 

The QCD Parton Model provides a comprehen­

sive framework for describing general high energy pro­

cesses in current and planned accelerators and collid­

ers. In this framework, the cross-section O^AB^C for 

a hadron-hadron collision process A + B —• C + X , 

where C represents a final state of physical interest, is 

written as the convolution of a set of universal Parton 

Distribution Functions and parton-initiated 

fundamental hard cross-sections (rab-+c-

The process-independent parton distributions are 

the key link between the physically measured cross-

sections (TJLB-+C and the basic processes of the theory 

ffab^ç. The precise determination of these functions 

are of fundamental importance for the interpretation 

of experimental results within the Standard Model and 

in any search for "new phys ics" .^ Renewed current 

interest in this subject is motivated by: (i) "preci­

sion studies" of the SM where the largest sources of 

uncertainty are often associated with the input par-

ton distributions, especially the sea-quarks; (ii) the 

study of dominant QCD jet production and heavy fla­

vor production processes (both in their own right and 

as background in search of new physics) for which good 

knowledge of the gluon distribution is still lacking; and 

(iii) active studies of HERA, LHC and SSC physics 

for which a good handle on the small-z behavior of 

the parton distributions is a key ingredient which is 

* Presented by Wu-Ki Tung 
^Supported in part by NSF Grant No. PHY89-05161 

missing. 

Several well-known parametrizations ® of parton 

distributions extracted from early experimental data 

and using leading order QCD formalism have long 

been in wide use. Analyses based on more current data 

and incorporating next-to-leading order QCD evolu­

tion of the distribution functions have also recently 

become available However, most of these analy­

ses use only limited sets of data, some of which have 

since been significantly revised. Most of these analyses 

do not include experimental systematic errors or ex­

plore the dependence of the results on such factors as 

kinematic cuts in the analysed data, heavy target cor­

rections, choice of initial functional forms, etc. Since 

most modern applications of the QCD Parton Model 

either require a high degree of accuracy or involve ex­

trapolation of the kinematic variables (x,Q) well be­

yond the measured range, all these factors can signif­

icantly affect the predictions. 

A comprehensive review of the current status of 

DIS experiments and parton distribution analyses in­

cluding a plan to compile an extensive database and 

to investigate all the relevant factors in such analyses 

was given at the 1988 Snowmass Workshop ^ We re­

port here first results of this global analyis and present 

representative parton distribution sets with a range of 

different behaviors in a simple and easy-to-use form. 

Finally, we discuss some of the physical consequences 

in current collider processes, as well as projections for 

HERA and SSC energies. Details of this work can be 

found in a forthcoming publication^!. 
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Here, for clarity, we have suppressed a parton flavor 
label. The A-coefficient s will be referred to as "shape 
parameters" in our data-analysis. The important ad­
vantages of this parametrization are: (i) it is suited 
to represent / (&, Q) for all Q, thus reduce the special 
role of the arbitrarily chosen Q0 for the initial distri­
bution; (ii) it is guaranteed to be positive definite and 
it is smooth in both variables, and iii) it provides a 
simple and versatile way to study the small-x behav­
ior of the parton distributions. By selectively choosing 
Ai and/or As as active parameters, we can use exist­
ing data to explore the full range of power- and/or 
logarithmic-law small-as extrapolations of the parton 
distributions from the current range. (Cf. the section 
on small-z extrapolation of parton distributions later.) 

Data Analysis 
The D.LS. data sets included in this analysis are 

CDHSW^l neutrino scattering results in conjunction 
with EMC M and B C D M S ® muon scattering experi­
ments. These data sets were used in various combina­
tions to test both the consistency of the experimental 
results and the stability of the fitting results. All cal­
culations reported below use the full 2-loop evolved 
parton distributions and the appropriate 1-loop Wil­
son coefficients for the structure functions. 

We examined the stability of fitting results as the 
values of Q2- and W- cuts are varied; and determined 
that, without a priori knowledge of higher twist con­
tributions, consistent results are obtained with Q2 > 
lOGeV2 and W > AGeV. These default cutoff val­
ues preserve the bulk of the high statistics data and 
decrease any possible contamination of higher twist 
effects by at least a factor of 4 compared to most re­
cent global analyses. It is, of course, imperative to 
include the experimental systematic errors, especially 
when data from several different high statistics exper­
iments are included. We also make corrections for the 
"EMC" effect for scattering data on heavy targets. 

We next include lepton-pair production (Drell-

Yan process) data from the Fermilab E2881 1 0 ] and 

EeOôt 1 1 1 experiments. These data are particularly 

sensitive to the product of the u and û~ distributions. 
They provide a useful handle on the sea-quark (u). 
In addition, the gluon distribution comes in here in 
a direct way—as we are performing a next-to-leading 
order analysis. 

With the combined D.LS. and D-Y data used in 
our analysis, we consistently get good overall fits with 
1 0 - 1 1 independent shape parameters. In addition 
to the inclusion of point-to-point systematic errors, 
our fits incorperate an overall relative normalization 
factor for each experimental data set. The relative 
normalization factors obtained in these combined fits 
( + 8 % for EMC and -2% for BCDMS) agree quite well 
with those found independently by recent critical com­
parisons and reviews of these e x p e r i m e n t s ^ . With 
our usual choice of Q 2 -cut (lOGeV2), W-cut (4GeV), 
and error handling (systematic and statistical added 
in quadrature), the global fits to the BCDMS H2 & 
D2, CDHSW, and the E288 & E605, data (referred 
to henceforth as the "B-fits") involve 647 data points. 
The overall x 2 / d o f for these fits is on the order of 0.8 
and evenly distributed among the data sets - indicat­
ing a large degree of consistency among these different 
physical measurements in the QCD framework. Cor­
respondingly, the global fits to the EMC H2 & D2, 
CDHSW, and the E288 k E605 data with the same 
choice of kinematic cuts and error handling, (referred 
to henceforth as the E-fits) involve 472 data points; 
the overall %2 per degree of freedom is typically around 
0.93. The x2 of the individual data sets varies between 
0.65 - 0.85 for all sets except for the EMC D2 data set 
where it is around 1.5. Finally, the global fits to ALL 
the data combined (referred to as the S-fits) involve 
828 data points. The overall xV^of range is 0.94 -
0.97; the % 2/dof for the individual data sets are not as 
consistently distributed as for the B and E fits with 
the % 2/dof for the EMC data sets about a factor of 
two higher than the rest. To illustrate the quality of 
these fits, we show one of them (the S-fit) compared 
to a subset of CDHSW data on F2{x, Q) and the D-Y 
data set (E605) in Fig. 1. (Cf.Fig. 2 for comparison 
with the BCDMS data.) 

It should be mentioned that the data used in 
this analysis is not sufficient to differentiate the var­
ious sea-quark flavors or to independently probe the 
gluon. Thus, certain assumptions on the sea-quarks 
(e.g. SU(2) or SU(3) flavor symmetry) and gluon 
and sea-quark shape parameters must be made. Im­
proved quality data from direct photon production ^ 
and W- and Z- production as well as semi-inclusive 
deep inelastic scattering, such as charm-production, 
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Functional Form of Distributions 

Although there is no real theory on the correct 
functional form of the parton distributions in the 
framework of QCD, the natural occurrance of loga­
rithmic factors in perturbative quantum field theory 
lead us to adopt the ansatz: 



Figure 1: Fit-S compared to CDHSW F2(x,Q) and 
E605 D-Y data 

will eventually furnish independent information on the 
gluon and individual sea-quark distributions, hence al­
low the unconstrained determination of these distribu­
tions 

Comparisons with Existing Distributions 
To compare our global fits to D.I.S. and D-Y 

data with previously published sets of parton distri­
bution functions, we have to bear in mind that some 
crucial data sets used in earlier analyses have been 
significantly revised (e.g. compare the 1983 CDHS 
data! 1 4 ! with the new CDHSW results.^); and that 
the very high statistics BCDMS muon data are not 
used by most existing published parton distribution 
sets. Thus, such distributions should not be expected 
to fit current accurate D.I.S. data to within the exper­
imental errors. Fig. 2 illustrate this fact by compar-

Figure 2: Comparison of subset of BCDMS data with 
published parton sets. 

ing a representative group of BCDMS hydrogen data 
with the structure function F2 calculated from the fol­
lowing parton distributions: our B l set (dark-solid), 
EHLQ-1 (dashed), Duke-Owens-1 (light-solid), MRSB 
(dashdotted), and DFLM-NLLA (dotted). Note that, 
of the last four sets, only MRSB used (an earlier ver­
sion of) the BCDMS data in their analysis. This plot 
illustrates that for QCD parton model studies requir­
ing accuracy, the earlier well-known parton distribu­
tion sets are no longer sufficient. The fact that the 
DFLM set was obtained without using the muon data 
also clearly shows in this plot. 

Any direct comparison of distinct sets of parton 
distributions themselves must take into account the 
precise definition of the distribution function adopted 
as, in next-to-leading order of QCD, these quanti­
ties depend critically on the renormalization scheme 
used. The shape of the gluon distribution, in partic­
ular, depend sensitively on the choice of scheme, as 
the conversion formula contains a term from radiating 
valence quarks which can be quite important at large 
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x. (cf. Ref^l) Of the two recent published analyses, 
the DFLM sets are in the so-called DIS scheme (in 
which the gluon contribution to the total inclusive F2 

structure function is, by definition, absorbed into the 
quark distributions), whereas the MRS sets are in the 
("universal") MS-bar scheme. In our analysis, we use 
the DIS scheme distributions in the fitting process for 
the practical reason tha t the comparison with F2 data , 
which dominate the fit, is made very simple. The re­
sults of these analyses, however, can be presented in 
any scheme with the proper transformation applied. 

Parametrization of Results 
One of the important motivations for adopting the 

functional form, Eq.(O.l) is tha t it is naturally suited 
to represent the parton distributions at any value of 
Q. Thus, although involved numerical methods are 
used in generating the parton distributions, it is pos­
sible to re-express all the final results in this simple 
functional form for any given Q. The QCD-evolution 
of the distribution functions then manifests itself in 
Q-dependent A-coefficients. Because the natual evolu­
tion variable is log(log(<5)), we can expect rather weak 
Q-dependence of these coefficients which are then eas­
ily parametrized by simple functions. Hence we rep­
resent our parton distributions in the form (0.1), and 
parametrize the A-coefficient s for each parton flavor 
as: 

arbitrary assumption. Since the effective power A\ 
changes rapidly with Q in the relatively low Q region 
where evolution s tar ts , any assumption one makes is 
highly dependent on the choice of Q0. Our method 
does not prejudice this choice. Secondly, by intro­
ducing a logarithmic factor (log x)A* in the functional 
form, Eq.(O.l), we allow for the possibility of logarith­
mic extrapolation to the small-a; region in addition to 
the traditional power-law extrapolation. This is logi­
cal, as the evolution equation naturally introduces log­
arithmic dependences of the parton distributions even 
if one starts with a pure power-law function. 

For a given selection of da ta sets we routinely per­
form fits with the A\ factor alone, with the A3 fac­
tor alone, and with both as fitting parameters. Since 
available da ta in D.I.S. and D-Y processes involve a 
limited range in a;, we are able to get good fits in all 
three cases. Within the (a?,Q) range of current ex­
periments the resulting par ton distribution sets yield 
very similar D.I.S. structure functions and D-Y cross-
sections; but they lead to different predictions far away 
from this range, especially for very small x. In this 
way, we can study the range of small-a; behavior of 
parton distributions allowed by current data in a sys­
tematic and quantitative way. 

For illustration, in Fig. 3a we plot the struc­
ture function F2 and the gluon distribution at Q2 = 
lOGeV2 in the x-range ( l O - 5 , ^ - 1 ) . The two repre­
sentative parton distribution sets " B l " and "B2" both 
fit the existing da ta (x > 0.03) but they have different 
Ai — A3 exponents which give rise to quite different 
predictions in the x < 0.03 range. In Fig. 3b the same 
quantities are plotted at Q2 = 10 4 GeV\ As expected, 
there is a migration of the partons to small x caused 
by the Q2 evolution, so that differences are reduced as 
Q2 increases. 

Since the HERA experiments are expected to mea­
sure the structure functions down to x — 10~ 4 , Fig. 3 
illustrates how these experiments can contribute to 
narrow the uncertainties as they exist now. Before 
these distributions are measured at HERA, "predic­
tions" on cross-sections for various processes at SSC 
and LHC which depend on parton distributions at 
small x have to be considered in the context of the 
uncertainties described here. 

In Fig. 4 we show next-to-leading order calcula­
tion of the y-distribution of lepton-pairs (D-Y) at the 
Tevatron energy for dimuon mass Q = 20GeV using 
the B l , B2 parton distributions along with MRSB and 
DFLM-NLLA. Here we see a dramatic difference, espe­
cially between the prediction of the B2-fit distributions 
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where T(Q) = log(log f/log ^f) and i = 0 - 3. The 
constant coefficients are determined by an overall fit 
to the particular parton distribution function over the 
range (10" 5 < x < 1, 3GeV < Q < 1 0 4 G e F ) . 
The resulting parametrization proves to be accurate 
to within the same degree as the original fit to data, 
thus it is a faithful representation of fitting results. 
This means each set of par ton distributions is speci­
fied by a compact table of the C-coefficients. Tables 
of such coefficients for the fits mentioned above can be 
found in Ref. [5] 

Small-a; Extrapolation 
We explore the small-a behavior of the parton 

distributions, which are consistent with current data, 
in two different ways which distinguish our approach 
from previous efforts. First , we leave the parameter A\ 
(cf. Eq.(O.l)) for the gluon and sea-quarks as a free pa­
rameter in the data analysis, hence its value (at a fixed 
value Qo) is determined by the da ta rather than by an 



Figure 3: Small-x extrapolation of xG(x,Q) and 
F2(x,Q) 

and the rest at high y values. This sensitivity is due 
to the contribution of the small-sc parton distributions 
to the D-Y cross-section — especially in the forward-
backward directions. This striking effect has been 
known for some time, based on crude inputs . The 
current calculation, using parton distributions known 
to be consistent with all current experiments, under­
lines the importance of the collider lepton-pair mea­
surements in probing parton distributions at small-x. 
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A QCD analysis of high statistics F 2 data on H2 and D2 targets, 
with determination of higher twists 

A. Ouraou 

D , P h . R E . , C.E.N. Saclay, 91191 Gif~sur-Yvette Cedex (France) 

A b s t r a c t We present the preliminary results of a 
QCD analysis of the high statistics BCDMS and SLÀC 
F 2 data on H2 and D 2 . At high Q 2 , the data are in good 
agreement with the predictions of perturbative QCD and 
lead to an improved measurement of AQCD

 a i l d a $ . At 
lower Q 2 , a precise measurement of non-pertuibative ef­
fects ("higher-twists") is obtained : they are very small 
below x = 0.40 and small, positive and increasing with x 
at higher x. Altogether, the data give a clear indication 
for the running of « 5 . 

In the past months, the final results of the two high­

est statistics measurements of F 2 on deuter ium and 

hydrogen targets have been presented. This set of re­

sults covers a wide kinematic range : 0.07 to 0.85 in 

x and 0.5 to 260 G e V 2 in Q 2 . These da t a are thus 

well suited for a test of per turbat ive Q C D as well as 

for a measurement of possible "higher-twist" (non-

per turbat ive) effects in the Q 2 -evolution of F 2 . We 

present here the preliminary results of such a study. 

T h e high Q 2 d a t a (7 to 260 GeV 2 ) are those ob­

tained by the BCDMS Collaboration [1] with their 

muon scattering experiment using a toroidal iron 

spectrometer; these da t a have already been used for 

QCD analyses of F 2 [2] at high Q 2 , where non-

per turbat ive effects are expected to be small. T h e 

low Q 2 d a t a (0.5 to 30 G e V 2 ) come from a coher­

ent global reanalysis of electron scattering da t a from 

a number of experiments a t SLAC spanning the t ime 

period 1970 to 1985 [3]. The main improvements com­

pared to previous publications are a bet ter determi­

nation of R(x, Q 2 ) and a correct t reatment of radia­

tive corrections. This allows to increase the useable 

kinematical range. In the present analysis, we have 

used all the published data , apar t from the last x-bin 

(0.85), where only SLAC d a t a exist. 

T h e d a t a are shown in Figure 1, interpolated where 

necessary to the x-bins used here. T h e errors shown 

on Figure 1 are " total" errors, i.e. statistical and sys­

tematic combined in quadra ture . In addition to these 

point-to-point errors, there are global normalisation 

errors of 3 % and 2% respectively for the BCDMS 

and SLAC data . We do not discuss here the com­

parison and compatibility of these d a t a sets, which 

can be found in [4]. We nevertheless emphasize a 

specific point from ref. [4] tha t is impor tant for the 

t rea tment of systematic errors in our fits : the kine­

matical region where the systematic errors are largest 

in the muon scattering da t a corresponds to high x 

(x > 0.50) and low Q 2 . In this region, the system­

atic error originates predominantly from uncertain­

ties on the calibrations of the measurement of the 

incident and scattered muon energy and on the res­

olution of the spectrometer . These three sources of 

errors have a similar x and Q 2 dependence and can 

thus be combined quadratically into a one-standard-

deviation 100% correlated error which we call here 

the "main systematic error" of the BCDMS d a t a (see 

[5] for full tables of errors and [4] for a more detailed 

discussion). Unfortunately, this dominant systematic 

error is largest precisely where the low Q 2 SLAC and 

high Q 2 BCDMS d a t a overlap to some extent. 

We have employed for these fits a computer pro­

gram developed by members of the BCDMS Collab­

oration [6] tha t has already been used to fit the pre­

dictions of per turbat ive Q C D to the BCDMS d a t a 

(see e.g. [2]). This program performs a fully numeri­

cal integration of the Altarelli-Parisi equations (both 

singlet and non-singlet in next-to-leading order) . 

T h e free parameters in these fits correspond to 

- a description of the x-dependence of the non-singlet 

and singlet par t of F 2 ( F 2

j V 5 ( x , Q 2 ) and F2

SI{x, Q 2 ) ) , 

and of the gluon distribution xG(x, Q 2 ) , where Q\ 

is taken to be 20 G e V 2 and 

xG{x, Ql) = 0.48(1 + tj)[l - x)n 

with 7] fixed to 7 (when free, the typical error on 

this exponent is ± 2 , and the fits are not sensitive 

to the gluon distribution above x = 0.30). 

- the value of A ^ for four active quark flavours, 

- coefficients C t (one per x-bin and by target mate­

rial) describing the twist-four effects (HT) in the 

Q 2 -evolution of F 2 , such tha t 

F2

HT (*uQ2) = FÏT (*>,Q2) (i + Q / Q 2 ) , 
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Figure 1: High s tat is t ics measurements of F 2 on hydrogen (up) and deute r ium (bo t tom) ta rge ts . T h e fits 
shown are described in the tex t . 
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where F2

HT is the function tha t is fitted to the da ta 
and F2

T obeys the perturbative QCD (Revolu t ion 
according to Altarelli-Parisi equations. 

In addition to these phenomenological and theoret­
ical parameters that enter in the fit, we include four 
(two for each target material) "experimental" param­
eters describing the systematic errors 

- one for the relative normalisation of the SLAC and 
BCDMS da ta sets, 

- one for the dominant systematic error of the 
BCDMS data discussed above. In that case, we 
have taken into account all correlation effects; more 
explicitly, if F2{xi}Qfj and AF2

ty9 (&,-,<?]) are re­
spectively the values of F 2 and of the (one standard 
deviation) dominant systematic error in each bin 
{xiiQf)> t n e n t n e fàteà quantity is F 2 ( s t , Q?) + 
AAjP2

#lr* (xi, Q j ) , where A is the free parameter de­
scribing the "amount of BCDMS dominant system­
atic error". 

All the other sources of systematic error in the 
BCDMS and SLAC da ta are notably smaller (com­
parable to or smaller than the statistical error) and 
we have chosen to combine them quadratically with 
the statistical errors, and to use the resulting errors 
in the fits as if they were purely statistical. We thus 
ignore their possible correlations but this is of minor 
importance given their sizes. 

The QCD fits described above have been performed 
simultaneously on the H 2 and D 2 da ta and both with 
and without the inclusion of target mass corrections 
(TMC, from reference [7]). These corrections are 
computed numerically from the measured F 2 ' s them­
selves and do not involve any additional free parame­
ter. The results of the fits with T M C are summarized 
in Table 1. 

Table 1: Results of combined QCD (NLO) fits to 
BCDMS and SLAC data 

We now comment on the general features of these 
(preliminary) fit results. The x 2 ? s are good - smaller 
than one per degree of freedom, partly because we 

The recent results from the LEP experiments (typ­
ically 0.118 ± 0.012 [8]) are in agreement with this 
value. Our error on A is dominated by systematic er­
rors. The central value of 250 MeV is in agreement 
with recent measurements of A at high Q 2 [2]. The 
relative normalisation of the two da ta sets is every­
where smaller than 1.0% perfectly compatible with 
the absolute normalisation uncertainties of 3% and 
2% on the BCDMS and SLAC data. The amount 
of BCDMS main systematic error (A parameter) that 
corresponds to the best x2 l s °f order 1.4 times the 
published errors. 

We illustrate the good agreement between the mea­
sured Q 2-evolution of F2 and the one predicted by 
perturbative QCD on Figure 2. In this Figure, the 
points represent the values of the logarithmic deriva­
tives dlnF2/dlnQ2 for the hydrogen da ta at high Q 2 

(larger than 8 to 20 GeV 2 , depending on x), and the 
solid line is the prediction obtained from the fit (with 
Ajjç = 250 MeV). The dashed line corresponds 
to the fit result where the higher-twist coefficients Q 
are arbitrarily put to zero : this fit is also in good 
agreement with the da ta (at high Q 2 ) . The dotted 
line corresponds to the fit with no higher-twists and 
no target mass corrections : the difference is visible 
for x > 0.55, Our conclusions on the Deuterium 
da ta are similar. 

In Figure 3, we show the values of the coefficients 
C», both for H 2 and D 2 , with and without inclusion 
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have included some of the systematic errors in the 
total errors. They are slightly bet ter with T M C in­
cluded, but this is not very significant. As an example 
of the fit quality, we show in Figure 1 the fit including 
T M C . The solid lines represent the full fit, while the 
dashed lines represent the leading twist contribution 
( F f 7 ) . The overall description of the da ta by the fit 
is good. It is clear, from the difference between the 
solid and dashed curves tha t the influence of twist-
four terms in the Q 2-evolution of F 2 are negligible 
above ~ 2 GeV 2 a t low x (x < 0.30) and ~ 10 GeV 2 

at higher x. 
The value of is almost the same in the two fits 

MS 

(it is here rounded to the nearest 10 MeV), and the 
total error on A is rather small (40 MeV) : in terms 
of as, we get : 

This corresponds to : 



Figure 2: The logarithmic derivatives dln¥2/dlnQ2 at 
high Q 2 for the H 2 da ta . The solid line is the QCD 
prediction from the fit with H T and T M C (dashed 
line : T M C and no HT; dotted line : no T M C and no 
HT) for A = 250 MeV. 

of TMC' s . The x-dependences of these higher-twist 
terms are very similar in H 2 and D 2 da ta . They are 
small for x < 0.40, and even almost compatible with 
zero for fits with T M C ' s . As the C, parameters are 
nearly mutually uncorrelated in the fits, this fact is of 
clear physical significance. For x > 0.40, the higher-
twist terms increase with x, as expected; they are 
clearly smaller in the case of fits including T M C ' s . Be­
cause of the high statistical power of these data , this 
determination of higher-twist terms in deep inelastic 
scattering is presently the most precise. We consider 
remarirabie the fact tha t the inclusion of T M C ' s in the 
fits reduces everywhere the magnitude of the higher-
twist terms needed to describe the data , especially so 
at low x where this reduction is almost a cancellation. 

The behaviour of these higher-twist terms has two 
interesting consequences : first, concerning the large 
x domain (x > 0.25), the values of Ajjg resulting from 
QCD fits on high Q 2 da ta ( Q 2 > 20 GeV 2 ) are not 
significantly affected by these higher-twist terms; sec­
ond, concerning the lower x domain, the higher-twist 
influence on the Q 2 -evolution of F 2 is so small that 
even da ta at ra ther low Q 2 (down to 1 GeV 2 ) can be 
used in the estimation of the gluon distribution. 

Finally, we have performed pseudo-QCD fits to the 
same data , identical to the previous ones apar t from 

Figure 3: The higher-twist coefficients d as a func­
tion of x for H 2 and D 2 da ta . Full (open) circles are 
for fits with (without) T M C . 

the fact tha t we have imposed tha t as show no Q 2 -
variation. In perturbative QCD, as(Q2) is expected 
to decrease significantly from 1 to 250 G e V 2 (by a 
factor 2.5), and we want to see if the da t a are sta­
tistically powerful enough to favor the running of as-
These "as = constant" fits have slightly worse x 2 ' s , 
the difference with QCD fits being a bit over 10 units. 
The resulting higher-twist coefficients C,, however, 
are significantly larger than in the QCD fits. This is 
illustrated in Figure 4 (analogous to Figure 1 bottom-
left), where the amount of higher-twist terms needed 
to decribe the Q 2-evolution of F 2 is indicated in each 
x bin by the difference between the solid and dashed 
lines. Obviously, it is much more natural to have a 
running as with very small higher-twist terms than a 
constant as and large higher-twist contributions. We 
consider tha t this comparison gives a strong physical 
indication for the running of as-

We have presented combined QCD fits to the two 
highest statistics F 2 da ta on hydrogen and deuterium 
targets. These da t a are in good agreement and are 
complementary : the high Q 2 da ta of BCDMS allow 
to test the perturbative QCD predictions and the low 
Q 2 da ta of SLAC lead to a precise determination of 
the magnitude of non-perturbative effects in the Q 2 -
evolution of F 2 . The da ta are well described over 
the whole Q 2 - range (0.5 to 250 GeV 2 ) by perturba­
tive QCD fits including target mass corrections and 
higher-twist terms; these terms are very small or neg­
ligible at low x (x < 0.40) and they are small, positive 
and rise with x at higher x. The value of as obtained 
from these fits constitutes the most precise measure­
ment of this fundamental quantity. Moreover, the 
da ta give an indication for the running of a $ . 
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Figure 4: a $ = est fit to the deuterium da ta for 

x < 0.30. The solid lines are the result of the fit 

and the dashed lines visualize the Q 2 evolution with 

no H T . This can be compared directly with Figure 1 

(bottom-left). 

T h e work presented here has been done in collab­

oration with A. Milsztajn, A. Staude, K.M. Teichert, 

M. Virchaux and R, Voss. 
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A B S T R A C T 
Comparison of the measured s t ruc ture functions for the pro ton and deuteron from the SLAC, 
B C D M S , N M C and E M C are made . A consistent set of s t ructure functions from the four 
collaborations is obtained if small normalisation shifts are made to the d a t a and the same 
theoretical model for R = <TL/&T is assumed to derive F 2 from each da t a set. 

Over the pas t few years there have been many 
discussions of the apparent disagreements in the 
measurements of the pro ton s t ructure function F2. 
Fig. 1 shows the d a t a as published [1,2,3], which 
has been presented as evidence for disagreements 
between the exper iments . We show below tha t 
if the F2 values are derived with the same input 
theoretical model for R = (TLI^T^ reasonable 
consistency is obta ined between the different da t a 
sets if small relative normalisat ion shifts within 
the quoted normalisat ion uncertainties are applied. 
Here &L a n ( i A T a r e the to ta l cross sections for the 
absorpt ion of longitudinal and transverse photons , 
respectively. 

The values of F2 in fig. 1 from each group have 
been obtained with different models for R. Since 
R is ra ther imprecisely measured, it is necessary to 
assume a model to calculate it in order to derive F2 
from the measured cross section which is a function 
of two unknown s t ruc ture functions (in this case F2 
and R). B C D M S compute R from Q C D , SLAC use 
values derived from their measurements which are 
similar to those computed from QCD and E M C take 
R = 0, as expected from the quark pa r ton model. 
Recent measurements of R [1] are in reasonable 
agreement wi th QCD calculations [4] when target 
mass corrections [5] are included. This model will 
be adopted here . 

In this pape r we rederive all the values of F2 
from the three groups using this same theoretical 
model to compute R for each group. In addit ion, 
the da t a are renormalised within their normalisa­
tion uncertaint ies which are taken to be approxi­
mately gaussian. T h e value of F2 are insensitive to 
R for x > 0 .1 , bu t for x < 0.1 the differences are 
significant compared to the differences in fig. 1. 

Fig. 2 shows the da t a in fig. 1 with F2 red-
erived in this way for all three groups. Normalisa­

tion shifts of -2% are applied to the BCDMS da ta 
(quoted uncertainty 3%) and + 7 . 5 % to the EMC 
da ta (quoted uncer ta inty 5%). A much more con­
sistent picture emerges wi th reasonable agreement 
between BCDMS and E M C at large Q2 and fairly 
smooth extrapolat ion between the lower Q2 SLAC 
da ta and the CERN d a t a at larger Q 2 . Some mi­
nor disagreements remain in the overlap region be­
tween BCDMS and SLAC at large x. In addit ion 
the B C D M S d a t a tend to lie below E M C in the 
largest x bin where the E M C errors are very large. 
It has been shown at this conference [6] tha t an in­
crease of the BCDMS F2 values by 1.5 times the 
quoted main systematic error brings the BCDMS 
and SLAC da t a into agreement in the overlap re­
gion at large x. Such an increase will also decrease 
any residual difference with the E M C d a t a in this 
region. 

Fig. 3 shows the slopes dF2/dln(Q2) as a 
function of x for the BCDMS and E M C da ta 
compared to the predictions of Q C D . There is good 
agreement between the d a t a sets indicating tha t 
any angular dependent systematic shifts are under 
control. In addit ion, there is good agreement with 
the predictions of Q C D . 

Fig. 4 shows the ra t io F2n/F2p as a func­
tion of x from the EMC[7], BCDMS[8] and NM-
C[9]. Wi th in the quoted errors there is good a-
greement between the three da t a sets. Since F2n 
is related to the s t ruc ture function for deuter ium 
( F 2 n / F 2 p ~ 2F2d/F2p — 1, neglecting smearing ef­
fects), this implies tha t there is similar consistency 
between the deuter ium d a t a from E M C , BCDMS 
and SLAC to the pro ton d a t a providing tha t the 
same normalisat ion corrections are made and the 
same assumptions for R are used to extract F2. 
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Fig. 1 The da ta on F2 as published [1,2,3] using 
different models for R by each group and 
before any normalisation shift. 

Fig. 2 The da ta from SLAC, EMC and BCDMS, 
using the same theoretical model for R to 
extract F2 and with the small normalisa­
tion shifts indicated. 

C o n c l u s i o n s 

We find tha t a reasonably consistent picture of the 
proton and deuterium structure function measure­
ments is obtained for the da ta from SLAC, BCDMS, 
EMC and NMC providing that the same assumed 
variation of R is assumed to extract F2 and small 
relative normalisation shifts within the normalisa­
tion uncertainties are applied to the data . 
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Fig. 3 The measured slopes d £nF2/d ùiQ2 as a 
function of x. The smooth curve repre­
sents the behaviour expected from QCD 
with A L O = 230 MEV. 
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Fig. 4 Ratio F2n/F2p. Inner errors are statistical, 
outer systematic and statistical combined. 

DISCUSSION 

Q. A. W . Thomas (Univ. Adelaide): Could you please 
clarify the effect of this analysis on the spin sum rule 
for the proton published by the EMC[10]. 

A. T. Sloan: It will increase the value of the integral 
of the spin structure function gi by 3.2% of the value 
quoted in [10]. This integral is relatively insensitive 
to the changes in F2 discussed here since the spin 
result (see table 9 of [10] was obtained by averaging 
over F2 determined from several sources. 
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THE PROTON SPIN, THE AXIAL ANOMALY, THE U(l) PROBLEM AND ALL THAT 
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A B S T R A C T 

Various aspects of the proton spin structure are discussed in particular, the present situation of the role 

played by the axial anomaly, the U ( l ) problem and the connection of the quark spins with the if-meson 

coupling constants. 
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1. W H A T I S T H E P R O B L E M ? 

Let us recall t ha t the proton spin problem arose 

wi th the new measurement performed by the Eu­

ropean Muon Collaboration (EMC) of the pro ton 

spin-dependent s t ruc ture function g[(x), down to 

the very small x-region [1], T h e first moment of 

g\(x) was accurately determined and found to be 

pro ton spin ? W h y is the fraction of the pro ton 

spin carried by s t range quarks so large ? How do 

we unders tand in per turba t ive Q C D ? Are there 

impor tan t non-per turba t ive effects ? This s i tuat ion 

has produced a vast theoretical debate and has gen­

era ted a s t ream of papers . We will only discuss few 

of the very many current ideas a n d t ry clarifying 

some problems related t o them. 

2. T H E A X I A L A N O M A L Y 

C O N T R I B U T I O N 

Prom the factorization theorem in per turba t ive 

Q C D , it was proven [3] t h a t the singlet pa r t of Ff 

reads 

where Nf is the number of quark flavor and (e^) 

is the average over the quark charges. The first 

t e rm corresponds, for deep inelastic scattering, to 

the naive pa r ton model (fig. l a ) whereas the sec­

ond t e rm is due t o the short-range interact ion of 

photons wi th polarized gluons via the quark box 

d iagram (fig. l b ) . 

Indeed, photons see the gluon helieity distri­

but ion A</, because of the axial anomaly resulting 

from the non-conservation of j * . This gluonic con­

t r ibut ion need not to be a small correction because 

Ag grows with Q2 such t ha t Ag ~ a j 1 , due to the 

evolution equat ions. Both A E and Ag = Nffj^Ag 

are Q2 independent and the E M C result (eq. (1)) 

where Aq/ = j Q dx yq^(x) — qJ(x)J (and idem for 

q) is compatible with zero, A E = (3 ± 9 ± 17)%. 

Usually A E is assumed to be related to the expec­

ta t ion value between pro ton s ta tes of the flavor sin­

glet axial quark current j * = #/7/*75<7/- This 

small value of A E constrasts with the naive con­

st i tuent quark model (NQM) where t he pro ton is 

m a d e of quarks in s-state, so tha t A E ~ 1. In ref. 

[2] it was explicitely assumed tha t for the s t range 

quark A s = 0, whereas A E ~ 0 corresponds to As 

large and negative (As ~ — • 25). 

Several obvious questions must be asked and 

in par t icular : Is there something wrong with the 

much smaller t h a n ant icipated [2]. The naive inter­

pre ta t ion of this impor tan t result , combined with 

informations on hyperon /3-decay, is t h a t the to ta l 

fraction of the pro ton spin carried by the quarks 

(and ant iquarks) 



which also reads 

Fig. 1 

can be interpreted as a compensation between A E 

and Ag. Of course this implies a large and positive 

gluon polarization Ag ~ 5. This approach has been 

strongly criticized [4,5] on the basis of the following 

arguments : i) the box contribution to r*11181' has 

infrared instabilities, i.e. one gets different answers 

if the quark squared mass rn2 = 0 and the gluon 

squared mass k2 ^ 0 or if vice versa m2

q ^ 0 and 

k2 = 0, so this correction cannot be properly de­

fined ii) there is only one operator , i.e. j j j , which 

couples to T j 1 1 1 8 1 ' , so from the absence of a local 

gauge invariant gluon spin operator , it seems mean­

ingless to t ry t o separate gluon and quark contri­

but ions. These objections have been answered [6,7] 

and a direct calculation [8] of the box diagram for 

m2 ^ 0 and k2 ^ 0 in the scaling limit Q2 —> oo, 

shows tha t this contr ibut ion has two well defined 

gauge invariant local limits. One has 

in the quark distr ibution and with A E ' = A E — Ag 
we have 

The first solution is more na tura l for light quarks 

because eqs. (7) are jus t the analytic continua­

tion of t he evolution equations for higher moments 

m > 2 and it is not ambiguous if the quark term is 

specified as a conserved quantity. 

Concerning gauge invariance, the problem does 

not arise for m > 2 because one can built from the 

quark fields #/ and the gluon fields A£, two local for 

gauge invariant operators . Therefore A E and Ag 
can be defined as analytic continuation to m = 1 

of gauge invariant quantit ies. In the axial gauge 

nuAv = 0 one has 

where j \ introduced before is the quark spin oper­

ator and Kv — Nf~^tVVk„9A^F^ is the gluon spin 

operator . The substract ion of the anomaly makes 

A E Q2-independent as a consequence of the Adler-

Bardeen relation 

dwjl = dvKu = Nt^F%F% = Q (10) 

The non-gauge invariance of Ku is connected to a 

te rm non-analytic in m due to a non-perturbat ive 

contribution [9] and al though Ku is not the gluon 

spin, its projection Kunu is invariant under infinites­

imal gauge transformations of per turbat ive QCD. 

3. T H E R E L A T I O N T O T H E 

£7(1) P R O B L E M 

For non-symmetric matr ix elements of these cur­

rents jl and Kv, in any covariant gauge, one has 

From the gauge invariance ot ovKv and in the ab­

sence of a zero mass axial pole in per turbat ive QCD 

i.e. 
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rhich so A E is conserved and the anomaly is included in 

the subprocess. In the second case, the anomaly is 

These two limits correspond to two different defini­

tions of A E and different evolution equations. 

In the first case, 



are two quantit ies manifestly gauge invariant. How­

ever this is not t rue in general because for the reso­

lution of the 17(1) problem in QCD, Kv must couple 

to a zero mass ghost pole whose mixing with the 

n inth Nambu-Goldstone boson rj'0, gives an addi­

tional mass Amvi = A 2 / / ^ where À2 characterizes 

the ghost coupling and is the rf decay constant . 

T h e ghost contributions are shown in figs. (2a,b), 

where we consider the possibilities of a coupling of 

the ghost to NN either through the physical rj1 or 

directly. 

where gv<oNN = gv'NN ~ àm^gq is the ^ coupling 

constant to NN. 

One gets a different result in an approach which 

uses an effective chiral Lagrangian [12], where Gi(O) 

is disregarded. As a consequence, the EMC result 

is interpreted as the vanishing of g^oNN- We believe 

tha t presumably gQNN is small, so if one assumes 

9r}'0NN — OTJ'NN — 7.5 (in reasonable agreement 

with 517(6) i.e. gn>NN = g^NN^/à = 6.8), eq. 

(15) yields A E ~ 1.14 which is remarkably close to 

the NQM value ! 

Very recently the corrections to eq. (15) due 

to quark masses and to rj — rf — 7t° mixing have 

been calculated [13]. We recall tha t two large cor­

rections due to the 7t° admixture and to the light 

quark masses u and cî, which have opposite signs for 

proton and neutron, cancel out exactly and there­

fore one does not observe isospin violations. The 

final result is 

whose numerical value is 0.94 ! 

4. W H A T IS NEXT ? 
Clearly one needs a further confirmation of the 

EMC result on #f(x) and also a measurement of 

gi(x) on neutron. Whereas the Ellis-Jaffe sum rule 

[2] is modified by Ag, this is not the case for the 

Bjorken sum rule [14] 
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which is protected from the anomaly and has a 

small QCD correction. It could be wrong [15] and 

this burning question largely justifies several pro­

posals for making this crucial experiment at CERN 

(NMC collaboration) and at HERA (HERMES col­

laborat ion). We also recall tha t there is a strong 

phenomenological argument based on positivity [16], 

against a large measured As, which gives 

In this case eq. (12) does not hold since we have 

Now using eq. (11) and the Adler-Bardeen relatior 

one gets 

bo th sides being renormalization group invariant 

because of the conservation of jl — Kv. So in the 

limit q2 —• 0 one obtains [11] 



From réf. [8] it was also found that Ag(x) is small 

at finite Q2 and contributes only in the very small 

z-region, below the EMC data . However due to the 

regularization procedure, there are some ambigui­

ties in the short range contribution of the triangle 

diagram which lead to an ambiguity in the quark 

contribution and could also modify the evolution 

equations. 

One should hunt for direct evidence of a large 

and positive A#, for example, in polarized pp col­

lisions (direct photon, je t production, e t c . ) and 

one should also try to get a bet ter determination 

of dri'NN- To conclude, the proton spin problem is 

more challenging than ever ! 
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DISCUSSION 

Q. A. Kisselev(IHEP, Protvino): There is a serious 

inconsistency of your main result. The point is that 

gluon contribution sg does depend on large gauge 

transformation. So, according to your definition of 

quark contribution to the proton spin E, it must also 

depend on a gauge chosen. That is why £ cannot 

be directly related with hadron couplings, which are 

physical gauge independent quantities. 

A. J. Soffer: I work at the perturbative level. And 

in perturbative QCD gluon contribution to the pro­

ton spin sg remains invariant under relevant gauge 

transformation. 
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Experimental data suggest that strange quarks in the proton carry 
a small part of the proton momentum, but a relatively large part of 
the spin projection. To resolve jthis problem a hypothesis is 
conjectured that the appearance of ss pairs in the proton is caused 
by the same nonperturbative mechanism (instantons) which probably 
is responsible for Okubo-Zweig-Iizuka rule violation in mesons.The 
experiments in which this hypothesis can be tested are proposed. 

I.Introduction. 
The recent experimental results of 

EMC [1] on deep inelastic scattering 
of polarized muons on polarised protons 
(together with the earlier results of 
SLAC [ 2 ] ) indicate [1,3,4] that a large 
part of the proton spin projection is 
carried by strange quarks. The descrip­
tion of the data gives [1,3,4] 

works strongly depends on the spin and 
parity of the mesons: in vector and 
tensor nonets the mixture of ss and 
uu+dd is very small, while in pseudo-
scalar nonet it is of the order 0(1). 
These facts cannot be explained by 
perturbâtive QCD. 

2.Inst ant oris and Quark Mixing. 

The qualitative explanation of the 
OZI rule realisation and violation in 
meson multiplets was proposed in Ref.6. 
It was suggested that the most impor­
tant nonperturbative configurations of 
the gluonic field in QCD vacuum are of 
the instanton type. Consider the mixed 
polarisation operator, representing OZI 
rule violation: 
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where s+__(x) are s-quark distributions 
with helicities-1/2. As follows from 
the same data Au=0.78, Ad=~0.47. There­
fore As is comparable with the part of 
the proton spin projection carried by 
u- and d- quarks. Since Aq f V<p|q7^q|p> 
q=u»d,s the EMC result indicate a rela­
tively large matrix element in the pro­
ton of the operator s 7 ^ s . On the 
other hand, it is known experimentally 
[5] that the part of the proton momen­
tum carried by strange quarks is small 

v| is proportional to the matrix ele­
ment <p|9^|p>,where 8^ is the energy-
momentum tensor of strange quarks. 
The question arise: how these two 

facts can be reconsiled? We propose a 
possible solution of this problem. We 
point out that the question fhow many 
strange quark pairs are there in the 
proton?1 is not well defined until one 
specifies the operator which Is discus-
sed.A similar situation is well known 
in mesons.The question of strange 
quark content,or the degree to which 
the Okubo-Zweig-Iizuka (OZI) rule 

ffhere j s * u * a are VfA,P,SfT currents of 
s»u,d quarks.Disregard the perturbâtive 
gluon exchange and take quarks as 
moving in an external instanton field. 
Then the r.h.s.of eq.(3) factorizes 
(FIg.1) 

Fig.1 The diagram representing the 
mixed polarization operator (4) in the 
instanton field. The instanton is de­
picted by the black point. 
It was shown in Ref.6 that the matrix 

elements <0|j(x)|0>inst in the delute 
instanton gas approximation are zero 



Pig. 2 

A direct consequence of this hypothe­

sis is that <p |8® lp> does not receive 

contributions from nonperturbative ef­
fects. Therefore the part of the 
proton momentum carried by strange 
quarks ought to be small if one adopt 
the common belief that perturbâtive 
effects are small even at 1 GeV. 
In the framework of our hypothesis 

<p|s7^s|p>?é0 due to nonperturbative 

mechanism described by the diagram of 
Pig.2. At momentum transfer q^O the 

matrix element < p | s 7 7çS|p> is propor­
tional to s-quark contritotipn to the 
proton axial formfactor G|(Q ) ,Q =-q . 
At Q2>1 GeV2 G?(Q2) decreases very 

steepely with Q increasing, GA(Q r 

(1 /Q ), n>5.The large Q behaviour of 
the formfactor is connected with x=»1 
behaviour of the corresponding struc­
ture functions through the Drell-Yan 

relation: (1/Q2)n=>(1-x)p,p=2n-1 .We ex­

pect at x=*1 s +(x ) -s jxr(1-x) p, p£10. 

At small x s+-s_ is dominated by the 

a1 exchange, the intercept of the a1 

trajectory being close to zero. There­
fore we propose the parametrization 

The inequality (8) is not restrictive 
at large p: for p=10 and k=5 | As | 

and there is no contradiction between 
As^-0.20 and V£ in (2). 

We expect that at x=>1 C(x) has appro­
ximately the same behaviour as (5): 

C(x)~(1-x)p , p'*p and at x<0.1 can be 
comparable with the first term in 
r.h.s. of (6). Evidently, inclusion of 
C(x) into (6) does not qualitatively 
change the inequality (8). Por distri­
bution of light antiquarks q=u,d we 

have G-(x)**Cs(x). But sinse the ratio 

of momenta carried by strange and q 

sea is about 0.4, the nonperturbative 
component is relatively more_important 
in the strange sea, than in q sea. 

3.Experimental Conséquences. 

A direct experimental test of our 
hypothesis can be carried out by mea­
suring strange particle production in 
polarized \ i ( e ) scattering on the pola­
rized proton. We expect that the most 
of the events in such experiment will 
correspond to x<0.1, s+-s_

rv(1-x)p,pf«10 
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for Y and T currents and rionvanishing 
for A,P and S currents. The saturation 
of the polarization operator (3) by 
the contributions of meson states re­
sults in qualitative explanation of 
the OZI rule in meson multiplets. 
A characteristic feature of the pro­

posed nonperturbative mechanism is,the 
strong momentum dependence qtjl 9 in 
momentum space :II * (0)^0 , n*5-6 
which arises from exponential a g depen­
dence of nonperturbative effects 
~exp(-2iu/as). This property is very 

desirable: it explains^the disappearan­
ce of nonperturbative cc and qq mixing 
in the charmonium region. 
We assume that the same nonperturba­

tive^ mechanism is responsible for ss 
and uu+dd mixing in the proton (Iig.2). 

R 

In the first term in the r.h.s. of (6) 
the 1/x factor comes from the pomeron 
exchange at small x, the factor (1-x) 
k̂ 5 corresponds to quark counting rule 
at x=>1 (see e.g.[7]). The term C(x) 
represents the nonperturbative contri­
bution to s++s_. According to our hypo­
thesis 

It can be shown that unlike the si­
tuation [ 8 ] , where s+-s__ and s++s__ 

have approximately the same behaviour 
at x=>1 f in our case the positivity re­
quirement of s+(x) and s_(x) is not in 

contradiction with large As and small 
V2« Let as temporarely ignore C(x) in 

(6). Prom the positivity requirement 
of s+(x) and s_(x) it follows that 

The sum s++s__ can be parametrized as 



at large x. 
Another possibility is the observa­

tion of nonperturbative component C(x) 
in s++s_, eq.(6). The CCPR collabora­
tion data [10] on charm production in 
neutrino experiment in which the 
s=s++i_ distribution was measured give 
an indication in the favour of our hy­
pothesis. The authors ̂ parametrize the 
sea distributions by xs(x)=a (1-x) , 
xq(x)=aq(1-x)p and find a=10.8,(3=6.9. 
We can fit the data [10] using the pa-
rametrization (6) with 
0(x)=(0/x)(1-bx)(1-x)plp/=p=12,k=5 (9) 
the same for s and q sea. (The factor 
1-bx is introduced such that eq.(7) 
will be fulfilled.) 
The third possibility is the measure­
ments of the axial formfactor in elas­
tic Vp scattering. We expect in this 
formfactor two structures: the usual 
one, which must concide [ 1 1 ] p W i t h the 
vector formfactor at large Q ,and the 
nonperiurbative one, fastly decreasing 
with Q . Therefore, in the axial form-
factor, unlike the vector formfactor, 
where the dipole fit gives & good de­
scription up to Q£10 GeV ,we expect 
the deviation from the dipole fit at 
Q^1-2 GeV . 
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There has recently been considerable progress in relating the spin-dependent 
parton momentum distributions measured in deep-inelastic scattering to 
familiar, low-energy quark models. We report predictions for the valence quark 
distribution and the polarisation asymmetry predicted by the MIT bag model. 
Some remarks are also made concerning the effect of restoring chiral symmetry 
by including the pion cloud of the nucléon. This is particularly relevant to 
the recently measured defect in the Gottfried sum-rule. 

One of the outstanding successes of 
perturbative QCD (PQCD) is its ability to 
describe the variation of the quark and 
gluon distribution functions measured in 
deep inelastic scattering (DIS) over a wide 
range of momentum transfer. There has been 
much less progress on the non-perturbative 
problem of predicting these distributions at 
any one scale. Rather than tackling this 
directly, we shall examine the relationship 
between the DIS distribution functions and 
the quark models which have been so 
successful in describing low-energy hadronic 
properties. We concentrate particularly on 
the MIT bag model [1] including one gluon 
exchange and pionic corrections [2]. 

At a momentum scale (/i2) appropriate to 
the model the twist-two quark distribution 
may be written as [3] 
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Here p*1" is the plus component of the 
nucléon's momentum p, p n

+ is the plus compo­
nent of the intermediate state, f + is the 
quark field operator times (l+oc3)/2, |p, s) 
refers to the initial nucléon state with 

spin s and (n| is the (colored) intermediate 
state. 

It is common to absorb the delta 
function in equ.(1) into the matrix element 
in order to be able to perform the sum over 
intermediate states and hence obtain the 
quark distribution in terms of a matrix 
element corresponding to forward scattering. 
We shall not do this however because equ.(l) 
has a very useful property. Because both p + 

and p n
+ are positive the delta function 

ensures vanishing support for x > 1, 
independent of the approximations that one 
invariably has to make for the states. 

For the wavefunctions of the initial and 
intermediate states we use products of MIT 
bag wavefunctions $, with the centre of mass 
motion projected out by the use of the 
Peierls-Yoccoz procedure 

Here <j>2 (p) ensures the normalization of the 
wavefunction and R is the position of the 
centre of the bag. We obtain, for a quark 
of flavour f in a proton at rest, 



Figure 1: The valence distribution at Q 2 = 
10 GeV2 for two different sets of /i and 
M 2

 ( 0 } . The four thin curves are parameter-
izations of data taken from [7]. 

to fix the scale p at which the model 
applies. We may then make predictions for 
other distributions at any scale Q 2. The 
results for at 10 GeV2 are shown in Fig. 
2, while predictions for g x

n have been 
reported elsewhere [4,9]. 

Figure 2: gip(x) at Q 2 - 10 GeV2 corres­
ponding to the parameters in Fig. 1. The 
data is taken from [8]. 

Clearly the model leads to quite a good 
fit to the valence distribution, provided 
the bag scale \i is quite low - probably too 
low for evolution through leading order PQCD 
to be reliable. In this regard the 

restoration of chiral symmetry through 
adding a pion cloud to the bag is very 
important. The cloud of virtual pions takes 
momentum from the valence quarks so that it 
is not necessary to evolve so far to match 
data. Indeed, after allowing for this pion 
cloud one obtains a fit to xF 3 as good as 
that shown in Fig. 1, but with /i2 as high as 
0.5 GeV2. 

The restoration of chiral symmetry has 
another consequence which is very signifi­
cant in the light of a recent report that 
the Gottfried sum-rule is violated by some 
30% [10]. To derive this sum-rule requires 
that the sea is SU(2) flavor symmetric, that 
is retains no knowledge of the flavor of the 
valence quarks. On the other hand, it has 
long been realized that the dominant, long-
range pion emission pro- cess p-+7r+n implies 
<ï > ïï [11]. This is countered a little by 
the N-+À7T process, while the n=4 contribution 
to the sea of the bag (mentioned below 
equ. (3)) also implies et > û because of the 
Pauli exclusion principle [5]. Overall it 
is quite possible to reproduce the observed 
sum rule for (F2p - F 2

n) within the usual 
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Here P m f projects the states with spin m 
and flavor f out of wavefunction m is 
the projection of the quark's spin in the 
direction of the proton spin and f m is the 
(plus component of the) Fourier transform of 
the single quark wave-function with spin 
projection m. Not shown in equ.(3) are 
contributions, which we include, from 
processes where the photon probe produces a 
quark-antiquark pair. These are associated 
with intermediate states |n) in equ.(1) with 
either 3q-q or 4q. 

It is simple to phenomenologically 
incorporate the effects of one gluon 
exchange into equ.(3). One gluon exchange 
tends to increase (decrease) the mass of the 
intermediate diquark state, and thus effect 
p n

+ , depending on whether it is in its spin 
triplet (singlet) state [4]. If we assume 
that the N-A mass splitting is due to one 
gluon exchange we find ( M 2

t r I P l e t - M 2

8 i n « l e t ) 
~200MeV, 

This completes the description of our 
model. Further details may be found in [5] 
and [6], We shall fix the bag radius and 
the absolute scale of the diquark masses M 2° 
(the splitting will be 200 MeV) by fitting 
the predictions, after QCD evolution, to the 
valence distribution at 10 GeV2 (Fig.l; we 
assume A Q C D to be 200 MeV). This enables us 



range of pion coupling and bag parameters 
[12]. 
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