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“Die Definition von Wahnsinn ist, immer wieder das Gleiche zu tun

und andere Ergebnisse zu erwarten.”
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Zusammenfassung

In dieser Arbeit untersuche ich höherdimensionale Instantonen und die BPS-

Bedingung nicht erfüllende Yang-Mills-Lösungen auf Kegeln und Zylindern über

kompakten G-Struktur-Mannigfaltigkeiten. Solche Mannigfaltigkeiten sind Be-

standteil von heterotischen Stringkompaktifizierungen. Viele explizit bekannte

G-Struktur-Mannigfaltigkeiten haben die Struktur von homogenen Räumen G/H.

Ihre Kegel tauchen z. B. als Bran-Lösungen der heterotischen Stringtheorie und

im Rahmen der AdS/CFT-Dualität auf.

In der heterotischen Supergravitation folgt die Existenz einer G-Struktur auf

der kompakten Mannigfaltigkeit aus der Forderung, dass der Eichzusammenhang

eine höherdimensionale Instantongleichung erfüllt. Explizite Instantonlösungen

können Bausteine für Lösungen der heterotischen Supergravitation sein. Ich for-

muliere die Instantongleichung mit einem speziellen Ansatz für das Eichfeld auf

dem Zylinder über einem allgemeinen homogenen Raum und erhalte dadurch

eine Bedingung, die mit einem vereinfachten Ansatz gelöst werden kann. Die

Lösungen haben Kinkform und sind bereits aus früheren Arbeiten bekannt. Eine

Verallgemeinerung des Ansatzes führt auf Differentialgleichungen und algebrai-

sche Bedingungen, die auf einem beliebigen homogenen Raum nicht gelöst werden

können. Ich betrachte daher das Beispiel SU(3)/(U(1) × U(1)). Dieser Raum

hat eine halbflache SU(3)-Struktur, die zu einer nearly-Kähler-Struktur reduziert

werden kann. Im nearly-Kähler-Fall wurden Instantonen auf diesem Raum be-

reits in früheren Arbeiten untersucht. Ich schreibe die Instantongleichung für den

halbflachen Fall auf. Mit dem Ergebnis lassen sich die bereits bekannten Lösungen

reproduzieren und möglicherweise neue Instantonen konstruieren.

Ableiten der Instantongleichung führt auf die Yang-Mills-Gleichung mit einem

Torsionsterm, der mit der total antisymmetrischen Torsion des Spin-Zusammen-

hangs aus der Supergravitation identifiziert werden kann. Die Yang-Mills-Glei-

chung ist die Bewegungsgleichung einer aus einem Yang-Mills- und einem Chern-

Simons-Term bestehenden Wirkung. Ich untersuche die Yang-Mills-Gleichung mit

total antisymmetrischer Torsion auf dem Kegel über einem allgemeinen homoge-

nen Raum und konstruiere mit einem vereinfachten Ansatz für den Eichzusam-

menhang Lösungen, die Kinkform haben, nicht die BPS-Bedingung erfüllen und

in ähnlicher Form in früheren Arbeiten vorkommen.

Kompakte Mannigfaltigkeiten mit Sasaki-Einstein-Struktur existieren in be-

liebiger ungerader Dimension und finden z. B. Anwendung in der AdS/CFT-

Korrespondenz als supersymmetrische String-Hintergründe. Ich betrachte ab-

schließend die Yang-Mills-Gleichung auf dem Zylinder über einer Sasaki-Mannigfal-

tigkeit und konstruiere neue analytische und numerische Instanton-, Dyon- und

Sphaleron-Lösungen.





Abstract

In this thesis I study higher-dimensional instantons and non-BPS Yang-Mills solu-

tions on cones and cylinders over compact G-structure manifolds. Such manifolds

appear as internal spaces in heterotic string compactifications. Many explicitly

known G-structure manifolds are homogeneous spaces of the form G/H. Their

cones appear for example as brane solutions in heterotic string theory and in the

context of the AdS/CFT duality.

In heterotic supergravity, the requirement that the compact manifold admit

a G-structure follows from demanding the gauge connection to be an instanton.

Explicit instanton solutions can serve as building blocks for heterotic supergrav-

ity solutions. I rewrite the higher-dimensional instanton condition on the cylinder

over a general homogeneous space, using a special ansatz for the gauge field. The

resulting conditions can be solved with a simplified ansatz, leading to kink-type

solutions that are known from earlier works. A generalization yields differential

and algebraic equations that cannot be solved in the general case. I therefore

specialize to the cylinder over the coset space SU(3)/(U(1) × U(1)). This space

admits a half-flat SU(3)-structure which can be reduced to a nearly-Kähler struc-

ture. Instantons in the nearly-Kähler case have been studied in earlier work. I

formulate the instanton equation in the half-flat case, obtaining a set of equations

that allows for the reproduction of known solutions and may open the possibility

for the construction of new instantons.

Differentiation of the instanton equation leads to the Yang-Mills equation with

torsion. The torsion term can be identified with the totally antisymmetric torsion

of the spin connection, naturally appearing in supergravity. The Yang-Mills equa-

tion extremizes an action consisting of a Yang-Mills and a Chern-Simons term. I

consider the Yang-Mills equation with totally antisymmetric torsion on the cone

over a general coset space and construct several non-BPS kink-type solutions with

a simplified ansatz for the gauge connection that appear in a similar form in earlier

work.

Compact manifolds with Sasaki-Einstein structure exist in any odd dimension

and appear for example as supersymmetric string backgrounds in the context of

the AdS/CFT correspondence. I finally specialize to the Yang-Mills equation on

the cylinder over a Sasakian manifold and construct new analytic and numerical

instanton, dyon and sphaleron solutions.
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1 Introduction

Two major open problems of theoretical physics are the construction of a quantum

theory of gravity and the unification of all four fundamental forces of nature in

one consistent model, including the standard model of particle physics. String

theory seems to be a promising candidate for solving both of these problems.

Phenomenologically viable models have to be consistently defined in four

spacetime dimensions and should come with supersymmetry. Supersymmetric

theories are attractive, as they suggest a solution of the hierarchy problem and a

unification of the standard model coupling constants. String theories necessarily

have to be supersymmetric in order to admit fermions in their particle spectrum.

Requiring the preservation of the minimal (N = 1) amount of supersymmetry

implies that the variations of fermionic fields must vanish. This constraint leads

to first-order BPS conditions that (in the cases of interest for us) imply the full

second-order equations of motion of the theory. The first-order conditions are

much easier to solve than the second-order equations. N = 1 supersymmetry can

be spontaneously broken at low energies, possibly explaining that supersymmetry

has not been observed in experiments up to now.

A promising candidate for the construction of realistic models is the heterotic

string [1]. This theory is supersymmetric and allows for a gauge connection with

gauge group SO(32) or E8×E8. Both groups admit an embedding of the standard

model gauge group SU(3)×SU(2)×U(1), and E8 contains the GUT groups SU(5),

SO(10) as well as E6 as subgroups. The low-energy approximation of the heterotic

string is heterotic supergravity, consisting of ten-dimensional N = 1 supergravity

coupled to ten-dimensional N = 1 super Yang-Mills theory [2, 3]. Heterotic su-

pergravity comes with an interesting gauge sector, naturally incorporates gravity

and admits fermions in its particle spectrum. However, it is consistently defined

in ten instead of four dimensions.
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A common method for reducing the model to an effectively four-dimensional

one is compactification. This idea, which originally appeared in the reduction of

a five-dimensional theory to four dimensions in [4, 5], can be applied not only

to the reduction of ten-dimensional heterotic string theory, but also to eleven-

dimensional M- and twelve-dimensional F-theory, as well as to other higher-

dimensional models. The idea is to split the originally D-dimensional spacetime

into a direct product of a four-dimensional flat and a compact internal manifold

of sufficiently small size to be unobservable in current experiments:

MD = M4 ×XD−4. (1.1)

In order to obtain a theory with N = 1 supersymmetry in four dimensions,

it turns out that the compactification space XD−4 must allow for at least one

globally defined spinor ε that is covariantly constant with respect to the Levi-

Civita connection LC∇. This is equivalent to XD−4 having reduced holonomy

of LC∇. In the heterotic case, string spacetimes with four-dimensional N =

1 supersymmetry can be constructed using a Calabi-Yau three-fold, i. e. a six-

dimensional manifold with SU(3)-holonomy, as compactification space. However,

compactifications of this kind give rise to a large number of so-called moduli,

scalar fields with undetermined vacuum expectation value, in the effective theory.

A way out of the moduli problem that also relaxes the restriction on the

background geometry is to allow for fluxes. These are nonvanishing form fields

on the compact part of spacetime. For a review, see for example [6–8]. Fluxes

first appeared in the context of heterotic string theory in [9]. In their presence,

many moduli can be fixed and the compact manifold is no longer required to have

reduced holonomy with respect to the Levi-Civita connection. Instead, XD−4

must admit a G-structure, i. e. a reduction of the tangent bundle structure group

SO(D − 4) to some subgroup G. G-structure manifolds have reduced holonomy

with respect to some generally torsionful connection. Flux compactifications do

address the moduli problem but significantly enlarge the number of possible string

backgrounds, which leads to the so-called string landscape problem.

The requirement that XD−4 admits a reduction of the structure group is closely

related to the requirement that the gauge connection of ten-dimensional super-

Yang-Mills theory satisfies a generalized instanton condition on the compact space-

time part. Yang-Mills instantons in four dimensions [10] are classical solutions of

the Yang-Mills equations of motion with finite, nonvanishing action. They consti-

tute non-perturbative BPS configurations which satisfy the self-duality equation

∗4F = ±F , with ∗4 denoting the Hodge star operator on the four-dimensional
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1 INTRODUCTION

manifold. Covariant differentiation of the self-duality equation implies the Yang-

Mills equation, hence instantons minimize the Yang-Mills action functional. Four-

dimensional instantons have been intensely studied in the past decades. This has

led to new insights both in mathematics and physics, such as for example a bet-

ter understanding of Yang-Mills vacua and a classification of four-manifolds. For

more details about instantons, see also [11, 12].

Generalizations of instantons to higher dimensions, first studied in [13, 14],

are in particular interesting in the above described context for the construction

of heterotic supergravity solutions. They also appear as brane solutions in the

context of the AdS/CFT duality [15]. The generalization of the self-duality equa-

tion requires the existence of a globally defined four-form Q, which is equivalent

to a reduction of the tangent bundle structure group. The generalized instanton

equation is well-defined on any G-structure manifold and takes the form1 2

∗F = −(∗Q) ∧ F, (1.2)

where ∗ now denotes the Hodge star operator on the higher-dimensional G-

structure manifold. Applying a gauge covariant derivative leads to the Yang-

Mills equation with torsion. It can be shown that higher-dimensional instantons

extremize an action consisting of a Yang-Mills and a Chern-Simons term. As in-

troduced in the four-dimensional case, higher-dimensional instantons are required

to have finite action. In contrast to the four-dimensional case, explicit instanton

solutions in higher dimensions are rare in the literature, and little is known about

their moduli spaces. Explicit solutions have been constructed for instance on flat

Euclidean space [16–22], as well as on cones and cylinders over general coset spaces

[23–28]. This construction has been generalized to instantons on cones over real

Killing spinor manifolds, and the constructed solutions have been lifted to new

solutions of heterotic supergravity in [15, 29].

In the context of string compactifications, compact manifolds of dimensions

five, six, seven and eight with reduced structure group and with special holon-

omy of the Levi-Civita connection are of particular interest. There is only a

finite number of possible types of Levi-Civita holonomy groups on Riemannian

manifolds, all of which have been listed by Berger in [30]. They include in partic-

ular Kähler, Calabi-Yau, G2 and Spin(7)-manifolds. Today, explicit examples of

compact manifolds are known for all listed cases. Apart from the appearance of

1More generally, higher-dimensional instantons can be defined as two-forms satisfying the

condition ∗F = ν(∗Q) ∧ F for some real constant ν (see [29] for details).
2In later chapters, we will omit the parenthesis and write ∗F = − ∗Q ∧ F .

3



Calabi-Yau three-folds in heterotic compactifications, the seven-dimensional man-

ifolds in Berger’s list appear in the context of M-theory, and eight-dimensional

Spin(7)-manifolds may be applied to compactifying M-theory to three dimensions,

or to reducing F-theory from twelve to four dimensions. All listed spaces appear as

target space geometries in supersymmetric sigma-models, and they are all related

to Sasakian geometries [39]. The latter can be constructed in any odd dimension

and hence appear as compactification spaces of various models. Sasakian man-

ifolds that are in addition Einstein serve as building blocks of supersymmetric

AdS/CFT solutions [33, 34].

A special class of G-structure manifolds are real Killing spinor manifolds. They

are of particular interest for our work. It has been observed by Bär that the cone

over a real Killing spinor manifold has special holonomy, allowing for a classifi-

cation of G-structure manifolds [31]. All real Killing spinor manifolds admit a

G-structure, but the converse is not generally true. Bär’s list includes in particu-

lar nearly-Kähler, nearly-parallel G2 and Sasaki-Einstein manifolds. All of them

admit a connection with totally antisymmetric torsion that plays an important

role in the construction of heterotic supergravity solutions. The torsion term of

the Yang-Mills equation vanishes on manifolds with real Killing spinor.

Many known examples of G-structure manifolds are homogeneous spaces of the

form G/H, where G is a compact Lie group and H a closed Lie subgroup. Product

spaces of the form R × G/H are of particular interest for the construction of in-

stanton and Yang-Mills solutions. They can be considered as the simplest models

of dimensional reduction of a D-dimensional theory to some (D− 1)-dimensional

theory, in which the fields depend only on one coordinate. As already mentioned,

explicit instanton solutions have been constructed on cones and cylinders over

coset spaces, for instance on the Euclidean spaces R7 and R8. These are the cones

over the spheres S6, S7. They come with nearly-Kähler and nearly-parallel G2-

structure, respectively. Cones over coset spaces also appear as building blocks of

certain string spacetimes, for example as brane solutions in heterotic supergravity

[15] or as heterotic domain wall solutions [35].

Interesting solutions to the torsionful Yang-Mills equations that do not follow

from a first-order equation and are therefore explicitly non-BPS can be constructed

with an ansatz inspired by heterotic supergravity. The bosonic field content of

heterotic supergravity [36, 37] is given by a metric (graviton) gAB, a dilaton φ, a

Kalb-Ramond two-form B and a gauge field A with gauge group either SO(32)

or E8 × E8, the curvature of which is denoted by F . In addition, we have a

curvature three-form H, which is obtained as the exterior derivative of B plus

4



1 INTRODUCTION

a combination of Chern-Simons forms [38]. The fermionic superpartners of the

fields are the dilatino λ, the gaugino χ and the gravitino ψ. It turns out [38] that

a particular connection is preferred in order to retain the equations of motion and

first-order BPS conditions of heterotic supergravity in a simple form. Invariance

of the supergravity action under ten-dimensional N = 1 supersymmetry implies

the following BPS equations (cf. [36, 37]):

δψ = −∇ε = 0, (1.3)

δλ = γ

(
dφ− 1

2
H
)
· ε = 0, (1.4)

δχ = γ(F) · ε = 0. (1.5)

In these equations, ε ∈ Γ(S) is a Majorana-Weyl spinor, where S denotes the

spinor bundle over the spacetime manifold M . γ is a map from k-forms to the

Clifford algebra, which acts on the spinor ε via Clifford multiplication. The above

mentioned preferred connection is −∇, which has torsion proportional to the three-

form H. Its components are given by a combination of the Levi-Civita connection

and the torsion term:

−ΓCAB = LCΓCAB +
1

2
HC
AB. (1.6)

The torsion term of the higher-dimensional Yang-Mills equation may be chosen

proportional to the torsion of this connection. For a certain proportionality factor,

the torsionful Yang-Mills equation follows from the higher-dimensional instanton

equation, as described above. In this case, solutions of the Yang-Mills equation

can serve as building blocks of supersymmetric heterotic supergravity solutions.

For other factors, the torsionful Yang-Mills equation does not follow from the

instanton equation. The non-BPS solutions of this equation are candidates for

building blocks of non-supersymmetric string solutions. This ansatz has been

addressed for certain geometries in [23, 26] and is discussed in this thesis for cones

over general coset spaces and cylinders over Sasakian manifolds.

Outline and Summary of Results

The outline of this thesis is as follows. We start by reviewing the geometry of

homogeneous spaces in Chapter 2. In Chapter 3, we introduce gauge connections

on G-structure manifolds and coset spaces. In Chapter 4, we describe details

of special holonomy, G-structures and intrinsic torsion and discuss in particular
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manifolds with SU(3)-, G2- and Sasakian structure. Instantons and the concept of

self-duality in higher dimensions, as well as its meaning for the higher-dimensional

torsionful Yang-Mills equation are discussed in Chapter 5.

In Chapter 6, we study the higher-dimensional instanton equation on product

spaces of the form R × G/H. In this setup, the instanton equation splits into

an algebraic condition and a first-order differential equation, which we write out

explicitly. These conditions can be solved using a simplified ansatz for the gauge

connection with one scalar function. We present an explicit kink-type solution on

the cylinder over a general coset space. This solution already appeared in [23] in

a similar context. With a more general ansatz for the gauge connection, we have

to specialize to explicit examples of G/H. This is done in Chapter 7, where we

choose to consider the half-flat SU(3)-structure manifold SU(3)/(U(1) × U(1)).

The product space R × SU(3)/(U(1) × U(1)) admits a torsionful G2-structure.

Instantons on this product space have been studied before in [24, 26] under the

assumption that the space SU(3)/(U(1)×U(1)) be nearly-Kähler. We formulate

the instanton equation on R×SU(3)/(U(1)×U(1)), allowing the coset to have a

half-flat structure. This yields a set of equations that include results from earlier

works as special cases and may lead to new instanton solutions.

In Chapter 8, we study non-BPS solutions of the Yang-Mills equation on cones

over general coset spaces, using a connection with totally antisymmetric torsion

proportional to the three-form H. The Yang-Mills equation is not conformally in-

variant, hence it has to be considered separately on the cone and on the cylinder.

We derive the Yang-Mills equation on the cone over G/H, generalizing a result

from [26], and solve this equation explicitly for the simplest possible gauge con-

nection on the cone over G/H. This leads to various non-BPS kink-type solutions

that are similar to solutions of earlier works (see e.g. [23]).

In Chapter 9, we turn to the cylinder R×M , where M has Sasakian structure

and the gauge connection depends on two scalar functions. We study the torsionful

Yang-Mills equation on this space in a similar way as in Chapter 8. Taking the

product with a circle S1×M instead of R×M , we obtain periodic solutions with

a sphaleron interpretation. Considering the product space iR × G/H instead of

R × G/H leads to a sign flip in the potential. Solutions to this case are known

as dyons. We recover the BPS solutions on R×M derived in [29] and construct

new analytic and numerical non-BPS Yang-Mills, as well as dyon and sphaleron

solutions.
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Part I

Gauge Theory and Geometry

2 Homogeneous Spaces

As motivated in the introduction, compact manifolds with reduced tangent bundle

structure group G ⊂ SO(d) are particularly interesting for string compactifica-

tions. Many known examples of these G-structure manifolds are homogeneous

spaces. In this chapter, we review some basic facts about their geometry, follow-

ing [40].

To introduce homogeneous spaces, we first need to define the action of a group.

Here and in the following, we assume that all manifolds and vector spaces are

finite-dimensional. The left action of a group G on a manifold M is a smooth

map

L : G×M →M

(g,m) 7→ g ·m, (2.1)

such that e · m = m for the unit element e ∈ G and ab · m = a · (b · m) for all

a, b ∈ G, m ∈ M . The right action of a group may be defined in an analogous

way.

A group action is called transitive if any two elements m,n ∈ M can be

connected by a group element, i. e. for any m,n ∈ M there exists an element

g ∈ G such that g ·m = n.

The set Gm := {g ∈ G|g ·m = m} of group elements that leave a point m ∈M
fixed is called isotropy group at m. The orbit of a point m ∈ M is the set

7



G ·m = {g ·m|g ∈ G}.

Let G be a Lie group and H ⊂ G a closed subgroup. The quotient

G/H = {gH|g ∈ G} (2.2)

of left cosets of H in G admits a natural transitive G-action. There are now two

equivalent ways to define a homogeneous space. First, a homogeneous space

is a manifold M on which a Lie group G acts in a transitive way. Equivalently,

it is a manifold of the form G/H with G being a Lie group and H ⊂ G a closed

subgroup.

Let us denote by g and h the respective Lie algebras of the groups G and

H. A homogeneous space G/H is called reductive if there exists a subspace

m of the Lie algebra g such that g = h ⊕ m and m is Ad(H)-invariant, i. e.

Ad(h)m ⊂ m ∀ h ∈ H. Ad(H)-invariance implies [h,m] ⊆ m. If H is connected,

the converse holds as well.

Homogeneous spaces are related to Riemannian spaces as follows. The isom-

etry group on a Riemannian manifold (M, g) is defined to be the set I(M) of

maps that preserve the metric in the following sense:

I(M) := {f : M →M |gm(X, Y ) = gf(m)(dfm(X), dfm(Y ))

∀ m ∈M, X, Y ∈ TmM}. (2.3)

This set is turned into a group by taking composition of functions as group oper-

ation. It can be shown that the isometry group is a Lie group. A Riemannian

homogeneous space is defined as a Riemannian manifold on which the isometry

group I(M) acts in a transitive way. Such a space is isomorphic to the quotient

G/H, where G denotes the isometry group G = I(M) and H is the isotropy

subgroup of a point.

A reductive Riemannian homogeneous space M = G/H admits a G-invariant

metric. Let a ∈ G and denote by La : M → M, m 7→ a ·m, the diffeomorphism

induced by left action. Then a metric g on M is G-invariant if La is an isometry,

i. e.

geH(X, Y ) = gLa(eH)(dLa(X), dLa(Y )) ∀ a ∈ G, X, Y ∈ TeH(G/H). (2.4)

Here, TeH(G/H) denotes the tangent space at eH ∈ G/H and e is the unit

element of G. On a reductive homogeneous space, we have the identification

TeH(G/H) ∼= m.

8



2 HOMOGENEOUS SPACES

A particular G-invariant metric is induced by the Killing form. The Killing

form of a Lie algebra g is defined as the following symmetric, bilinear form:

B : g× g→ R

(X, Y ) 7→ tr (ad (X) ◦ ad (Y )), (2.5)

where

ad : g→ gl(g) (2.6)

denotes the adjoint representation of the Lie algebra g. Given that g is the Lie

algebra of a Lie group G, the Killing form of the group G is understood to be the

Killing form of the corresponding Lie algebra g. It can be shown that the Killing

form of G is nondegenerate if and only if G is semisimple. If G is a compact,

semisimple Lie group, then its Killing form is negative definite.

Let G/H be a homogeneous space, where G is a compact, semisimple Lie

group. The negative of the Killing form gives rise to a left-invariant Riemannian

metric on G. Left-invariant metrics on G are in one-to-one correspondence with

scalar products on g. The scalar product induced by the Killing form gives rise

to a reductive splitting g = m ⊕ h. The restriction of the scalar product to the

subspace m, −B|m, then induces a G-invariant metric on G/H.

A special class of homogeneous spaces are the symmetric ones. A Riemannian

symmetric space is a simply connected Riemannian manifold (S, g) with the

following property: for any point m ∈ S there exists an element s ∈ I(S) of the

isometry group, called a symmetry at m, such that

s(m) = m, (ds)|m = −id. (2.7)

This implies in particular that the isometry group acts transitively, i. e. that S

is a homogeneous space. We may therefore define a symmetric space to be a

homogeneous space that admits a symmetry s at some point m ∈ S and identify

S with a coset space G/H. It can be shown that the holonomy group of the

Levi-Civita connection on a symmetric space is contained in its isotropy group H.

This fact will be of interest in the classification of holonomy groups in Chapter 4.

For explicit computations on coset spaces G/H, it is useful to choose a basis

of generators {Iã} of g, where ã = (1, . . . , dim g). This basis can be used to

construct a basis of one-forms {ea} on G/H as follows. The generators Iã of g

can be represented by left-invariant vector fields Êã on G. The dual basis of these

vector fields is a set of left-invariant one-forms, denoted êã. We consider the coset

9



space as a principal bundle G −→ G/H and denote the natural projection that

sends elements g of G to the corresponding coset gH by

π : G→ G/H

g 7→ gH. (2.8)

Let us consider a small contractible open subset U ⊂ G/H and choose a local

section σ : U → π−1(U) ⊂ G in the principal bundle, such that π ◦ σ = id.

The pullback of the left-invariant one-forms êã by σ is denoted eã. These one-

forms split into the sets {ea} and {ei}, where {ea} constitutes an orthonormal

frame of the dual tangent bundle T ∗(G/H) over U , and the elements ei can be

written as linear combinations ei = eiae
a with real functions eia. We denote by

{Ea} the local frame dual to {ea} on the tangent bundle T (G/H). These frames

can be transported outside of U by group action. In the same way as the one-

forms, the generators of G split into two sets {Ia} and {Ii}, where indices i, j =

((dimG − dimH + 1), . . . , dimG) label the generators of H, and indices a, b =

(1, . . . , (dimG−dimH)) label the generators {Ia}, spanning the subspace m of g.

The Lie algebra g is characterized by the structure constants f c̃
ãb̃

, which are

defined via the commutation relations in the chosen basis:

[Iã, Ib̃] = f c̃
ãb̃
Ic̃. (2.9)

Taking the splitting ã = (a, i) of indices into account, the commutation relations

take the form

[Ii, Ij] = fkijIk, (2.10)

[Ii, Ia] = f biaIb + fkiaIk, (2.11)

[Ia, Ib] = f cabIc + fkabIk. (2.12)

Structure constants of the form faij vanish, as H is closed. On a reductive homo-

geneous space, we find

[Ii, Ij] = fkijIk, (2.13)

[Ii, Ia] = f biaIb, (2.14)

[Ia, Ib] = f cabIc + fkabIk, (2.15)

due to Ad(H)-invariance of m. On symmetric spaces, we have in addition f cab = 0.

It can be shown that the one-forms constructed above satisfy the Maurer-
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2 HOMOGENEOUS SPACES

Cartan equations, which read as follows using the shorthand notation ea∧eb := eab:

dea = −1

2
fa
b̃c̃
eb̃c̃ = −1

2
fabce

bc − faiceic, (2.16)

dei = −1

2
f i
b̃c̃
eb̃c̃ = −1

2
f ibce

bc − f ijkejk. (2.17)

The metric induced by the Killing form on G can be written in terms of the

structure constants as

(gK)ãb̃ = − tr (ad (Iã) ◦ ad (Ib̃)) = f c̃
ãd̃
f d̃
c̃b̃
. (2.18)

We may choose the generators in such a way that the metric becomes

(gK)ãb̃ = f c̃
ãd̃
f d̃
c̃b̃

= δãb̃. (2.19)

On a reductive homogeneous space, this metric decomposes further as

(gK)ab = 2f iadf
d
ib + f cadf

d
cb = δab, (2.20)

(gK)ij = 2fkilf
l
kj + f biaf

a
bj = δij, (2.21)

(gK)ai = 0. (2.22)

We will restrict our consideration to coset spaces that satisfy the following rela-

tions, where α ∈ R is a parameter specific for a chosen coset space:

f cadf
d
cb = αδab, (2.23)

f iadf
d
ib =

1

2
(1− α)δab, (2.24)

f cadf
d
ci = δai = 0. (2.25)

These relations do not hold for arbitrary coset spaces, but they are satisfied for

most of the spaces that are relevant for us. Written in a basis, the G-invariance

condition of the metric turns into the following constraint, with respect to the

above splitting of indices:

f ci(agb)c = 0. (2.26)
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2.1 Cones and Cylinders

2.1 Cones and Cylinders

Product spaces of the form R×G/H are of particular interest for the construction

of instantons and non-BPS Yang-Mills solutions. Warped geometries, in which the

metric is not the standard product one, have various applications in string com-

pactifications. In this work, we are particularly interested in cones and cylinders.

Let (M, gM) be a Riemannian manifold. We define

1. the cylinder over M as the product space Z(M) = (R×M, gZ) with metric

gZ = dτ 2 + gM ,

2. the Riemannian or metric cone over M as the warped product

C(M) = (R × M, gC) with metric gC = dr2 + r2γ2gM , where r2 is also

known as warping function and γ2 denotes the opening angle.

These two metrics are conformally equivalent, which can be seen by introducing

the relation r := eγτ . Then the cone metric takes the following form, which differs

from the cylinder metric only by a conformal factor γ2e2γτ :

gC = γ2e2γτ (dτ 2 + gM) = γ2e2γτgZ . (2.27)

In the following chapters, we will use the variable τ both for the cone and for the

cylinder metric.
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3 Connections in Tangent and Principal

Bundles

For the introduction of G-structure and special holonomy, we need to understand

the notion of connections in tangent and principal bundles. Assuming that the

reader is familiar with the formulation of gauge theory in the language of bundles,

we will focus on the quantities that are relevant for the work at hand, in particular

for the explicit computations presented in Parts II and III of this thesis. More

detailed discussions can be found in [41, 42]. For more information about bundles

and connections, we also refer to [43].

Let P (M,G) be a principal bundle with structure groupG over a d-dimensional

Riemannian manifold (M, g) and denote by π : P → M the projection onto

the base space. Let ρ : G → GL(V ) be a representation and E = P ×ρ V
the corresponding associated vector bundle. The Lie algebra of the Lie group

G is referred to as g. The space of R-valued k-forms on M will be denoted

Ωk(M) := Γ(∧k(T ∗M)), and the space of k-forms on M that take values in the

vector space V is referred to as Ωk(M,V ) := Γ(∧k(T ∗M)⊗ V ).

The principal bundle P (M,G) is endowed with a g-valued connection one-

form that determines a splitting of the tangent bundle of P into a horizontal and

a vertical subbundle. In more detail, let X ∈ g and u ∈ P . Then u · exp(tX),

with t ∈ R, is a curve in P through the point u. This curve lies within the fiber

Gp at p = π(u) ∈M . We can now define a vector at the point u ∈ P as

X̃(u) :=
d

dt
(u · exp(tX))|t=0. (3.1)

The corresponding vector field X̃ ∈ Γ(TP ) is referred to as fundamental vector

field. By construction, X̃(u) is tangent to Gp. We therefore have X̃(u) ∈ VuP ⊂
TuP , where VuP ∼= g denotes the subspace of TuP tangent to Gp. We refer to VuP
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as vertical subspace.

A connection in P (M,G) is a g-valued one-form A ∈ Ω1(P, g) that satisfies

A(X̃) = X ∀ X ∈ g and R∗gA = Adg−1 ◦ A, (3.2)

where g ∈ G, Rg denotes right multiplication by g and Adg−1 : g → g is the

adjoint map.

The connection one-form can be understood as a projection of TuP onto the

vertical subspace VuP at every point u ∈ P . It therefore defines a splitting

TuP = VuP ⊕HuP , where HuP is referred to as horizontal subspace.

For explicit computations, it is convenient to use a local expression for the

connection form A. Let therefore U ⊂ M be a small open subset and σ : U →
π−1(U) ⊂ P a local section in P . A local g-valued one-form on U can then be

constructed via pullback of the connection form:

A = σ∗A ∈ Ω1(U, g). (3.3)

We will also refer to this local form as gauge connection3. The local connection

form A can be written as follows after introducing a local frame {eA} of T ∗M and

generators {IA} of g, with ABA denoting real functions:

A = ABAeA ⊗ IB. (3.4)

Note that any r-form φ ∈ Ωr(P, V ) with values in a vector space V can be

written as φ = φA⊗EA, with φA ∈ Ωr(P ) being real-valued forms and {EA}, A =

(1, . . . , dim(V )), denoting a basis of V .

The curvature of a global connection form A can be introduced as follows.

Denoting the decomposition of a vector X ∈ TuP into its horizontal and vertical

components by X = XH+XV ∈ HuP⊕VuP , the exterior covariant derivative

D : Ωr(P, V )→ Ωr+1(P, V ) of an r-form φ is defined as

Dφ(X1, . . . , Xr+1) := dPφ(XH
1 , . . . , X

H
r+1), (3.5)

where dPφ = (dPφ
A) ⊗ EA denotes the exterior derivative of an R-valued differ-

ential form in the bundle P (M,G).

We can now introduce the curvature of A as the g-valued two-form

F = DA ∈ Ω2(P, g). (3.6)

3Note that the local expression depends on the section σ. The choice of a section corresponds

to a choice of gauge.
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3 CONNECTIONS

The commutator of two g-valued differential forms η = ηA ⊗ IA ∈ Ωp(P, g) and

ω = ωB ⊗ IB ∈ Ωq(P, g) is defined as

[η, ω] = ηA ∧ ωB ⊗ [IA, IB]. (3.7)

In particular, the commutator of a one-form ξ ∈ Ω1(P, g) satisfies

[ξ, ξ](X, Y ) = 2[ξ(X), ξ(Y )] (3.8)

for any two vector fields X, Y ∈ Γ(TP ). It can then be shown that the curvature

satisfies the following identity, which is also referred to as Cartan’s structure

equation:

F (X, Y ) = (dPA)(X, Y ) + [A(X), A(Y )]

=

(
dPA+

1

2
[A,A]

)
(X, Y ) ∀ X, Y ∈ Γ(TP ). (3.9)

In addition, F satisfies the Bianchi identity

DF = 0. (3.10)

Again, we are interested in a local expression of the curvature. With the same

notation as above, a local curvature form is constructed as

F := σ∗F ∈ Ω2(U, g). (3.11)

The local curvature form is related to the local connection form as

F(X, Y ) = (dA)(X, Y ) + [A(X),A(Y )] ∀ X, Y ∈ Γ(TM). (3.12)

In this context, d denotes the exterior derivative of an R-valued differential form

on the base manifold M . This identity suggests to introduce a derivative

D : Ωr(M, g)→ Ωr+1(M, g)

η 7→ dη + [A, η]. (3.13)

Using D, equation (3.12) can be written as

F = DA, (3.14)

and the Bianchi identity takes the local form

DF = 0. (3.15)
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The gauge connection A in a principal bundle P (M,G) induces a covariant

derivative in any associated vector bundle E = P ×ρ V . We will also use the

notation E(M,V ) for vector bundles over M whose fibers are vector spaces V . A

covariant derivative in a vector bundle E(M,V ) is a linear map

∇ : Γ(E)→ Γ(T ∗M ⊗ E) (3.16)

that satisfies the Leibniz rule

∇(fs) = df ⊗ s+ f · ∇s ∀ f ∈ C∞(M), s ∈ Γ(E). (3.17)

It can be expressed in local coordinates by a matrix-valued one-form ΓBA = ΓBCAe
C ,

where {eA} is a local frame of T ∗M . The components ΓBCA are also referred to as

connection coefficients, or as Christoffel symbols if∇ is the Levi-Civita connection.

The connection ∇ acts on one-forms η = ηAe
A ∈ Ω1(M) with ηA ∈ C∞(M) as

∇η =
(
dηA − ηBΓBA

)
⊗ eA. (3.18)

Of particular interest for our work is the tangent bundle TM , which is associ-

ated to the frame bundle

F (M,GL(d))

:= {(p, E1, . . . , Ed)|p ∈M and (E1, . . . , Ed) is a basis of TpM} . (3.19)

The frame bundle is a principal bundle with fiber GL(d), and the associated

tangent bundle has structure group GL(d). We will see in Chapter 4.2 that the

tangent bundle of a G-structure manifold has reduced structure group G ⊂ GL(d).

We have TM = F ×ρRd, where ρ is the standard (d×d)-matrix representation of

GL(d). A connection A in the frame bundle is a map A : TF → gl(d) from TF

to the real (d× d)-matrices. In this case, the corresponding local connection form

(3.4) can be written as

ANM = ABAeA ⊗ (IB)NM ∈ Ω1(M, gl(d)), (3.20)

where the GL(d)-generators {IB} are expressed as (d × d)-matrices. Then the

components

ANAM = ABA(IB)NM (3.21)

are the connection coefficients of the covariant derivative induced by A in TM .

Note that, if M = G/H is a reductive homogeneous space, the tangent bundle

is a subbundle of the adjoint bundle

AdP = P ×Ad(G) g, (3.22)
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3 CONNECTIONS

constructed by use of the adjoint representation,

Ad : G→ GL(g). (3.23)

This is due to the splitting g = m ⊕ h of Lie algebras and the identification

g ∼= TeG,m ∼= TeH(G/H), where e denotes the unit element in G.

Given a representation ρ of G, there is a one-to-one correspondence of prin-

cipal bundles and associated vector bundles (for the explicit construction, see e.

g. [42, 44]). As illustrated for the frame bundle, a connection in any principal

bundle uniquely determines a covariant derivative in the associated vector bun-

dle. It can be shown that the converse holds as well [44], hence connections in

P (M,G) and covariant derivatives in associated vector bundles are in one-to-one

correspondence. We will therefore not explicitly distinguish between connections

and covariant derivatives anymore in the following chapters.

Certain connections in the tangent bundle over the manifold (M, g) will play a

special role in the following. The coefficients of any metric-compatible torsionful

connection Γ on TM are uniquely determined by the conditions

dgAB − gACΓCB − gBCΓCA = 0, (3.24)

deA + ΓABCe
B ∧ eC = TA, (3.25)

where TA = 1
2
TABCe

B ∧ eC denotes the torsion two-form. Motivated by its appear-

ance in heterotic supergravity, we introduce the torsionful spin connection −Γ

with components

−ΓNAM = LCΓNAM + TNAM (3.26)

as a metric-compatible connection with totally antisymmetric torsion. This con-

nection will be used for the construction of Yang-Mills solutions in Chapter 9,

where its coefficients are explicitly computed and the torsion is chosen to be pro-

portional to the structure constants, Tabc ∝ fabc.

Furthermore, we can introduce a canonical connection in TM if M admits

a reduction of the structure group. According to [29], the canonical connection
PΓ in the tangent bundle TM over a G-structure manifold (M, g) is the unique

connection whose holonomy4 is equivalent to the reduced structure group and

whose torsion is totally antisymmetric with respect to some G-compatible metric.

In explicit examples, the torsion will be proportional to the G-structure three-

4cf. Chapter 4
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form5 P , i. e. TAMN ∝ PAMN . The particular feature of this connection is that it

satisfies the instanton equation.

The canonical connection takes a particularly simple form if M = G/H is

a reductive homogeneous space. The space G/H can be written as a principal

bundle with structure group H and left action of G, using the natural projection

π : G → G/H. In this bundle, we find a unique G-invariant connection PA
[43, 45], which takes values in the Lie algebra h ⊂ g and can locally be written as

PA = ei ⊗ Ii ∈ Ω1(U, h), (3.27)

where U ⊂ G/H and the index i labels h-directions as in Chapter 2. The connec-

tion induced by PA in T (G/H) has components

PANaM = Aia ⊗ (Ii)
N
M = eia ⊗ (Ii)

N
M . (3.28)

Using data from [29], the torsion of this connection can be explicitly computed

in the cases where G/H has structure group SU(3), G2, Spin(7) or SU(m) in

dimension (2m + 1). In these cases, it can be shown that PΓ and PA have the

same torsion, hence the connection induced by PA is the same as PΓ on T (G/H).

According to [43], G-invariant connections in the principal bundle P (G/H,G)

on a reductive homogeneous space G/H with values in the full Lie algebra g

(not only in the subalgebra h) are determined by linear maps Λ : m → g which

commute with the adjoint action of H:

Λ(Ad(h)Y ) = Ad(h)Λ(Y ) ∀ h ∈ H, Y ∈ m. (3.29)

In a basis {IB} of g-generators, such a linear map is represented by a matrix XB
a

as

Xa := Λ(Ia) = XB
a IB = X i

aIi +Xb
aIb ∈ g. (3.30)

For the cases of interest, one can always choose X i
a = 0, i. e. Xa = Xb

aIb ∈ m ⊂ g.

The connection takes the local form

A = ea ⊗Xa = Xb
ae
a ⊗ Ib ∈ Ω1(U,m) (3.31)

in U ⊂ G/H. A G-invariant connection with values in the full Lie algebra g is

then given as a combination of the canonical connection with (3.31) as

A = ei ⊗ Ii + ea ⊗Xa ∈ Ω1(U, g). (3.32)

5The structure three-form will be introduced in Chapter 4.3 for Sasakian manifolds, in Chap-

ter 4.4 for SU(3)-structure manifolds and in Chapter 4.5 for G2-structure manifolds. In the

SU(3)-structure case, it is denoted Ω instead of P .
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3 CONNECTIONS

G-invariance (3.29) requires the connection to satisfy the additional condition

[Ii, Xa] = f biaXb. (3.33)

In the following chapters, we will study instanton and Yang-Mills solutions

on spaces of the form R × G/H. The G-invariant connection on G/H lifts to a

G-invariant connection on this product space, where the coefficients Xb
a turn into

functions Xb
a(τ) on the R-coordinate τ . A local frame on R × G/H is given by

{e0, ea}, where e0 := dτ is a one-form on R. We may choose the component A0

in R-direction to vanish (temporal gauge) and compute the following curvature

components:

F0a = Ẋa, (3.34)

Fbc = −(f ibcIi + fabcXa − [Xb, Xc]), (3.35)

with Ẋa := ∂Xa(τ)
∂τ

. The size and explicit shape of the matrices Xb
a depend on the

chosen coset space and the structure of the representation of the generators IA.

Solutions to the G-invariance condition (3.33) have been constructed for certain

coset spaces in [26]. We will use the result for G/H = SU(3)/(U(1) × U(1)) in

Chapter 7 (cf. equation (7.6)).
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4 Manifolds with G-Structure and Special

Holonomy

The requirement to recover an effectively four-dimensional theory with N = 1

supersymmetry from string compactification imposes a condition on the geometry

of the compact internal manifold. This condition can be conveniently formulated

by use of spinors. Let (M, g) be a Riemannian spin manifold and S the spinor

bundle over M . A real Killing spinor is a section ε ∈ Γ(S) that satisfies the

equation

LC∇ε = λγ · ε, (4.1)

where LC∇ is the Levi-Civita connection, λ a real constant and γ a representation

of the Clifford algebra.

In the absence of fluxes, the preservation of N = 1 supersymmetry requires

that the compact manifold admits a nowhere vanishing spinor that satisfies
LC∇ε = 0. This condition is equivalent to the requirement of special, reduced

holonomy with respect to the Levi-Civita connection. The condition that the

spinor on the compact manifold be covariantly constant can be relaxed when

fluxes, i. e. nonvanishing three-forms, are present on M . In this case, the manifold

need not necessarily have reduced holonomy of LC∇ but must still be equipped

with a nowhere vanishing real Killing spinor. This implies a reduction of the

tangent bundle structure group SO(n) to some subgroup G. In this chapter, we

introduce both the concepts of holonomy and G-structure in greater detail.

Our focus will not be on the spinor approach in the following, as we use

alternative characterizations of G-structures instead. We will only briefly mention

spinors at certain points. For further details on the formulation of the geometric

conditions in terms of spinors and their correspondence to the instanton equation,

we refer to [29].
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4.1 Special Holonomy

4.1 Special Holonomy

Let E(M,V ) be a vector bundle of rank d over a smooth manifold M , endowed

with a connection∇. Let γ : [0, 1]→M be a piecewise smooth loop in M , starting

and ending at the point x ∈ M . The connection defines the parallel transport

of a section in E along such a path γ. A section s ∈ Γ(E) is parallel along γ if

its covariant derivative vanishes along the path. Then the parallel transport of a

vector E0 at p = γ(0) is the unique section s that satisfies

∇γ̇(t)s = 0 ∀ t ∈ [0, 1] and sγ(0) = E0, (4.2)

where γ̇(t) = ∂γ(t)
∂t

. We can introduce the parallel transport map

Pγ : Vx → Vx, which takes elements of a fiber Vx to elements in the same fiber by

parallel transporting them along γ. Clearly, this map depends on the chosen curve

and on the connection. Being linear and invertible, it defines a group element of

GL(d), acting on elements of the fiber Vx.

The holonomy group of a connection ∇ in a vector bundle E(M,V ) at a

point x ∈ M is defined to be the group of parallel translations along all closed

loops starting and ending at x:

Holx(∇) := {Pγ ∈ GL(d)|γ is loop based at x} ⊂ GL(d). (4.3)

It can be shown that if the base manifold M is connected, the holonomy group

depends on the base point x only up to conjugation in GL(d). We therefore write

Hol(∇) from now on. The restricted holonomy group at x is defined as the

subgroup Hol0(∇) generated by all contractible loops γ. It is identical to Hol(∇)

if M is simply connected. As the notion of parallel transport is determined by

the choice of connection, the holonomy group depends on the connection as well.

Let (M, g) be an oriented Riemannian manifold and denote by Hol(g) the

holonomy group of the Levi-Civita connection LC∇, which is uniquely determined

by the metric g. There is only a finite number of possible types of holonomy groups

with respect to LC∇ on oriented compact Riemannian manifolds. All of them have

been listed by Berger in [30] and are also referred to as special holonomy groups.

This list originally included Spin(9)-manifolds, but it was shown later [51] that

all compact manifolds with Spin(9)-structure are symmetric. Symmetric spaces

G/H are excluded in the list, as their holonomy group is known to be contained

in H (cf. Chapter 2).

The statement of Berger’s central theorem is as follows: Let (M, g) be an

oriented Riemannian manifold which is neither locally a Riemannian product nor
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4 G-STRUCTURES AND HOLONOMY

Hol0(g) dim(M) Geometry of M

SO(n) n Orientable Riemannian

U(n) 2n Kähler

SU(n) 2n Calabi-Yau

Sp(n) · Sp(1) 4n Quaternionic Kähler

Sp(n) 4n Hyperkähler

G2 7 G2-manifold

Spin(7) 8 Spin(7)-manifold

Table 1: Holonomy groups Hol0(g) on compact oriented Riemannian manifolds

according to Berger.

locally symmetric. Then the restricted holonomy group Hol0(g) of the Levi-Civita

connection is one of the groups listed in Table 1.

4.2 G-Structure and Intrinsic Torsion

Let us now turn to the related concept of G-structure manifolds. According to

[44], we have the following definition: Let M be a d-dimensional manifold and

F (M,GL(d)) the frame bundle. F is a principal bundle with structure group

GL(d). Let G ⊂ GL(d) be a Lie subgroup. Then a G-structure is a principal

subbundle P (M,G) of F with fiber G.

As an example, consider a d-dimensional Riemannian manifold (M, g) and its

frame bundle F with elements (p, E1, . . . , Ed), where p ∈ M denotes the base

point and {(E1, . . . , Ed)} are bases of TpM . As the manifold is equipped with a

metric, we may define the subset

P := {(p, E1, . . . , Ed) ∈ F |(E1, . . . , Ed) orthonormal} ⊂ F. (4.4)

P is a principal subbundle of F with fiber O(d) ⊂ GL(d), and it fixes an O(d)-

structure on M . If the basis (E1, . . . , Ed) is in addition oriented, the structure

group is SO(d). In fact, there is a one-to-one correspondence of Riemannian
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4.2 G-Structure and Intrinsic Torsion

metrics and O(d)-structures on M . In other words, a G-structure with G ⊂ O(d)

determines a metric on the manifold M . To avoid complications, we will restrict

the following discussion to G-structures with G ⊂ SO(d). Details on the more

general case G ⊂ GL(d) can be found for example in [49].

We are interested in connections in the tangent bundle of a G-structure man-

ifold. Connections in the tangent bundle are related to connections in the G-

subbundle P (M,G) of the frame bundle F (M,GL(d)) as follows [44]: a connection

∇ in TM is called a G-connection, or compatible with a given G-structure,

if the associated gl(d)-valued connection in the frame bundle reduces to a connec-

tion in P , i. e. if it takes values in the Lie algebra g ⊂ gl(d).

As the structure group G ⊂ SO(d) determines a metric on the manifold M , it

fixes the Levi-Civita connection LC∇. The holonomy group Hol(g) is in general

not identical to the structure group, but they are related by the notion of intrinsic

torsion, which we introduce now.

Let ∇ be a connection in the tangent bundle over M and X, Y ∈ Γ(TM)

vector fields. The torsion of ∇ is defined as

T∇ := ∇XY −∇YX − [X, Y ] ∈ Ω2(M,TM). (4.5)

We now identify the space of two-forms on M pointwise with the space of anti-

symmetric matrices, ∧2T ∗pM
∼= so(d), via the map

so(d)→ ∧2T ∗pM

A 7→ 1

4
gACA

C
Be

AB. (4.6)

Denoting by g the Lie algebra of a subgroup G ⊂ SO(d), the Lie algebra so(d)

may be split as so(d) = g⊕ g⊥ with respect to the metric induced by the Killing

form. g⊥ denotes the orthogonal complement of the Lie algebra g in so(d). In

this situation, there exists a unique G-connection ∇̃, also referred to as minimal

G-connection, that is metric-compatible and has holonomy Hol(∇̃) = G equal

to the reduced structure group6 . The torsion of ∇̃ is usually nonzero. It can be

shown that the difference tensor

T := ∇̃ − LC∇ (4.7)

is an element of T ∗pM ⊗ g⊥ ⊂ T ∗pM ⊗∧2T ∗pM at any point p ∈M [50]. T is called

the intrinsic torsion of the G-structure manifold. If T vanishes, ∇̃ is equivalent

6The minimal G-connection is by definition equivalent to the canonical connection introduced

in Chapter 3.
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4 G-STRUCTURES AND HOLONOMY

to the Levi-Civita connection, and the holonomy group Hol(g) is contained in

Hol(∇̃) = G. Such a G-structure is also referred to as torsion-free or integrable7.

In this sense, the intrinsic torsion measures the deviation of the holonomy group

from being contained in the structure group. The intrinsic torsion can be used

to classify G-structure manifolds. This is done by considering T ∗pM ⊗ g⊥ as a

representation space of the structure group G and decomposing it into irreducible

G-representations. This will be illustrated in Chapter 4.4 and 4.5 in the cases of

SU(3) ⊂ SO(6) and G2 ⊂ SO(7).

Alternative to their definition as a G-subbundle P of the frame bundle, G-

structures can be determined by the existence of G-invariant, non-degenerate and

globally defined tensors, a characterization that is more common in physics lit-

erature than the above one. The G-structure then arises as a restriction of the

transition functions of the corresponding bundle by the requirement that they

leave the defining objects invariant. The choice of invariant objects is usually not

unique, implying that the same G-structure can be described by different sets of

objects. If the structure group is reduced to SO(d) and the manifold is spin, we

may in particular use spinors as defining objects. Details about this definition

and further examples can also be found in [68].

As already mentioned, there is a one-to-one correspondence between the exis-

tence of a metric and a reduction of the structure group to O(d). The following

other examples will be of interest: given an almost complex structure J (cf. Ap-

pendix A) on an even d-dimensional manifold M , the structure group reduces to

GL
(
d
2

)
⊂ GL(d). If in addition the manifold admits a Hermitean metric satis-

fying the compatibility condition (A.13), the structure group further reduces to

U
(
d
2

)
. As described in Appendix A, this implies in particular the existence of

a fundamental (1, 1)-form ω. It can be shown that it suffices to have two of the

structures (ω, g, J) on a manifold to uniquely fix the third. In seven dimensions,

the reduction to the structure group G2 ⊂ SO(7) is determined by the existence

of a globally defined three-form ϕ. It can be shown that the differentials of the

defining forms decompose into the same irreducible G-representations as the in-

trinsic torsion and that this decomposition may equally well be used to classify

the G-structure.

As described, a compact manifold must admit a globally defined real Killing

spinor to ensure the preservation of four-dimensional N = 1 supersymmetry in

7From now on, we mean by “holonomy of a manifold” the holonomy of the Levi-Civita

connection. If instead the holonomy of a torsionful connection is meant, this will be explicitly

indicated.
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4.2 G-Structure and Intrinsic Torsion

Manifold M dim(M) Structure group G

round spheres n SO(n)

Nearly-Kähler 6 SU(3)

Nearly parallel G2 7 G2

Sasaki-Einstein 2m+ 1 SU(m)

3-Sasakian 4m+ 3 Sp(m)

Table 2: Bär’s list of Riemannian manifolds with real Killing spinors.

string compactifications. The existence of such a spinor determines a G-structure,

but not all G-structure manifolds carry a real Killing spinor. Riemannian man-

ifolds with real Killing spinors have been completely classified by Bär in [31],

resulting in the list presented in Table 2. All these manifolds come equipped

with a canonical three- and four-form determined by the spinor, all of them are

Einstein, admit a non-integrable G-structure and a connection with nonvanishing

torsion.

Bär’s classification is based on the observation that the Riemannian cone over

a real Killing spinor manifold has special (reduced) holonomy. Some examples are

listed in Table 3. The following relations (cf. [28]) will be particularly interesting

for our work:

• the metric cone over a Sasakian manifold is Kähler,

• the metric cone over a Sasaki-Einstein manifold is Calabi-Yau,

• the metric cone over a nearly-Kähler manifold has holonomy contained in

G2,

• the metric cone over a G2-structure manifold has holonomy contained in

Spin(7).

In the compactification of higher-dimensional gauge theory, the existence of a

parallel spinor is related to a condition on the gauge connection on the compact

internal manifold: the connection is required to satisfy the higher-dimensional in-

stanton equation. The exact relation between these conditions has been discussed
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4 G-STRUCTURES AND HOLONOMY

Real Killing spinor manifold M dim(C(M)) Holonomy group of C(M)

Sasaki-Einstein d SU(d)

3-Sasakian d Sp(d)

Nearly-Kähler 7 G2

G2 8 Spin(7)

Table 3: Real Killing spinor manifolds and the holonomy groups of their cones.

in [29]. On G-structure manifolds, covariant differentiation of the instanton equa-

tion implies the Yang-Mills equation with torsion. The torsion term vanishes on

manifolds with real Killing spinor and in particular on manifolds with special

holonomy.

4.3 Sasakian Manifolds

Let us take a closer look at some examples of G-structure manifolds that will

be used in Parts II and III of this thesis. We start with Sasakian manifolds of

dimension 2m + 1 with 1 ≤ m ∈ N. They appear as compactification spaces in

various higher-dimensional theories and, as described in [39], they provide a bridge

between all other special geometries listed in Table 2. A detailed introduction to

Sasakian geometry can be found in [39, 47, 52].

Sasakian manifolds are special types of contact manifolds. According to [53,

54], an almost contact structure (Φ, η, ξ) on an odd-dimensional Riemannian

manifold (M, g) is characterized by a nowhere vanishing vector field ξ ∈ Γ(TM)

and a one-form η ∈ Ω1(M), satisfying η(ξ) = 1, plus a (1, 1)-tensor Φ such that

Φ2 = −1 + ξ ⊗ η. Such a structure is called contact if in addition the one-form

satisfies

η ∧ (dη)m 6= 0. (4.8)

In this case, η is called contact form, and ξ is referred to as Reeb vector

field. Contact structures are normal if for their Nijenhuis tensor associated to
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4.3 Sasakian Manifolds

the tensor Φ,

NΦ(X, Y ) = Φ2[X, Y ] + [ΦX,ΦY ]− Φ[ΦX, Y ]− Φ[X,ΦY ]

∀ X, Y ∈ Γ(TM), (4.9)

the relation

N = −dη ⊗ ξ (4.10)

holds8. When the Riemannian metric g on an almost contact manifold (M, g)

satisfies

g(ΦX,ΦY ) = g(X, Y )− η(X)η(Y ) (4.11)

for any vector fieldsX, Y ∈ Γ(TM), the structure is referred to as almost contact

metric. It is called contact metric if in addition

dη = 2ω, (4.12)

with a two-form ω(X, Y ) := g(X,ΦY ), is satisfied.

A Sasakian manifold can now be defined as a manifold with normal contact

metric structure.

Sasakian manifolds admit a reduction of the tangent bundle structure group

from SO(2m + 1) to U(m). In certain cases (provided that the manifold admits

two Killing spinors ε, ε̃ [29]), the structure group can be further reduced to SU(m).

This structure allows – apart from the existence of the one-form η ∈ Ω1(M) and

two-form ω ∈ Ω2(M) – for the introduction of forms P ∈ Ω3(M) and Q ∈ Ω4(M)

that satisfy the following relations:

P = η ∧ ω, Q =
1

2
ω ∧ ω, ηyω = 0. (4.13)

The contraction is defined as ηyω = ∗(η ∧ ∗ω) by use of the Hodge star operator

on (M, g) (see for example [24]). All these forms are parallel with respect to the

canonical connection that is specified below. In addition to (4.12), they satisfy

the relations

d ∗ ω = 2m ∗ η, (4.14)

dP = 4Q, (4.15)

d ∗Q = (2m− 2) ∗ P. (4.16)

8This is equivalent to the complex structure J induced on the product manifold R×M being

integrable.
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4 G-STRUCTURES AND HOLONOMY

Condition (4.12) can be generalized. If the structure satisfies dη = αω for some

real parameter α ∈ R, it is referred to as α-Sasakian. We will see below that the

α-Sasakian structure can be transformed into a Sasakian structure by rescaling of

basis elements.

It is useful to choose a local orthonormal basis {e1, ea} of T ∗M such that the

parallel one- and two-form become

η = e1, ω = e23 + e45 + . . .+ e2m,2m+1. (4.17)

In order to distinguish the contact direction, we use a slightly different index

convention than for the Lie groups in Chapter 2. We use small indices a =

(2, . . . , 2m + 1) to label directions on the Sasakian manifold excluding the con-

tact direction. Indices that can be either 1 or a are labeled by Greek letters

µ = (1, 2, . . . , 2m + 1). As described in Chapter 3, the torsion of the canonical

connection is proportional to the three-form P . This connection has the following

coefficients on a Sasakian manifold9 [29]:

PΓbµa = LCΓbµa +
1

m
Pµab, (4.18)

PΓaµ1 = −PΓ1
µa = LCΓaµ1 + Pµ1a. (4.19)

The connection P∇ is constructed such that the Killing spinors are parallel with

respect to it, i. e. P∇ε = 0, and hence has holonomy SU(m). It is compatible with

the following family of metrics parametrized by a real constant h, all of which are

Sasakian up to homothety:

gh = e1e1 + e2hδabe
aeb. (4.20)

This can be seen by rescaling the metric with a real parameter γ,

gh,γ = γ2(e1e1 + e2hδabe
aeb), (4.21)

and introducing new basis forms ẽ1 = γe1, ẽa = γehea, such that the rescaled

metric takes the form

gh,γ = ẽ1ẽ1 + δabẽ
aẽb. (4.22)

Recall that the original basis one-forms satisfy the Sasaki relation de1 = 2ω (4.12).

For still being Sasakian after rescaling, the new basis elements have to satisfy an

9Note that the identities in the second line hold only for gµν = δµν , i. e. when {e1, ea}
constitute a non-coordinate basis. In all other cases, the appearance of metric factors has to be

taken into account when raising and lowering indices.
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4.4 SU(3)-Structure Manifolds

analogous condition. We find

dẽ1 =
2

γe2h
ω̃ := α(h, γ)ω̃. (4.23)

The structure is therefore α-Sasakian for all α(h, γ) (hence also for all scaling

factors γ) and Sasakian (i. e. dẽ1 = 2ω̃) for the special value α = 2, or, equivalently,

γ = e−2h.

If the metric on a Sasakian manifold is proportional to the Ricci tensor, we

have a Sasaki-Einstein manifold, whose structure group is necessarily SU(m).

These are the manifolds listed in Tables 2 and 3. Note that a Sasakian manifold

with SU(m) structure group need not necessarily be Einstein, as will be explained

in further detail in Chapter 9. Our Sasakian manifold with metric (4.20) becomes

Einstein for h = 0. The value

e2h =
2m

m+ 1
(4.24)

is special as well, as it makes the torsion of the canonical connection totally

antisymmetric. We will restrict our consideration to the latter case in Chapter 9

and not study the Einstein case in detail in this thesis.

4.4 SU(3)-Structure Manifolds and Their Torsion Classes

Six-dimensional manifolds with structure group SU(3) are particularly interesting

in the context of ten-dimensional string theories. Torsionful SU(3)-structures

appear, for example, in the construction of heterotic domain wall solutions in

[35].

There are several ways to determine an SU(3)-structure. One is to fix a metric

g and almost complex structure J , as described in Chapter 4.2, plus a complex

(3, 0)-form Ω that determines an orientation. These structures imply the existence

of a (1, 1)-form ω. Alternatively, it suffices to fix the pair (ω,Ω) to determine the

SU(3)-structure. These forms uniquely fix g and J as described in [6]. We refer to

(ω,Ω) as SU(3)-structure forms. It is also possible to fix the SU(3)-structure is by

a globally defined spinor, which can be shown to uniquely determine the structure

forms (ω,Ω). We will however not discuss the spinor approach in further detail

here.

The spaces of two- and three-forms decompose into irreducible representa-

tions under the action of SU(3). Being globally defined and by definition SU(3)-
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4 G-STRUCTURES AND HOLONOMY

invariant, the forms ω and Ω transform in one-dimensional SU(3)-subrepresenta-

tions. Decomposition of the spaces of differential forms into irreducible SU(3)-re-

presentations implies the following compatibility conditions:

ω ∧ ω ∧ ω = −3

4
iΩ ∧ Ω̄, (4.25)

ω ∧ Ω = 0. (4.26)

Equation (4.25) defines a volume form on the six-dimensional manifold. The minus

sign on the right-hand side has been chosen to match equations in [35], from where

most of our conventions have been adopted10. In addition, the structure forms

satisfy the following relations, where the notation Ω = Ω+ + iΩ− is used for the

real and imaginary part of the structure three-form:

∗ω =
1

2
ω ∧ ω, ∗(ω ∧ ω) = 2ω, (4.27)

∗Ω+ = Ω−, ∗Ω− = −Ω+. (4.28)

The forms defining the SU(3)-structure are parallel with respect to the mini-

mal G-connection. This is equivalent to

LC∇ω = −T ω, LC∇Ω = −T Ω. (4.29)

It can be shown [50] that on an SU(3)-structure manifold LC∇ω, dω and T ω
decompose into the same irreducible SU(3)-representations. The intrinsic torsion

of an SU(3)-structure manifold at a point p ∈M decomposes as follows:

T CAB ∈ T ∗pM ⊗ su(3)⊥ = (1⊕ 1)
W1

⊕ (8⊕ 8)
W2

⊕ (6⊕ 6̄)
W3

⊕ 2(3⊕ 3̄)
W4,W5

, (4.30)

where we label the representations by their real dimension and associate to each

representation component a torsion class Wm, m = (1, . . . , 5). W1 = W+
1 + iW−1

is a complex scalar, W2 = W+
2 + iW−2 is a complex, primitive11 (1, 1)-form, W3

is a real, primitive ((2, 1) + (1, 2))-form, W4 is a real vector and W5 is a complex

(1, 0)-form. The structure forms (ω,Ω) are in general not closed, and we may

express their differentials dω ∈ Ω3(M) and dΩ ∈ Ω4(M) in terms of the same

torsion classes as

dω =
3

4
i(W1Ω̄− W̄1Ω) +W4 ∧ ω +W3, (4.31)

dΩ = −W1ω ∧ ω +W2 ∧ ω + W̄5 ∧ Ω. (4.32)

10We use the conventions of [35], but our structure constants are normalized such that they

satisfy equations (2.23) to (2.25). This leads to a rescaling of dω, dΩ, W1 and W2 compared to

the equations in the reference.
11Primitivity means tracelessness with respect to ω: (W2)ABω

AB = 0.
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4.4 SU(3)-Structure Manifolds

Manifold Vanishing torsion classes

Complex W1 =W2 = 0

Symplectic W1 =W3 =W4 = 0

Half-flat W−1 =W−2 =W4 =W5 = 0

restricted half-flat W3 =W4 =W5 = 0

Special Hermitean W1 =W2 =W4 =W5 = 0

Nearly-Kähler W2 =W3 =W4 =W5 = 0

Almost Kähler W1 =W3 =W4 =W5 = 0

Kähler W1 =W2 =W3 =W4 = 0

Calabi-Yau W1 =W2 =W3 =W4 =W5 = 0

Table 4: Some special SU(3)-structures, characterized by their torsion classes.

In the case of dω = dΩ = 0, the manifold has SU(3)-holonomy, i. e. it is a

Calabi-Yau manifold.

Table 4 contains an incomplete list of special types of SU(3)-structure man-

ifolds and the corresponding torsion classes. We will be particularly interested

in half-flat manifolds, which include the class of nearly-Kähler manifolds. On

half-flat manifolds, the structure equations (4.25) and (4.26) imply

ω ∧ dω = 0. (4.33)

Nearly-Kähler manifolds have been of particular interest in the context of string

compactifications, as they are an easily accessible generalization of Calabi-Yau

manifolds, and a number of explicit examples of them are known. Their structure

forms satisfy the following relations, in addition to the above presented structure

equations:

dω ∝ Ω−, dΩ+ ∝ 2ω ∧ ω. (4.34)
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4 G-STRUCTURES AND HOLONOMY

The Coset Space SU(3)/(U(1)× U(1))

Let us take a closer look at the coset space SU(3)/(U(1)×U(1)), which will be used

in Chapter 7 for the study of explicit instanton solutions. This space comes with a

restricted half-flat SU(3)-structure (cf. Table 4 and [60]) and nonvanishing torsion

classes W+
1 ,W+

2 . The most general SU(3)-invariant metric on SU(3)/(U(1) ×
U(1)) takes the form

g6 = R2
1(e1 ⊗ e1 + e2 ⊗ e2) +R2

2(e3 ⊗ e3 + e4 ⊗ e4) +R2
3(e5 ⊗ e5 + e6 ⊗ e6)

(4.35)

with real constants R1, R2, R3 ∈ R. We find three SU(3)-invariant two-forms

ω1, ω2, ω3 and two invariant three-forms ρ1, ρ2 that can be written in a local basis

as

ω1 = e12, ω2 = −e34, ω3 = e56, (4.36)

ρ1 = e136 − e145 + e235 + e246, ρ2 = e135 + e146 − e236 + e245. (4.37)

The SU(3)-structure forms (ω,Ω) can be written as linear combinations of these

invariant forms:

ω = R2
1ω1 +R2

2ω2 +R2
3ω3, (4.38)

Ω = R1R2R3(ρ1 + iρ2). (4.39)

The torsion classes are computed from the structure forms, using Cartan’s equa-

tions (2.16) and (2.17) as well as the structure constants

f 7
12 =

1√
3
,

f 6
13 = −f 5

14 = f 5
23 = f 6

24 = f 7
34 = −f 7

56 =
1

2
√

3
, (4.40)

f 8
34 = f 8

56 =
1

2
.

We find

dω =
1

2
√

3
(R2

1 +R2
2 +R2

3)ρ2, (4.41)

dΩ+ = − 2√
3
R1R2R3(ω1 ∧ ω2 + ω1 ∧ ω3 + ω2 ∧ ω3), (4.42)

dΩ− = 0, (4.43)
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and the torsion classes take the form

W+
1 =

R2
1 +R2

2 +R2
3

3
√

3R1R2R3

, (4.44)

W+
2 =

2

3
√

3R1R2R3

(
R2

1(2R2
1 −R2

2 −R2
3)e12

− R2
2(2R2

2 −R2
1 −R2

3)e34 +R2
3(2R2

3 −R2
1 −R2

2)e12
)
. (4.45)

When all R’s are equal, the second torsion class vanishes and the space becomes

nearly-Kähler.

In addition, let us list the following identities, which are useful in explicit

computations:

d(ω ∧ ω) = 0, (4.46)

ω ∧ ω = 2(R2
1R

2
2ω1 ∧ ω2 +R2

2R
2
3ω2 ∧ ω3 +R2

1R
2
3ω1 ∧ ω3), (4.47)

ρ1 ∧ ρ2 = 4e123456, (4.48)

∗ρ1 = ρ2. (4.49)

4.5 G2-Structure Manifolds

Closely related to six-dimensional SU(3)-structure manifolds are seven-dimensio-

nal manifolds with G2-structure. As already mentioned, the cone over a nearly-

Kähler manifold has holonomy contained in G2, and the cylinder over an SU(3)-

structure manifold comes with a torsionful G2-structure. A G2-structure on the

manifold M is uniquely determined by the existence of a three-form P , allowing

us to refer to such a manifold as (M,P ). Being a subgroup of SO(7), the structure

group G2 determines a metric g7 and orientation on M .

An alternative characterization in terms of spinors is possible as well by lifting

G2 to a subgroup of Spin(7). We will not describe the details here but note in

this context that a seven-dimensional manifold admits a G2-structure if and only

if it is orientable and spin.

Together with the metric, the three-form uniquely determines a four-form

Q = ∗P . We refer to the pair (P,Q) as structure forms of the G2-structure,

in analogy to the SU(3)-structure case. G2-structure manifolds show strong sim-

ilarities to almost Hermitean manifolds, more details of which can be found for
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4 G-STRUCTURES AND HOLONOMY

instance in [69, 70]. Manifolds with G2-structure are in particular Ricci-flat, which

makes them interesting for compactifications of eleven-dimensional M-theory.

As before, we use the intrinsic torsion to classify G2-structures. The intrinsic

torsion at a point p ∈M decomposes into irreducible G2-representations according

to

TABC ∈ T ∗pM ⊗ g⊥2 = 1
τ0
⊕ 7

τ1
⊕ 14

τ2
⊕ 27

τ3
, (4.50)

where we label the representation spaces by their dimension and associate a form

τm,m = (0, . . . , 3), to each of them. τ0 is a scalar, τ1 a one-form, τ2 a two-form and

τ3 a three-form. The spaces of three- and four-forms on M decompose into the

same irreducible subrepresentations, and the differentials of the structure forms

(P,Q) may be written in terms of the torsion forms as

dP = τ0Q+ 3τ1 ∧ P + ∗τ3, (4.51)

dQ = 4τ1 ∧Q+ ∗τ2. (4.52)

Note that τ1 appears in both decompositions, a fact that is proven in Theorem

2.23 of [70]. As there are four torsion classes, we find in total 16 classes of G2-

structures, which have been classified by Fernández and Gray in [71]. In particular,

a G2 structure is called torsion-free if both P and Q are closed:

dP = dQ = 0. (4.53)

This is equivalent to the vanishing of all torsion classes. Some other interesting

classes of G2-structures according to [72] are listed in Table 5. In particular, a

G2-structure is called cocalibrated if the four-form is closed, dQ = 0, and nearly-

parallel if in addition the three-form satisfies dP ∝ Q. More details about G2-

structure torsion classes can also be found in [32, 72].

For the results presented in Chapter 7, it is important to understand the

relation of the structure forms (P,Q) and the metric g7 of a G2-structure manifold.

According to equation (A.9) in [62], the metric is determined by the three-form

P via the relation

(g7)AB = − 1

144
εCDEFKMNPACDPBEFPKMN , (4.54)

where ε denotes the curved Levi-Civita symbol which takes values

εABCDEFG ∈ {±
√
|g7|}. (4.55)

Conventions for curved and flat Levi-Civita symbols are adopted from [67] and

summarized in Appendix B. Solving equation (4.54) for |g7| and inserting the result
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Manifold Vanishing torsion classes

Nearly parallel τ1 = τ2 = τ3 = 0

Almost parallel or coclosed τ0 = τ1 = τ3 = 0

Balanced τ0 = τ1 = τ2 = 0

Locally conformally parallel τ0 = τ2 = τ3 = 0

Cocalibrated τ1 = τ2 = 0

G2-holonomy τ0 = τ1 = τ2 = τ3 = 0

Table 5: Some classes of G2-manifolds, characterized by their torsion classes.

back into the original formula allows for an explicit computation of the metric

components. It seems that the three-form P is somehow more fundamental than

the four-form Q, as it determines the metric g7. However, the following arguments

show that the four-form Q can be used equally well to determine the metric. In

seven dimensions, a four-form fixes a three-form as follows:

SABC =
1

4!
εABCDMNPQDMNP . (4.56)

As in equation (4.54), the inverse metric can be determined via this three-form as

(g7)AB = − 1

144
εCDEFKMNS

ACDSBEFSKMN . (4.57)

Replacing the components of S by the components of Q using equation (4.56)

yields

(g7)AB = −
(

1

4!

)3

εAMNX1···X4εBPQY1···Y4QX1···X4QY1···Y4QMNPQ. (4.58)

Expressing the curved Levi-Civita symbols by flat ones and moving the determi-

nant to the left-hand side allows to determine |g7|. Inserting the result back yields

an explicit expression for (g7)AB in terms of the components of Q.
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5 Yang-Mills Action and Self-Duality in Higher

Dimensions

In this section, we introduce the Yang-Mills equation and the notion of instantons

in dimensions higher than four. We list some properties of the instanton equa-

tion, including its relation to the geometric structures introduced in the previous

chapter.

Let E = P×ρV be a vector bundle associated to the principal bundle P (M,G)

with respect to some representation ρ of G. Let A be a local connection form on

E with curvature F . We introduce the Yang-Mills action as

SYM =

∫
M

tr (F ∧ ∗F) =
1

2

∫
M

tr (FABFAB)V ol(M), (5.1)

where the trace is taken over the representation indices of the g-generators in the

representation ρ. We denote by V ol(M) =
√
|g|e1 ∧ · · · ∧ ed the volume form of

the base space (M, g) and by ∗ the Hodge star operator with respect to g. It can

be shown that this action is invariant under gauge transformations.

The Yang-Mills action gives rise to the following definition: A connection form

A is called Yang-Mills connection if its curvature F satisfies the Yang-Mills

equation

D ∗ F = 0. (5.2)

The Yang-Mills equation is the equation of motion for the action (5.1) and takes

the following form in components:

DAFAB = ∂AFAB + [AA,FAB] = 0, (5.3)

where we use capital indices to label directions on M . As this is a second-order

differential equation, the construction of analytic solutions in explicit examples is
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not always possible. We can, however, find gauge connections that satisfy a first-

order differential equation and minimize the Yang-Mills action functional. The

solutions to the first-order equation solve the second-order one, but it is usually

not possible to find all second-order solutions by solving the first-order equation.

To understand the idea, let us restrict the discussion to M = R4 with Eu-

clidean metric gAB = δAB for the moment. The concept can be generalized to

higher dimensions and more complicated geometries after introducing additional

structure. In four dimensions, the Hodge star operator maps two-forms to two-

forms, which allows for the following definition:

A two-form ω ∈ Ω2(M) is called self-dual if it satisfies the condition

∗ω = ω. It is called anti-self-dual if it satisfies ∗ω = −ω. A local connection form

A ∈ Ω1(U, g) on some small open subset U ⊂ M is called (anti-)self-dual if its

curvature F ∈ Ω2(U, g) is (anti-)self-dual.

The space Ω2(M) of two-forms on a four-dimensional manifold M splits into

a direct sum of self-dual Ω2
+(M) and anti-self dual Ω2

−(M) forms according to

Ω2(M) = Ω2
+(M)⊕ Ω2

−(M). (5.4)

In this context, the Hodge star operator can be understood as an operator with

eigenvalues ±1. Self-dual and anti-self-dual two-forms are eigenforms of the +1

and −1 eigenspaces, respectively. The equation

∗F = ±F (5.5)

is called (anti-)self-duality or instanton equation. Finite-action solutions of

equation (5.5) are referred to as instantons.

Covariant differentiation of ∗F = ±F and use of the Bianchi identity (3.15)

lead to the Yang-Mills equation, implying that every (anti-)self-dual connection

is in particular a Yang-Mills connection.

The Yang-Mills action has a lower bound, also known as BPS bound, which is

saturated if the curvature F is (anti-)self-dual. To see this, we rewrite the action

as

SYM =
1

2

∫
M

d4x tr (FABFAB)

=
1

4

∫
M

d4x
(
tr ((FAB ∓ ∗FAB)(FAB ∓ ∗FAB))± 2 tr (FAB ∗ FAB)

)
=

1

4

∫
M

d4x
(
tr (FAB ∓ ∗FAB)2 ± 2 tr (FAB ∗ FAB)

)
≥ ±1

2

∫
M

d4x tr (FAB ∗ FAB), (5.6)
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5 YANG-MILLS THEORY

using ∗FAB = 1
2
εABCDFCD and gAB = δAB. The inequality turns into equality

when the curvature satisfies the instanton equation (5.5). This implies that instan-

tons minimize the Yang-Mills action, in agreement with the above observation that

they are in particular Yang-Mills connections. A solution for the four-dimensional

instanton equation with structure group G = SU(2) can be found, for example,

in [56].

The idea of replacing the second-order Yang-Mills equation by a first-order

condition can be generalized to higher dimensions after introducing additional

structure. Given a G-structure on the d-dimensional Riemannian manifold (M, g)

and assuming that G is simple, it is possible to construct a globally defined, G-

invariant four-form Q by taking the inverse of the Killing form and using the fact

that the space of two-forms Ω2(M) is pointwise isomorphic to so(d) (cf. [29]). It

turns out that this four-form vanishes if G = SO(d) but is nonzero if G ⊂ SO(d)

is a proper subgroup. Given such a Q, we may construct an operator

∗(∗Q ∧ ·) : Ω2(M)→ Ω2(M)

η 7→ ∗(∗Q ∧ η) (5.7)

that commutes with the action of G. It follows that the irreducible subrepre-

sentations of G in the space of two-forms are eigenspaces of this operator. The

eigenvalue of the adjoint representation of G can be normalized to −1, and the

other eigenvalues are determined case-by-case. They have been listed for the cases

most interesting for us in [57]. Higher-dimensional instantons are then defined

to be two-forms that transform in the −1 eigenspace of the operator12 ∗(∗Q ∧ ·).
The higher-dimensional instanton equation takes the form

∗F = − ∗Q ∧ F . (5.8)

Covariant differentiation of this equation implies the Yang-Mills equation with

torsion,

d ∗ F + [A, ∗F ] + ∗H ∧ F = 0, (5.9)

where ∗H := d∗Q. The torsion term vanishes if d∗Q∧F = 0, which is in particular

the case if the underlying manifold M has special holonomy. The generalized

instanton equation implies the torsionful Yang-Mills equation and extremizes the

12More generally, instantons could be defined to be two-forms that belong to any of the

eigenspaces of this operator. Then they satisfy the equation ∗F = ν ∗ Q ∧ F for some real

constant ν ∈ R (cf. [29]). We will not use this more general definition here.
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following action, which includes the familiar Yang-Mills plus a Chern-Simons term:

S =

∫
M

tr
(
F ∧ ∗F + (−1)d−3 ∗Q ∧ F ∧ F

)
. (5.10)

In this equation, d is the dimension of the manifold. In accordance with the

four-dimensional case, we require the higher-dimensional instantons to have finite

action as well, i. e. S < ∞ with S given by (5.10). It has been pointed out in

[29, 57] that the instanton equation (5.8) is equivalent to requiring the two-form

F to be contained in the Lie algebra g of the structure group G after identifying

∧2T ∗pM
∼= so(d). Furthermore, (5.8) implies the BPS condition γ(F) · ε = 0

(1.5) that arises in heterotic supergravity. In particular, imposing the higher-

dimensional instanton equation requires the existence of a G-structure on M .

Let us mention some additional properties of the higher-dimensional instanton

equation that illustrate its meaning as an eigenvalue equation. On almost complex

manifolds, there is a special type of natural first-order BPS equations that has

been introduced in [58, 59]. These equations are known as Hermitean Yang-Mills

(HYM) or Donaldson-Uhlenbeck-Yau (DUY) equations. They are conditions for

unbroken supersymmetry in heterotic string compactifications on compact Kähler

manifolds, generalize the four-dimensional self-duality equations and imply the

Yang-Mills equation. Let (M, g) be an even-dimensional manifold that carries

and almost complex structure J , and E(M,V ) a complex vector bundle endowed

with a connection A with curvature F . Then the HYM equations take the form

F2,0 = F0,2 = 0, ωyF = 0. (5.11)

F splits according to equation (A.7) into F = F2,0 + F1,1 + F0,2. The equations

(5.11) coincide with the anti-self-duality equation ∗F = −F in four dimensions.

The generalized anti-self-duality equation on a six-dimensional SU(3)-struc-

ture manifold takes the form ∗F = −ω ∧ F , where ω is the SU(3)-structure

two-form. In this dimension, the space of two-forms is 15-dimensional. Ac-

cording to [24, 57], it decomposes into three eigenspaces Ω2
λ(M) with eigenvalues

λ = {−1, 1, 2} of respective dimensions 8, 6 and 1. The −1 eigenspace contains

the component F (1,1) of holomorphicity degree (1, 1), orthogonal to the SU(3)-

structure form ω. The 1 eigenspace contains the components F (2,0) and F (0,2),

and the two-forms in the 2 eigenspace are proportional to ω. In this case, the

generalized instanton equation is equivalent to the HYM equations.

Equation (5.8) is invariant under conformal transformations [29, 55]. In par-

ticular, it takes the same form on the cone C(M) and on the cylinder Z(M) over
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5 YANG-MILLS THEORY

a manifold M . The Hodge star operators on C and Z, acting on a p-form, are

related as

∗C = e(d−2p)τ∗Z , (5.12)

with d denoting the dimension of C and Z. This implies that the left-hand side of

the instanton equation transforms as ∗CF = fd−4∗ZF . As the curvature is metric-

independent, the components of F are equal on both manifolds. Both the cone

and the cylinder admit a four-form Q. Conformal invariance then enforces the

four-forms on C and Z to transform as QC = e4τQZ and imply that the instanton

equations on both manifolds differ by a global conformal factor fd−4:

∗CF + ∗CQC ∧ F = fd−4(∗ZF + ∗ZQZ ∧ F) = 0. (5.13)

Note that the Yang-Mills equation is not conformally invariant, a fact that will

become important in Chapter 8.
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Part II

Instantons on Coset Spaces

6 Instanton Equation on the Cylinder over a

Coset Space

After introducing the most important facts about compact manifolds with G-

structure and higher-dimensional Yang-Mills theory, let us now turn to the con-

struction of explicit solutions of the higher-dimensional instanton equation. We

start by studying instantons on the cylinder over a general reductive homogeneous

space G/H and specialize to an explicit example later on.

Let G/H be an n-dimensional reductive homogeneous space and denote by

d = n+1 the dimension of the product space M = R×G/H. For the construction

of explicit instanton solutions, we first have to determine a four-form Q in this

general setup. When explicit examples of G-structure coset spaces are considered

later on, the four-form Q on M will be explicitly given by a combination of the

structure forms. We start by expanding the instanton equation

∗F = − ∗Q ∧ F . (6.1)

in components. Before doing that, it is useful to apply the Hodge star operator

once again. This yields

F = − ∗ (∗Q ∧ F), (6.2)

using the fact that

∗ ∗ η = (−1)r(d−r)η (6.3)

43



holds for any r-form η on a d-dimensional Riemannian manifold with positive

signature, and in particular ∗∗ = id for differential forms of even degree. We find

∗Q =
1

4!(d− 4)!
QABCDεABCDM5···Md

eM5···Md (6.4)

and

∗Q ∧ F =
1

2 · 4!(d− 4)!
QABCDεABCDM5···Md

FPQeM5···MdPQ, (6.5)

where capital indices13 A = (0, . . . , n) are used to label all directions on R×G/H
and εABCDM5···Md

is the curved Levi-Civita symbol according to equation (B.3).

Applying the Hodge star operator again, we find

∗(∗Q ∧ F) =
1

2 · 2!4!(d− 4)!
QABCDε

ABCDM5···MdFPQεM5···MdPQRSe
RS. (6.6)

Contraction of the Levi-Civita-symbols according to equation (B.7) and renaming

of indices yield

∗(∗Q ∧ F) =
1

2 · 2!
QABCDFPQδABCD[PQRS]e

RS

=
1

2 · 2!
QAB

CDFCDeCD. (6.7)

A comparison to the components of the left-hand side of equation (6.2) leads to

FAB = −1

2
QAB

CDFCD ⇔ FAB = −1

2
gCEgDFQABEFFCD. (6.8)

This form of the generalized instanton equation in components has first been

introduced in [13]. Decomposition of the free indices A,B into directions on R
and on G/H leads to two equations, a first-order differential equation and an

algebraic condition, which will also be referred to as quiver relation. This relation

allows to determine Q on a general space G/H and hence solve the first-order

equation. On special cosets where Q is explicitly known, the quiver relation

constitutes additional constraints that restrict possible instanton solutions.

With indices in the original position, equation (6.8) holds both on the cone

and on the cylinder, using the respective four-form QZ or QC. Because of the

conformal invariance of the instanton equation, we may specialize to the cylinder

with metric g = dτ 2 + δabe
ab and write out the instanton conditions explicitly.

13We use capital indices for directions on the product manifold R × G/H and small indices

a = (1, . . . , n) for directions on G/H. This is not to be confused with indices ã = (1, . . . ,dimG)

used in Chapter 2 to label directions on the group manifold G.
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6 INSTANTON EQUATION ON Z(G/H)

With the aim to keep the solution as general as possible, we have to construct the

four-form QZ without introducing any additional structure. Being a quotient of

Lie groups, the manifold G/H is equipped with structure constants which are by

definition antisymmetric in the lower two indices. Lowering the upper index of a

structure constant with the Killing metric (2.19) leads to a totally antisymmetric

object: f eabgec = fabc = f[abc] (see Appendix C.1 for details). Note that this

property is lost when coset spaces with more general metric are considered. In

our case, we can use the structure constants to define a three-form on Z(G/H) as

f :=
1

3!
fabce

abc, (6.9)

where {ea} is a basis of non-holonomic one-forms on T ∗(G/H) as in Chapter

2. Once a three-form is fixed, a four-form Q on Z(G/H) can be constructed as

follows, with functions β1(τ), β2(τ) that are to be determined:

Q : = β1(τ)dτ ∧ f + β2(τ)df. (6.10)

Using the Maurer-Cartan equation (2.16)

dea = −1

2
fabce

bc − faiceic = −
(

1

2
fabc + faice

i
b

)
ebc, (6.11)

the differential of f becomes

df = −
(

1

4
fabcf

a
de +

1

2
fabcf

a
iee

i
d

)
edebc. (6.12)

The last summand fa[bcf
a
|i|ee

i
d] vanishes by use of the Jacobi identity (C.2), and Q

takes the form

Q =
1

3!
β1fabcdτ ∧ eabc −

1

4
β2fabcf

a
dee

debc. (6.13)

Raising and lowering indices with the cylinder metric does not lead to any addi-

tional factors. Hence equation (6.8) takes the following form on Z(G/H):

FAB = −1

2
QABCDFCD. (6.14)

Separating the indices A = (0, a) yields a first-order equation and an algebraic

condition. With the explicit components of Q, we obtain

F0a = −1

2
Q0acdFcd = −β1

2
facdFcd, (6.15)

Fab = −
(
Qab0dF0d +

1

2
QabcdFcd

)
=

1

2
Q0abeQ0cdeFcd −

1

2
QabcdFcd

=

(
1

2
β2

1fabefcde + 3β2fe[abf
e
cd]

)
Fcd. (6.16)
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6.1 Gauge Connection with One Scalar Function

6.1 Gauge Connection with One Scalar Function

To determine the functions β1(τ), β2(τ), we need to further specify the components

of the curvature form F . We start with the simplest case, in which the gauge

connection (3.31) is parametrized by on one real scalar function14, A = eiIi +

φ(τ)eaIa. In this case, the curvature takes the form

F0a = φ̇Ia, (6.17)

Fab = (φ2−1)f iabIi + (φ2−φ)f fabIf , (6.18)

where φ̇ = ∂φ(τ)
∂τ

, and we can determine the functions β1(τ), β2(τ) explicitly. Omit-

ting the explicit τ -dependences, equation (6.16) turns into

(φ2−1)f iabIi + (φ2−φ)f fabIf

=

(
1

2
β2

1fabefcde + 3β2fe[abf
e
cd]

)(
(φ2−1)f icdIi + (φ2−φ)f fcdIf

)
. (6.19)

In order to determine β1 and β2, we need to assume in addition that the structure

constants with indices in the original position are cyclic and satisfy

f cadf
d
cb = αδab, (6.20)

f iadf
d
ib =

1

2
(1− α)δab, (6.21)

f cadf
d
ci = δai = 0, (6.22)

with some real parameter α specific to the chosen coset (cf. Chapter 2). Detailed

derivations of the identities used in the following steps can be found in Appendix

C.1. Note that the summand proportional to f eabf
e
cdf

i
cd in equation (6.19) vanishes

due to equation (6.22) and that the antisymmetrized combination of structure

constants fe[abf
e
cd] satisfies

fe[abf
e
cd] = fe[abf

e
c]d =

1

3

(
2fea[bf

e
c]d + fe[bc]f

e
ad

)
. (6.23)

Together with equations (C.7) and (C.8), we find

fe[abf
e
cd]f

i
cd =

1

3

(
2fec[af

e
b]d + fe[ab]f

e
cd

)
f icd = −α

3
f iab. (6.24)

The combination f eabf
e
cdf

f
cd can be easily simplified using equation (6.20):

f eabf
e
cdf

f
cd = αf fab. (6.25)

14We omit the tensor product in the connection from now on.
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6 INSTANTON EQUATION ON Z(G/H)

For the last summand in equation (6.19), we use equation (C.16) and find

fe[abf
e
cd]f

f
cd =

1

6
(1− α)f fab. (6.26)

With equations (6.23) to (6.26), equation (6.19) simplifies to

(φ2 − 1)f iabIi + (φ2 − φ)f fabIf

= −αβ2(φ2−1)f iabIi +

(
αβ2

1

2
+

(1− α)β2

2

)
(φ2−φ)f fcdIf . (6.27)

As the Lie group generators Ii and If are linearly independent, this yields two

conditions:

αβ2 = −1 for Ii, (6.28)

αβ2
1

2
+

(1−α)β2

2
= 1 for If . (6.29)

We find that on the cylinder, β1 and β2 are in fact τ -independent coefficients:

β2(τ) = β2 = − 1

α
, (6.30)

β1(τ) = β1 = ±
√

1+α

α
. (6.31)

With these results, Q can be written down explicitly:

QZ = ± 1

3!

√
1+α

α
fabcdτ ∧ eabc +

1

4α
fe[abf

e
cd]e

abcd. (6.32)

Inserting β1 into the flow equation (6.15) and using equations (6.17) and (6.18)

for F leads to

F0a = ∓
√

1 + α

2α
f cabFcd ⇔ φ̇ = ∓

√
1 + α

2
(φ2 − φ). (6.33)

For both overall signs, equation (6.33) yields kink-type solutions that interpolate

between φ = 0 and φ = 1 for τ → ±∞:

φ(τ) = −1

2
tanh

(
∓
√

1 + α

4
(τ − τ0)

)
+

1

2
. (6.34)

These solutions are plotted in Figure 1 for τ0 = 0 and α = 1
3
, which is the right

value for the coset space SU(3)/(U(1) × U(1)) with structure constants as in

equation (4.40). Solutions of this type in similar setups have been found in earlier

works, for example in [23, 24, 26, 28].
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6.2 Finiteness of the Yang-Mills Action

Figure 1: Plot of solution (6.34) for positive (green) and negative (blue) sign of

the argument, with α = 1
3

and τ0 = 0.

6.2 Finiteness of the Yang-Mills Action

As already mentioned in Chapter 5, instantons are defined to be finite-action

solutions of the Yang-Mills equation. Some comments about finiteness of the

action are in order. Using the ansatz (6.17), (6.18), the action (5.10) can be

written in the form

S =

∫
(T − V ) =

∫ ∞
−∞

(
1

2
φ̇2 − V

)
dτ, (6.35)

where T denotes the kinetic term and V the potential, determined by explicitly

writing out the expression F ∧∗F + ∗Q∧F ∧F as in Appendix C.3. This action

is finite if the solution (6.34) interpolates between zero-potential critical points.

Writing the corresponding Yang-Mills equation of motion as φ̈ = −∂φV allows

for the determination of the potential up to a constant term. The equations of

motion, arising from variation of the action, do not change after an arbitrary

constant is added to the potential V . In the cases considered here, one can always

find a constant such that a given instanton solution has finite action, and the

finiteness requirement can be used to determine this constant.

On the other hand, equation (5.10) together with the explicit forms of Q and

F (resp. A) can be used to determine the constant term in V . A computation

of this type is explicitly presented for the cylinder over a Sasakian manifold in

Appendix C.3, where the equations of motion (9.22) can be written in terms of a

gradient system.
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6 INSTANTON EQUATION ON Z(G/H)

6.3 General G-Invariant Gauge Connection

Let us generalize the ansatz for the gauge connection and assume that it takes the

form A = eiIi + eaXa subject to the G-invariance condition (3.33). This ansatz

allows A to have more degrees of freedom and therefore leads to more complicated

equations. The components of the curvature are given by

F0a = Ẋa, (6.36)

Fbc = −(f ibcIi + fabcXa − [Xb, Xc]). (6.37)

Written out in components, the commutator takes the form

[Xa, Xb] = Xc
aX

d
b (f icdIi + f ecdIe). (6.38)

Inserting this ansatz for F into the first-order equation (6.15) yields

Ẋb
aIb =

β1

2

(
αXb

aIb −Xm
c X

n
d (facdf

i
mnIi + facdf

b
mnIb)

)
. (6.39)

Comparing coefficients leads to the following two conditions:

Ẋb
a =

β1

2

(
αXb

a −Xm
c X

n
d facdf

b
mn

)
, (6.40)

0 = β1X
m
c X

n
d facdf

i
mn. (6.41)

The algebraic instanton condition (6.16) turns into the following equation by use

of the identities (6.20) to (6.22) as well as (6.24) to (6.26):

f iabIi + f fabX
e
fIe − [Xa, Xb] =− αβ2f

i
abIi +

(
β2

1α

2
+
β2

2
(1− α)

)
fmabX

e
mIe

−
(
β2

1

2
fabefcde + 3β2fe[abf

e
cd]

)
[Xc, Xd]. (6.42)

With the explicit expression for the commutator (6.38), this yields the following

two conditions, one for each independent coefficient:

f iab −Xc
aX

d
b f

i
cd = −αβ2f

i
ab −Xm

c X
n
d

(
β2

1

2
fabefcdef

i
mn + 3β2fe[abf

e
cd]f

i
mn

)
,

(6.43)

fdabX
e
d −Xc

aX
d
b f

e
cd =

(
αβ2

1

2
+
β2(1− α)

2

)
fmabX

e
m

−Xm
c X

n
d

(
β2

1

2
fabpfcdpf

e
mn + 3!β2fp[abf

p
cd]f

e
mn

)
. (6.44)

The first expression simplifies by use of equation (6.41) and takes the form

f iab−Xc
aX

d
b f

i
cd = −αβ2f

i
ab − 3β2X

m
c X

n
d fe[abf

e
cd]f

i
mn. (6.45)
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As the canonical connection A = eiIi is an instanton, the relations (6.40), (6.41),

(6.44) and (6.45) must be identically satisfied for these components of A. This is

the case if

β2 = − 1

α
, (6.46)

as in the previous chapter. The algebraic relations therefore take the form

Xc
aX

d
b f

i
cd = − 3

α
Xm
c X

n
d fe[abf

e
cd]f

i
mn, (6.47)

Xc
aX

d
b f

e
cd = −

(
α2β2

1 − (1 + α)

2α

)
fdabX

e
d

+
β2

1

2
Xm
c X

n
d fabpfcdpf

e
mn −

3!

α
Xm
c X

n
d fp[abf

p
cd]f

e
mn. (6.48)

Condition (6.48) can be solved for β1, but in the general case the single sum-

mands cannot be evaluated explicitly. We therefore turn to explicit examples in

the following chapters.
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7 Instantons on G2-Structure Manifolds

We have seen in the previous chapters that the instanton equation on the cylinder

over a general coset space G/H cannot be solved explicitly once the connection is

generalized. The equations then contain sums that cannot be further simplified.

We have to evaluate equations (6.40), (6.41), (6.47) and (6.48) on explicit coset

spaces to find instanton solutions in generalized setups.

As explained in Chapter 4, coset spaces of dimensions five, six and seven

with reduced structure group are of particular interest. Instantons on cones and

cylinders over five-dimensional Sasakian manifolds have been discussed in [24]

and [74]. We will present some non-BPS Yang-Mills solutions on these geome-

tries in Chapter 9. Instantons on eight-dimensional cones and cylinders over

seven-dimensional G2-structure manifolds have been addressed in [28]. Seven-

dimensional product spaces over a six-dimensional coset space with nearly-Kähler

structure have been discussed in [24, 26, 28, 61, 63]. We choose to review this

case to illustrate the meaning of our equations and investigate whether new in-

stantons can be constructed when the nearly-Kähler structure is generalized. For

this purpose, we will explicitly evaluate the instanton equation on the product

space R×SU(3)/(U(1)×U(1)), with the coset space admitting a half-flat SU(3)-

structure.

Before considering the example, let us remark some general facts. The cylinder

over an SU(3)-structure coset space comes with a torsionful G2-structure. As

described in Chapter 4.2, the restriction of the structure group to G2 ⊂ SO(7)

uniquely determines a metric g7, an orientation, a three-form P and hence a

four-form Q = ∗P . The instanton equation (6.8) on the cylinder over a general

coset space G/H turns into the following conditions, using the gauge connection
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A = eiIi + eaXa and leaving the components of the four-form Q arbitrary15:

Ẋb
a =

1

2
gcpgdqQ0apq

(
f ecdX

b
e −Xm

c X
n
d f

b
mn

)
, (7.1)

0 = gcpgdqQ0apq(f
i
cd −Xm

c X
n
d f

i
mn), (7.2)

f iab −Xm
a X

n
b f

i
mn = −1

2
gcpgdqQabpq

(
f icd −Xm

c X
n
d f

i
mn

)
, (7.3)

f eabX
f
e −Xm

a X
n
b f

f
mn =

1

2
gcpgdq (gerQ0eabQ0rpq −Qabpq)(

f ecdX
f
e −Xm

c X
n
d f

f
mn

)
. (7.4)

Clearly, these equations depend on the choice of Q. According to Chapter 3.2 of

[64], the instanton equation on a non-compact G2-structure manifold with four-

form Q only admits a solution if Q is closed. Otherwise the system of first-

order equations is overdetermined. The G2-structure induced from the underlying

SU(3)-structure is not unique and depends on the choice of structure form Q. The

simplest closed, SU(3)-invariant four-form on the cylinder over a half-flat coset

space that allows for a nonsingular G2-structure metric is given by

Q =
1

2
ω ∧ ω + dτ ∧ Ω−. (7.5)

This form is closed due to equation (4.33) and dΩ− = 0. Inserting (7.5) into

equation (4.58) shows that the standard cylinder metric g = dτ 2 + gG/H is the

correct G2-structure metric corresponding to this four-form. This Q is the simplest

possible four-form in the sense that without the dτ -term in Q, the corresponding

G2-structure metric on the product manifold would become singular. As (7.5)

is closed but not coclosed, it determines a cocalibrated G2-structure on Z(G/H)

with dual three-form P = ∗7Q = ω ∧ dτ − Ω+. This three-form has already been

introduced for a nearly-Kähler coset space in Chapter 2.2 of [28].

Let us now specialize to G/H = SU(3)/(U(1) × U(1)). Representation theo-

retic arguments and the SU(3)-invariance condition (3.33) allow us to further spec-

ify the matrix entries of the gauge connection A = eiIi + eaXa on

R×SU(3)/(U(1)×U(1)) with three complex-valued functions φ1(τ), φ2(τ), φ3(τ),

as explained in detail in [26]:

X1 = Re(φ1)I1 − Im(φ1)I2, X4 = −Im(φ2)I3 +Re(φ2)I4,

X2 = Im(φ1)I1 +Re(φ1)I2, X5 = Re(φ3)I5 − Im(φ3)I6,

X3 = Re(φ2)I3 + Im(φ2)I4, X6 = Im(φ3)I5 +Re(φ3)I6.

(7.6)

15To avoid confusion, we emphasize that indices a, b, c, d, e, f,m, n, p, q label directions on

G/H and i labels directions on H in these equations.
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7 INSTANTONS ON G2-STRUCTURE MANIFOLDS

Together with the four-form (7.5) and the corresponding G2-structure metric

g7 = dτ 2 +R2
1(e1⊗e1 + e2 ⊗ e2)

+R2
2(e3 ⊗ e3 + e4 ⊗ e4) +R2

3(e5 ⊗ e5 + e6 ⊗ e6), (7.7)

the instanton conditions (7.1) to (7.4) yield the following set of three cyclic first-

order and three algebraic relations that depend on the deformation parameters

R1, R2, R3:

φ̇α =
iRα√
3RβRγ

(
φ̄βφ̄γ − φα

)
,

with α, β, γ cyclic.
|φα|2

R2
α

− |φβ|
2

R2
β

=
1

R2
α

− 1

R2
β

,

(7.8)

Assuming that the deformation parameters are equal, R1 = R2 = R3, implies

|φ1| = |φ2| = |φ3| and restricts the structure of the six-dimensional manifold to

being nearly-Kähler. In this case, the algebraic condition is identically satisfied

and the three differential equations coincide, taking the form

φ̇ =
i√
3R

(φ̄2 − φ) (7.9)

with one complex function φ(τ) and one real parameter R. This equation is similar

to the instanton equation on the cocalibrated cylinder presented in [28, Chapter

5, equation (5.6 b)] with a suitable choice of R. The solution takes the form of a

kink, as discussed in detail in Chapter 5 of [24], and is explicitly given by

φ(τ) = −1

2

(
1 + i

√
3 tanh

(
1

2R
(τ − τ0)

))
. (7.10)

Leaving the parameters R1, R2, R3 arbitrary, the system of equations (7.8) has the

potential to admit more general solutions with three different functions φ1, φ2, φ3.

Equation (7.8) is a quadratic ordinary autonomous differential equation of

first order. There are no general results about the existence of globally defined

solutions (for all τ ∈ R) for systems of this type. Solutions to quadratic ODE’s

typically exhibit singularities at finite values of the variable τ .16 The properties

of the system (7.8) and its solutions are further investigated in Chapter 7.1.

The above instanton equation can be generalized as follows. The four-form

(7.5) is not the most general choice on a restricted half-flat manifold. A direct

16This can be illustrated by studying the simple example of the ODE ẋ(τ) = x(τ)2. A solution

to this equation is given by x(τ) = 1
τ−c for some real constant c ∈ R and blows up at τ = c.
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computation shows that on SU(3)/(U(1) × U(1)) with different R1, R2, R3, the

Hodge dual of the two-form ω is not proportional to the differential of the three-

form dΩ:

∗ω 6= dΩ. (7.11)

These forms have the same directions but different prefactors (different depen-

dence on the deformation parameters). This suggests to write down another in-

stanton equation with a four-form constructed as a linear combination of ∗ω and

dΩ. Equation (4.32) takes the following form on any half-flat coset space:

dΩ+ = −W+
1 ω ∧ ω +W+

2 ∧ ω, dΩ− = 0. (7.12)

We can therefore construct a closed four-form on the product space R×G/H over

a half-flat coset space G/H as

Q = e4τ

(
−1

4
W+

1 ω ∧ ω +
1

4
W+

2 ∧ ω + dτ ∧ Ω+ + dτ ∧ Ω−
)
. (7.13)

This does not have to be the most general closed, SU(3)-invariant four-form. A

rescaling of the last summand with a real factor, for example, still leads to a closed

form. For simplicity, we do not include this scaling factor in the following, as it

will not significantly change our result.

As long as the G2-structure metric corresponding to this four-form is not

known, we cannot say anything about the geometry of the product space. Again,

let us specialize to R × G/H = R × SU(3)/(U(1) × U(1)), on which the metric

can be computed with the method presented in Chapter 4.5. It turns out that the

G2-structure metric induced by the four-form (7.13) on R×SU(3)/(U(1)×U(1))

is not the standard product one:

g7 = e2τ4 · 3
3
4

√
2R1R2R3

(
dτ 2 +

1

24
δabe

aeb
)
. (7.14)

Inserting Q and g into the instanton equations (7.1) to (7.4), we find the following

cyclic conditions, which are similar to (7.8) but not explicitly Rα-dependent17:

φ̇α = 2(1− i)
(
φα − φ̄βφ̄γ

)
, α, β, γ cyclic. (7.15)

In addition, we find the algebraic relations

|φ1|2 = |φ2|2 = |φ3|2. (7.16)

17The different prefactors 1√
3

and 2 on the right-hand sides of the differential equations (7.8)

and (7.15) stem from the different prefactors of the components Qabcd in (7.5) and (7.13).
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7 INSTANTONS ON G2-STRUCTURE MANIFOLDS

Although the absolute values of all fields are forced to be equal, the parameters

R1, R2, R3 are left arbitrary, such that the instanton conditions do not restrict the

geometry of the underlying half-flat six-dimensional space. Explicit solutions are

expected to take a similar kink-type form as the solutions of equation (7.9).

To conclude, we have found two interesting four-forms Q that open the pos-

sibility for instanton solutions when the six-dimensional space is half-flat. The

first four-form (7.5) allows to reproduce known solutions on the cylinder over

SU(3)/(U(1)×U(1)) with nearly-Kähler structure and possibly admits solutions

with three different functions. In the second case with the four-form (7.13), the

deformation parameters of the coset space contribute as one factor
√
R1R2R3 in

the seven-dimensional metric (7.14), hence from the seven-dimensional viewpoint

it makes no difference whether the deformation parameters are equal or not. The

solutions to the instanton equation are expected to take a similar kink-type form

as in the nearly-Kähler case. The G2-structure induced by both four-forms is co-

calibrated, as Q is by construction closed. The seven-dimensional instantons that

can be obtained from the second construction are therefore not new, although

the underlying six-dimensional geometry is slightly more general than in earlier

works.

Since Q is required to be closed, any construction of the presented type will

lead to a cocalibrated G2-structure. It would be interesting to study instantons

on product spaces R × G/H with other, possibly more general SU(3)-structure

manifolds, for example SU(2)×SU(2). This space admits deformation parameters

as well, as can be found in [49], and may allow for the construction of more than

one four-form Q.

Let us close by noting that on G2-structure seven-manifolds (and only on

them), the instanton equation (6.1) is equivalent to the condition

Q ∧ F = 0. (7.17)

This equation does not depend explicitly on the metric. Using it instead of (6.14),

the explicit computation of the metric can be avoided. The proof of equivalence of

the instanton conditions is based on representation theoretic arguments and can

be found in [29]. For instance, inserting the four-form (7.13) into this equation,

we obtain the algebraic relation F12−F34 +F56 = 0 and the following differential
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7.1 Instanton Equation with Three Different Parameters

equations:

− 1

2
√

3
F01 + F45 −F46 −F36 −F35 = 0, (7.18)

− 1

2
√

3
F02 −F46 −F45 + F36 −F35 = 0, (7.19)

1

2
√

3
F03 −F25 + F26 −F16 −F15 = 0, (7.20)

1

2
√

3
F04 −F26 −F25 −F16 + F15 = 0, (7.21)

− 1

2
√

3
F05 −F24 + F14 −F23 −F13 = 0, (7.22)

− 1

2
√

3
F06 −F24 −F14 + F23 −F13 = 0. (7.23)

Inserting the explicit expressions for F shows that these relations lead to equations

(7.15) and (7.16).

7.1 On the Existence of Solutions to the Instanton

Equation with Three Different Parameters R1, R2, R3

For a better understanding of the ODE system (7.8) and the behaviour of its

solutions, we first note that the algebraic constraints are compatible with the

differential equations. They do not restrict the ODE system. To see this, we

multiply the differential equation with φ̄α and add the complex conjugate of this

equation:

φ̇αφ̄α + ˙̄φαφα =
i√
3

Rα

RβRγ

(
φ̄1φ̄2φ̄3 − φ1φ2φ3

)
. (7.24)

This implies

∂τ

(
|φα|2

R2
α

)
=
φ̇αφ̄α + ˙̄φαφα

R2
α

=
i√
3

1

R1R2R3

(
φ̄1φ̄2φ̄3 − φ1φ2φ3

)
. (7.25)

The right-hand side of this equation takes the same form for all α, hence

∂τ

(
|φα|2

R2
α

− |φβ|
2

R2
β

)
= 0,

|φα|2

R2
α

− |φβ|
2

R2
β

= const. (7.26)

The constant is determined by the algebraic condition (7.8), which can be inter-

preted as an initial condition at the initial value τ0 = 0. Fixing, for example,
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7 INSTANTONS ON G2-STRUCTURE MANIFOLDS

|φ1(0)|2 := p determines |φ2(0)|2 and |φ3(0)|2 as a function of the initial value

p ∈ R. Noting furthermore that the right-hand side of the differential equation

(7.8) is locally Lipschitz continuous, and choosing initial angles θ1(0), θ2(0), θ3(0),

we find that the initial values uniquely determine a local solution to the system

(7.8) with explicitly different deformation parameters R1 6= R2 6= R3.

Global solutions are given by the equilibria

φ̇1 = φ̇2 = φ̇3 = 0. (7.27)

They are the constant solutions φ1 = φ2 = φ3 = 0 and

r1 = r2 = r3 = 1, θ1 + θ2 + θ3 = 2πn, (7.28)

where we have introduced polar coordinates φα(τ) = ra(τ)eiθα(τ).

Proving that the system allows for globally defined dynamic solutions can, as

already mentioned, not be done in a standard way. For a closer investigation, it

is useful to rescale the functions φα as

φα(τ) 7→ Rαφα

(√
3τ
)
, (7.29)

such that the ODE system (7.8) takes the form

φ̇α = i

(
φ̄βφ̄γ −

Rα

RβRγ

φα

)
,

with α, β, γ cyclic.

|φα|2 − |φβ|2 =
1

R2
α

− 1

R2
β

,

(7.30)

Rewriting these equations in real coordinates φα(τ) := xα(τ) + iyα(τ) leads to the

following conditions, cyclic in α, β, γ:

ẋα = xβyγ + xγyβ +
Rα

RβRγ

yα = −∂H
∂yα

,

ẏα = xβxγ − yβyγ −
Rα

RβRγ

xα =
∂H

∂xα
, (7.31)

x2
α + y2

α − x2
β − y2

β =
1

R2
α

− 1

R2
β

.

These are six differential equations and three algebraic conditions. The differential

equations constitute a Hamiltonian system with Hamiltonian function

H = x1x2x3 − x1y2y3 − y1x2y3 − y1y2x3 −
1

2

3∑
α=1

Rα

RβRγ

(x2
α + y2

α). (7.32)
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7.1 Instanton Equation with Three Different Parameters

Hamiltonian systems admit statements about the existence of global solutions in

the following way. As can be found for example in [65, Example 1.6.8] or [66,

Proposition 8.10], a Hamiltonian system admits a global solution (defined for all

τ ∈ R) if

lim
‖(x1,x2,x3,y1,y2,y3)‖→∞

H(x1, x2, x3, y1, y2, y3) =∞, (7.33)

with ‖ · ‖ denoting the standard norm in R6. A direct computation shows that

our Hamiltonian (7.32) does not satisfy this property. We consider the case x2 =

x3 = 0, x1 = −1
2

1
R1R2R3

(R2
1 +R2

2 +R2
3) <∞ and find

lim
‖yα‖→∞

H(x1, 0, 0, y1, y2, y3)

= lim
‖yα‖→∞

(
−x1y2y3 −

1

2

(
R1

R2R3

(x2
1 + y2

1) +
R2

R1R3

y2
2 +

R3

R1R2

y2
3

))
= −1

8

1

R2
2R

2
3

(
R2

1 +R2
2 +R2

3

)
<∞. (7.34)

This shows that in our case no definite statement about global existence of solu-

tions can be made in this way.

Another possibility to show the existence of global solutions is a closer study

of the phase space of the system (7.31). Solutions of a Hamiltonian system are

located on the level sets of the Hamiltonian function. The existence of bounded

(compact) level sets of the Hamiltonian (7.32) in the phase space R6 would guar-

antee the existence of global solutions. The idea can be best illustrated in the

case of a two-dimensional phase space, i. e. for R1 = R2 = R3 and φ1 = φ2 = φ3.

The level sets of the corresponding Hamiltonian

H = x3 − 3xy2 − 3

2

1

R

(
x2 + y2

)
(7.35)

are shown in Figure 2 for the case R = 1. The phase space is cut into seven

distinct regions by the constant solution H(−1
2
, y) = −1

2
. This solution can be

rotated by 3-symmetry, giving rise to the three intersecting straight lines visible

in the plot. These lines border a compact subset of the phase space, ensuring

the existence of globally defined, bounded solutions inside this set and suggesting

divergent solutions outside, possibly with blow-up behaviour.

It turns out that compact subsets of the phase space of the six-dimensional

system cannot be found in such a straightforward way. The two-dimensional phase

space allows for one-dimensional straight hypersurfaces after fixing one of the

coordinates. The six-dimensional Hamiltonian (7.32) does however not obviously
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7 INSTANTONS ON G2-STRUCTURE MANIFOLDS

Figure 2: Level sets of the Hamiltonian (7.35) with parameter value R = 1. The

plot shows the straight lines on which the analytic solution (7.10) is located as

well as bounded and unbounded level sets. Bounded solutions are located on the

closed level sets of H in the center of the plot.

admit five-dimensional hypersurfaces with one or more fixed coordinates because

each of the six phase space coordinates appears both in linear and in quadratic

order. Furthermore, as H is a polynomial of degree 2 in each coordinate, we

cannot expect the H = const hypersurfaces to be bounded in any direction of

phase space. In general, statements about the phase space of six-dimensional

Hamiltonian systems are hard to make.

Future work for understanding the behaviour of solutions of (7.8) may include

the study of chaotic behaviour, which appears frequently in nonlinear Hamiltonian

systems of dimensions higher than two. This investigation, however, is beyond

the scope of this thesis.
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Part III

Non-BPS Yang-Mills Solutions

on Coset Spaces

8 Yang-Mills Equation on the Cone over a

Coset Space

In Chapter 6, the higher-dimensional instanton equation has been written out in

components and solved on the product space R×G/H, using the simplified ansatz

A = eiIi + φeaIa for the gauge connection. In this chapter, we discuss the Yang-

Mills equation in an analogous setup. As the instanton equation is conformally

invariant, it was sufficient to consider the cylinder over G/H to obtain results

that also hold on the cone. This is not true for the Yang-Mills equation, hence

cone and cylinder have to be discussed separately now.

For a motivation of the following discussion, recall that a connection with to-

tally antisymmetric torsion naturally appears in the conditions for supersymmetry

preservation in heterotic supergravity [36]. On suitably chosen string backgrounds,

one can introduce geometric three-form fluxes that are identified with the torsion

of this spin connection. The Yang-Mills equation with torsion on a Riemannian

manifold takes the following form with some three-form H:

d ∗ F + [A, ∗F ] + ∗H ∧ F = 0. (8.1)

Recall furthermore that the Yang-Mills equation follows from covariant differenti-

ation of the higher-dimensional instanton equation if the three-form is related to
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the G-structure four-form as ∗H := d ∗ Q. In this case, the Yang-Mills equation

is the equation of motion of the action (5.10) consisting of a Yang-Mills plus a

Chern-Simons term. The torsion term in the Yang-Mills equation is generated

by variation of the Chern-Simons term, while the other summands arise from

variation of the Yang-Mills term.

Non-BPS Yang-Mills solutions can be constructed when the Yang-Mills equa-

tion is not required to follow from a first-order equation. In accordance with earlier

work [23, 24, 26], we choose to identify the three-form H with the torsion of the

spin connection, HABC ∝ TABC , and the torsion components18 to be proportional

to the structure constants on G/H:

Tabc = κfabc, κ ∈ R. (8.2)

In explicit examples, the relation of T and H will be chosen such that ∗H = d ∗Q
is satisfied for κ = 1 and the Yang-Mills equation follows from the instanton

equation for this value of κ. Other choices are possible and correspond to a

rescaling of the parameter κ. Solutions of the torsionful Yang-Mills equation can

be lifted to solutions of heterotic supergravity if they follow from a first-order BPS

equation. More general non-BPS Yang-Mills solutions for arbitrary values of κ

can potentially serve as building blocks for non-supersymmetric string solutions.

Written out in components, the torsionful Yang-Mills equation on the product

space R × G/H turns into the following set of equations (see Appendix C.2 for

a detailed derivation), where the metric is assumed to be of diagonal form with

coordinate-dependent components:

gBB√
|g|
∂C

(√
|g|FCB

)
−FCD

(
1

2
TCDB − −ΓCDB

)
+ FCB

(
1

2
TCD

D − −ΓCD
D

)
−FCB

(
1

2
TDC

D − −ΓDC
D

)
+ [AA, FAB]− 1

2
HCDBFCD = 0. (8.3)

These are d equations, with the free index B running from 0 to dimG/H. The

coefficients HABC (with all indices lowered) are the components of the 3-form H,

and −ΓCAB are the coefficients of the torsionful spin connection with torsion TCAB.

This equation19 has been discussed in detail on the cylinder over an arbitrary coset

18It has been argued in [24] that for such a choice ofHABC and TABC , the Yang-Mills equation

on the cylinder over a nearly-Kähler coset space follows from an action similar to (5.10). This

does not have to hold for other choices of H.
19Note that this equation is not identical to the corresponding equations (2.19) and (2.20) in
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8 YANG-MILLS EQUATION ON C(G/H)

space G/H with A = eiIi + φeaIa in [23, 24, 26, 75], leading to explicit kink-type

solutions of similar type as those presented in Figure 1.

Equation (8.3) turns into the following equations on the cone R × G/H with

metric gC = γ2e2γτ (dτ 2 + δabe
aeb), where γ denotes the opening angle:

FCD
(

1

2
TCD

0 − −ΓCD
0

)
−F c0

(
1

2
TcD

D − −ΓcD
D

)
+ F c0

(
1

2
TDc

D − −ΓDc
D

)
− [Aa, F a0] +

1

2
HCD

0FCD = 0 (8.4)

for B = 0 and

γ−4e−4γτ∂0F0b + γ(d− 4)F0b −FCD
(

1

2
TCD

b − −ΓCD
b

)
+ FCb

(
1

2
TCD

D − −ΓCD
D

)
−FCb

(
1

2
TDC

D − −ΓDC
D

)
+ [Aa, F ab]− 1

2
HCD

bFCD = 0 (8.5)

for B 6= 0.

Some of the connection coefficients −ΓCAB vanish on the cylinder but not on the

cone. They are derived by use of Cartan’s structure equation (3.25) and metric

compatibility (3.24), employing the ansatz (8.2) for the torsion. Apart from the

coefficients

−Γcab =
1

2
(κ+ 1)f cab + f cibe

i
a, (8.6)

which have been derived in [75] and are the same on the cone and on the cylinder,

we find the following nonvanishing components on the cone:

−Γ0
00 = 1, (8.7)

−Γ0
ab = −Γ0

ba = −δab, (8.8)

−Γab0 = −Γa0b = δab. (8.9)

The spin connection then has the following nonvanishing coefficients:

−Γcb = −ΓcAbe
A,= (1 + δbc) e

0 +
1

2
(κ+ 1)f cabe

a + f cibe
i, (8.10)

−Γc0 = −Γca0e
a = δace

a, (8.11)

−Γ0
b = −Γ0

abe
a = −δabea. (8.12)

[26] due to differently normalized torsion. The equations presented in the reference follow from

our equation (8.3) with cylinder metric gZ = dτ2+δabe
aeb in the special case of HABC = −TABC .
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For further specification, we have to fix the relation between the torsion TCAB and

the three-form H. As mentioned above, HABC ∝ TABC is chosen such that the

relation ∗H = d ∗Q holds for a certain value of κ (so that the instanton case can

be recovered for this κ-value). In the case of general G/H, there is some freedom

in the choice of the structure form Q, and therefore also in the choice of H. For

this reason, and to avoid unnecessary complications in the following computation,

we choose

Habc = −Tabc = −κfabc. (8.13)

With this choice, our Yang-Mills equation (8.3) takes the same form as in [23, 26],

so that the results can be directly compared. In particular, the torsion terms in

the Yang-Mills equation cancel, and equation (8.5) with index B 6= 0 turns into

γ−4e−4γτ∂0F0b + γ(d− 4)F0b + F cd −Γbcd + F cb −Γddc +
[
Aa,Fab

]
= 0. (8.14)

Note that all contributions from connection coefficients with zero index cancel,

and the only difference to the corresponding cylinder equation is the first-order

friction term. We insert the most general G-equivariant ansatz for the gauge

connection,

A = eiIi + eaXa, (8.15)

with curvature

F0a = Ẋa, (8.16)

Fbc = −(f ibcIi + fabcXa − [Xb, Xc]), (8.17)

and find a set of (d− 1) differential equations from the B 6= 0 equations20 (8.5):

Ẍb + γ(d− 4)Ẋb +
1

2
(1− α(κ+ 2))Xb

+
1

2
(κ+ 3)f bad[Xa, Xd] + [Xa, [Xa, Xb]] = 0. (8.18)

The B = 0 equation (8.4) turns into the Gauss-law constraint, which is equivalent

on the cone and on the cylinder:

[Xa, Ẋa] = 0 (sum over a). (8.19)

The Yang-Mills equation with this ansatz contains terms proportional to the func-

tions eia, which cancel by use of the Jacobi identity (C.2) and G-invariance (3.33).

20Note that the friction term vanishes in dimension d = 4 and the Yang-Mills equation is

conformally invariant in that dimension.
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8 YANG-MILLS EQUATION ON C(G/H)

This has been shown in [76], hence these terms are not explicitly displayed here.

Specializing to a gauge connection with one scalar field,

A = eiIi + φ(τ)eaIa, (8.20)

equation (8.19) is identically satisfied and equations (8.18) reduce to

φ̈+ γ(d− 4)φ̇− 1

2
(α + 1)φ(φ− 1)(φ− ρ) = 0, (8.21)

using the abbreviation

ρ :=
α(κ+ 2)− 1

α + 1
. (8.22)

In the following, we present solutions to this second-order equation on the cone.

Equation (8.21) is also known as Duffing-Helmholtz equation. We will close this

chapter with a discussion of this equation and a presentation of known solutions.

8.1 Solutions to the Yang-Mills Equation

The second-order equation (8.21) takes the following form after rescaling

τ 7→
√
α + 1

2
τ (8.23)

and introducing the potential V (φ):

φ̈+ γ(d− 4)

√
2

α + 1
φ̇ = φ(φ− 1)(φ− ρ) :=

dV

dφ
. (8.24)

To construct first-order equations that imply (8.24), we assume that the second-

order equation follows from a flow equation21 of the form

φ̇ =
dW (φ)

dφ
, (8.25)

with prepotential W (φ). Taking the τ -derivative and inserting φ̇ back yields

φ̈ =
d2W (φ)

dφ2
· dW (φ)

dφ
. (8.26)

21This is known as gradient flow or Hamiltonian flow, depending on whether the proportion-

ality φ̇ ∝ ∂W
∂φ is real or imaginary. We will find gradient flow equations only.
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8.1 Solutions to the Yang-Mills Equation

These expressions can be inserted into the original second-order equation (8.24)

to obtain

d2W (φ)

dφ2
· dW (φ)

dφ
+ γ(d− 4)

√
2

α + 1

dW (φ)

dφ
=
dV (φ)

dφ
. (8.27)

Integration with respect to φ yields

V (φ) = γ(d− 4)

√
2

α + 1
W (φ) +

1

2

(
dW (φ)

dφ

)2

+ const. (8.28)

According to its definition in equation (8.24), the potential V (φ) is a polynomial

of degree four in φ and can be written as

V (φ) =
1

4
φ4 − 1

3
(1 + ρ)φ3 +

1

2
ρφ2 + const. (8.29)

Assuming that W is of the form

W (φ) = aφ3 + bφ2 + cφ+ p (8.30)

with real coefficients a, b, c, p, and inserting this into equation (8.28) yields

V (φ) =
9

2
a2φ4 + a (Θ + 6b)φ3 +

(
3ac+ 2b2 + Θb

)
φ2

+ c (Θ + 2b)φ+ Θp+
1

2
c2, (8.31)

where we have introduced the abbreviation Θ := γ(d− 4)
√

2
α+1

. Comparing the

coefficients of equation (8.29) and (8.31) leads to the following conditions on a, b, c

and Θ:

1

4
=

9

2
a2 for φ4, (8.32a)

−1

3
(1 + ρ) = a (Θ + 6b) for φ3, (8.32b)

1

2
ρ = Θb+ 2b2 + 3ac for φ2, (8.32c)

c (Θ + 2b) = 0 for φ. (8.32d)

This system of equations leads to six solutions on the parameters a, b and c, each

of them with one additional condition that relates ρ, γ and α.

The constant term p in the prepotential W , as well as the constant term in

the potential V , remain undetermined in this computation. The constant can

be determined by explicitly computing the action that has (8.24) as equation of

motion. This can be done in a similar way as presented in Appendix C.3 for the
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8 YANG-MILLS EQUATION ON C(G/H)

cylinder over a Sasakian manifold. The action contains a kinetic term ∝ φ̇2 and

the full potential. Knowing the full potential, in particular the constant term,

allows for a statement about finiteness of the action as discussed earlier. We will

not further discuss this point here.

For the construction of explicit solutions to (8.24), it is not necessary to know

the constant term in V . From the system (8.32), we find the following first-order

equations that solve the second-order equation:

±φ̇ =
1√
2
φ(φ− ρ) ρ = 2± 2

γ(d− 4)√
α + 1

, (8.33a)

±φ̇ =
1√
2
φ(φ− 1) along with ρ =

1

2
∓ γ(d− 4)√

α + 1
, (8.33b)

±φ̇ =
1√
2

(φ− 1)(φ− ρ) ρ = ±2
γ(d− 4)√
α + 1

− 1. (8.33c)

Each solution comes with an additional condition on the parameters ρ, γ and α,

which, after inserting equation (8.22), turns into the following relations between

the torsion parameter κ, the cone dimension d, the opening angle γ and the coset

parameter α. For the respective cases:

κ =
1

α

(
3± 2γ(d− 4)

√
α + 1

)
, (8.34a)

κ =
1

α

(
3

2
(1− α)∓ γ(d− 4)

√
α + 1

)
, (8.34b)

κ = −3± 2γ(d− 4)

√
α + 1

α
. (8.34c)

This is in agreement with the fact that the second-order equation follows from a

first-order equation only for certain values of κ. Given that α and d are fixed on

specific coset spaces, these relations allow to express κ as a function of γ and vice

versa.

Equations (8.33a) and (8.33b) are equivalent for ρ = 1, and equations (8.33b)

and (8.33c) are equivalent for ρ = 0. All explicit solutions of the three equations

are of kink-type and take the respective form

φ1(τ) = ±ρ
2

tanh

(
ρ

2
√

2
(τ − τ0)

)
+
ρ

2
, (8.35a)

φ2(τ) = ±1

2
tanh

(
1

2
√

2
(τ − τ0)

)
+

1

2
, (8.35b)

φ3(τ) = ±ρ− 1

2
tanh

(
1− ρ
2
√

2
(τ − τ0)

)
+
ρ+ 1

2
. (8.35c)
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8.1 Solutions to the Yang-Mills Equation

Figure 3: Plot of the solutions φ1(τ) (red), φ2(τ) (blue) and φ3(τ) (green) as in

equations (8.35) with positive sign. The parameters have been chosen as τ0 = 0,

α = 1
3

and κ = 3, implying ρ = 1
2
.

For positive signs on the right-hand sides, we find

lim
τ→−∞

φ1(τ) = 0 lim
τ→∞

φ1(τ) = ρ, (8.36a)

lim
τ→−∞

φ2(τ) = 0 lim
τ→∞

φ2(τ) = 1, (8.36b)

lim
τ→−∞

φ3(τ) = 1 lim
τ→∞

φ3(τ) = ρ, (8.36c)

(the asymptotic values are exchanged for negative overall signs). Each of the

constructed solutions interpolates between two of the three critical points φcrit

that satisfy ∂V
∂φ

= 0. A plot for all three cases with a certain value of ρ can

be found in Figure 3. Note that equation (8.35b) is equivalent to the instanton

equation (6.34) after a suitable rescaling of τ . The instanton equation with Q

constructed as in Chapter 6.1 therefore implies the Yang-Mills equation, but it is

not the only solution to the second-order equation (8.24).

Some further steps can be taken to better understanding the constructed so-

lutions. As mentioned, an explicit computation of the action can determine the

constant term in the potential V . In the absence of the friction term in the Yang-

Mills equation (8.24), finite-action Yang-Mills solutions must interpolate between

critical points with zero potential, i. e. points that satisfy ∂V
∂φ

= V = 0. Typically,

the critical points satisfy V = 0 only for a certain value of κ. Including the friction

term, the situation becomes more complicated, but the finite-action requirement

is still expected to single out certain values of κ. Together with the conditions
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8 YANG-MILLS EQUATION ON C(G/H)

(8.34), this analysis allows to determine a distinguished opening angle for which

all described conditions are satisfied. We leave this task for future work.

8.2 The Duffing-Helmholtz Equation

Equations of the type (8.21) have been studied before, for example in [77, 78].

Equation (8.21) is known as damped Duffing-Helmholtz equation, which takes

the general form

ẍ(τ) + 2νẋ(τ) + Ax(τ) +Bx2(τ) + εx3(τ) = 0, (8.37)

with x(τ) being some (unknown) function, the dots denoting derivatives with

respect to τ and the coefficients named in accordance with [77]. This equation

models, for example, the dynamics of thin laminated plates, graded beams and

eardrum oscillators [79–81].

In the special case of B = 0 (i. e. vanishing of the quadratic term, which

corresponds to ρ = −1 or equivalently κ = −3 in equation (8.21)), we obtain the

force-free, damped Duffing equation

ẍ(τ) + 2νẋ(τ) + Ax(τ) + εx3(τ) = 0. (8.38)

This equation has first been introduced by Georg Duffing in 1918 [82] and is used

to describe certain damped and driven oscillators, for example a spring pendulum

with a special kind of spring stiffness (see [78] for more applications). A general

solution of the damped Duffing equation is given by

x(τ) = a(τ) cn(ω(τ), k2), (8.39)

provided that the parameters satisfy the condition [83]

A =
8ν2

9
, (8.40)

where cn(ω(τ), k2) denotes the Jacobi elliptic function, ω is the (time-dependent)

frequency and k the elliptic modulus. In our case with κ = −3, the parameter

condition (8.40) turns into the following constraint on the opening angle:

γ = ±

√
9(α + 1)

8(d− 4)2
. (8.41)
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8.2 The Duffing-Helmholtz Equation

As we are interested in the case of general κ, γ, we do not further discuss equation

(8.38) and its solutions in detail here and instead turn back to the more general

Duffing-Helmholtz equation (8.37).

Provided that the parameters satisfy the condition [77]

A =
3B12 + 8εν2

9ε
, (8.42)

a solution to equation (8.37) is given by

x(τ) =
a(τ)− b(τ) + c(τ)(a(τ)− b(τ))cn(ω(τ), k2)

1 + c(τ)cn(ω(τ), k2)
, (8.43)

with

a(τ) = −b(τ)(c4 + 1)

c4 − 1
− B

3ε
, (8.44)

b(τ) = B1e
− 2

3
ντ , (8.45)

ω(τ) = −3A1B1

2ν
e−

2
3
ντ + C0, (8.46)

where A1 and B1 are integration constants that are determined by the initial

conditions. The constant parameter c can be determined by a direct computation

as described in [77].

With our parameters, we find that condition (8.42) turns into

ρ =
1

2
±

√
16γ2(d− 4)2 − 9(α + 1)

12(α + 1)
, (8.47)

again constituting an additional constraint on the parameters ρ and γ (or, more

precisely, on κ and γ). Note that this condition matches none of the cases (8.33),

hence the solution (8.43) does not coincide with any of the ones constructed in

Chapter 8.1.
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9 Yang-Mills Equation on Cylinders over

Sasakian Manifolds

Let us return to the Yang-Mills equation on the cylinder and consider the example

in which the base manifold M has Sasakian structure and is of dimension 2m+ 1.

The cases m = 2 and m = 3 are of particular interest in string theory. The results

of the following chapters can also be found in [84].

As introduced in Chapter 4.3, Sasakian manifolds have U(m) structure group,

while the structure group on Sasaki-Einstein manifolds reduces further to SU(m)

(see also [47]). We consider a Sasakian manifold M with metric

gM = e1e1 + e2hδabe
aeb, (9.1)

which is not Einstein for arbitrary h ∈ R. However, this construction still allows

for an SU(m) structure on M . To understand this, first note that there is no

one-to-one correspondence of the existence of an SU(m) structure on M and the

Einstein property of the metric. If a manifold is Sasaki-Einstein, it must have

SU(m) structure group, but the converse is not necessarily true.

The structure of our manifold arises as follows. Starting with a Sasaki-Einstein

manifold that has structure group SU(m) and admits two Killing spinors22 ε, ε̃, one

may construct the canonical connection P∇ by the requirement P∇ε = P∇ε̃ = 0.
P∇ has holonomy SU(m) and components (4.18), (4.19). One then notices that
P∇ is compatible with the whole family of metrics (4.20)23. Deformation of the

metric therefore does not affect the spinor identities P∇ε = P∇ε̃ = 0, although the

22The Killing spinors can be used to construct the contact form η and the other structure

forms, as described in [29].
23The compatibility can be verified by explicitly computing P∇gh, using gh to raise and

lower indices, or by rewriting gh in terms of e1 and gh=0 and employing P∇e1 = 0 as well as
P∇gh=0 = 0. We thank Derek Harland for this comment.
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connection P∇ depends on the choice of the metric. The existence of two Killing

spinors, on the other hand, is in one-to-one correspondence with the existence of an

SU(m)-structure. Hence, the family gh preserves the SU(m) structure although

the Einstein property is lost. We find that we have a Sasakian manifold with

SU(m)-structure that is explicitly not Einstein .

As described in Chapter 4.3, we will restrict the consideration to a metric that

makes the torsion of the canonical connection totally antisymmetric. The metric

on the cylinder Z(M) then takes the form

g = e0e0 + e1e1 +
2m

m+ 1
δabe

aeb, (9.2)

where e0 := dτ denotes the coordinate in the R-direction. As the base manifold

admits an SU(m) structure and according to [29], we can construct a connection

that has holonomy group SU(m+ 1) on the cylinder. This corresponds to having

an SU(m + 1)-structure on Z(M) and, as described in Chapter 3, to a principal

bundle P (Z(M), SU(m+ 1)). We denote the gauge connection in this bundle by

A and construct the connection induced by A in the tangent bundle over Z(M)

as a generalization of the canonical connection. The Sasakian manifold M has

structure group SU(m) as described, and the canonical connection on M lifts to

a connection on TZ(M) with the same holonomy group SU(m) = Hol(P∇) as

on the base space. The existence of an SU(m)-holonomy connection in TZ(M)

corresponds to the existence of a principal subbundle of P with structure group

SU(m).

As SU(m) is a subgroup of SU(m + 1), the corresponding Lie algebras split

according to su(m + 1) = su(m) ⊕ m with respect to the Killing metric, where

SU(m) acts irreducibly on su(m) and m denotes the (2m+1)-dimensional orthog-

onal complement to su(m). We denote the su(m + 1)-generators that span the

orthogonal complement m as {Iµ} = {I1, Ia} with indices as in Chapter 4.3, and

the remaining generators of su(m) as {Ii}, in analogy to the splitting on a reduc-

tive coset space. The groups considered here, however, do not necessarily have to

form a quotient. The SU(m+ 1)-generators satisfy the commutation relations

[Ii, Ij] = fkijIk,

[Ii, Iµ] = f νiµIν , (9.3)

[Iµ, Iν ] = fρµνIρ + fkµνIk.
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9 YANG-MILLS EQUATION ON SASAKIAN MANIFOLDS

Written as SU(m+ 1)-matrices, they have the following nonvanishing entries:

Ibia = f bia,

Ib1a = − 1

m
ωab, − I0

11 = I1
10 = 1, (9.4)

−I0
ab = Iba0 = δba, − I1

ab = Iba1 = ωab.

In this basis, the SU(m)-structure constants are related as follows to the SU(m)-

structure three-form on the base manifold M :

f 1
ab = 2Pab1, f b1a =

m+ 1

m
P1ab. (9.5)

As in Chapter 3, we make the following ansatz for the gauge connection on

TZ(M):

A = P∇+Xµe
µ. (9.6)

By construction, the components Xµe
µ are (local) representations of a globally

defined connection one-form X subject to the conditions (3.2) on the principal

gauge bundle P (SU(m + 1)). In general, they depend on the choice of local

coframe {eµ}. Requiring them to be independent under a change of coframe leads

to the following invariance condition:

[Ii, Xµ] = f νiµXν . (9.7)

For a more detailed motivation in this context, we also refer to [74]. This con-

dition takes the same form as condition (3.33) for G-invariant connections on

coset spaces G/H, but the construction on coset spaces is a priori not related to

the construction presented here. The invariance condition implies in particular

that the functions χ, ψ depend on the R-coordinate only, and are independent of

coordinates of the base space.

The simplest ansatz that satisfies equation (9.7) in the Sasakian case is

X1 = χ(τ)I1, Xa = ψ(τ)Ia with real functions χ(τ), ψ(τ), where the invariance

condition is still satisfied after individual rescaling of X1 or Xa by a real factor.

With this ansatz, the connection takes the form

A = eiIi + χ(τ)e1I1 +
1√
2m

ψ(τ)eaIa. (9.8)

The second summand has been suitably rescaled in order to simplify the following

computation. In the following, we will furthermore assume that our Sasakian

manifold has coset structure. As an example, one can think of the sphere S2m+1 =
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9.1 Yang-Mills with Torsion

SU(m+ 1)/SU(m). The following computation will therefore bear close analogy

to the computation on Chapter 8. The coset structure enables us in particular to

relate the one-forms {eµ, ei} as eµ = eiµe
i via real functions eiµ.

9.1 Yang-Mills Equation with Torsion

Let us write out the torsionful Yang-Mills equation (8.3) in this setup. For spec-

ification of the torsion term in the Yang-Mills equation, we have to compute

the components of the three-form H in such a way that the instanton case with

∗H = d ∗ Q is recovered for κ = 1. According to [29], the G-structure four-form

on the cylinder over a Sasakian manifold with metric (9.2) is given by

QZ =
2m

m+ 1
dτ ∧ P +

(
2m

m+ 1

)2

Q, (9.9)

with P and Q as in equation (4.13). We take the instanton case as starting point.

Using the definition ∗H := d ∗Q, the fact that

∗ ∗ ρ = (−1)r(d−r)ρ (9.10)

holds for an r-form ρ on a d-dimensional Riemannian manifold, as well as decom-

position rules for antisymmetric tensor indices, a direct computation yields

HABC = −5

2
fMN

[CQMNAB] = −15

2
QMN [ABf

MN
C], (9.11)

where capital indices label directions on Z(M). The upper indices of HA
BC , fABC

and TABC will always be lowered such that they appear behind the lower two ones,

i. e. gAAf
A
BC = fBCA. This convention is important, as not all quantities can a

priori be assumed to be totally antisymmetric. At this point, we have to distin-

guish between indices in cylinder direction (0), contact direction (1) and all other

directions and find that the following components vanish in any dimension:

H01c = H0bc = Habc = 0. (9.12)

The remaining components depend on the value of m. We demonstrate this by

writing out H231 explicitly, using equations (4.13), (4.17) and (9.5). All other
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9 YANG-MILLS EQUATION ON SASAKIAN MANIFOLDS

nonvanishing components of H behave in a similar way.

H231 = −2P231Q2323 = 0 for m = 1,

H231 = − 9

16
Pmn1Qmn23 = −2P451 = −f231 for m = 2,

H231 = −4

9
Pmn1Qmn23 = −2(P451 + P671) = −2f231 for m = 3,

H231 = (1−m)f231 for arbitrary m.

(9.13)

Note that the case m = 1 of lowest dimension with H = 0 is special. We will not

further discuss it here. In order to recover the instanton case for κ = 1, we choose

Hµνρ = (1−m)Tµνρ = (1−m)κfµνρ. (9.14)

With this choice and the cylinder metric (9.2), equation (8.3) turns into

∂AFAB −FCD
(

1

2
(2−m)TBCD − −ΓBCD

)
+ FCB

(
1

2
TDCD − −ΓDCD

)
−FCB

(
1

2
TDDC − −ΓDDC

)
+ [AA,FAB] = 0,

(9.15)

where −Γ denotes the torsionful spin connection as in Chapter 8. The B = 0

equation is identically satisfied. Let us take a look at the cases with B 6= 0. The

summand FCµ(1
2
TDCD − −ΓDCD) vanishes identically. From FCµ(1

2
TDDC − −ΓDDC)

and [AA,FAB], we obtain terms proportional to the functions eiµ. These terms add

up to zero by use of the Jacobi identity and condition (9.7) and will therefore be

omitted in the following computation. We evaluate the remaining terms explicitly.

With

deA = −1

2
fABCe

BC and TABC = κfABC , (9.16)

the coefficients of the spin connection −Γ take the form

−Γ1
bc =

1

2
(κ+ 1)f 1

bc, (9.17)

−Γa1b =
1

2
(κ+ 1)fa1b + faibe

i
1, (9.18)

−Γabc = faice
i
b, (9.19)
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9.2 Action and Potential

similar to (8.6) on G/H. Using equation (9.8) and omitting the τ -dependence of

the functions χ and ψ, we obtain the following curvature:

F =− 1

2

(
1− 1

2m
ψ2

)
f iabe

abIi + χ̇e01I1 +
1√
2m

ψ̇e0aIa

+

(
χ− 1

2m
ψ2

)
Pab1e

abI1 +
m+ 1

m
√

2m
ψ(1− χ)P1baIae

1b. (9.20)

Inserting F , TCAB, −ΓCAB as above and using

f iacf
c
ib =

2(m2 − 1)

m
δab, (9.21)

equation (9.15) turns into the second-order equations

χ̈ =
(m+ 1)2

m

(
((m− 1)κ+ 1)χ− ((m− 1)κ+ 3)

1

2m
ψ2 +

1

m
χψ2

)
, (9.22a)

ψ̈ =

(
m+ 1

m

)2

ψ

(
(m− 1)κ+ 2−m− ((m− 1)κ+ 3)χ+ χ2 +

1

2
ψ2

)
.

(9.22b)

The proof of the identity (9.21) can be found in Appendix C.3.

9.2 Action Functional and Potential

The second-order equations (9.22) are equations of motion for the action

S =
m

4(m+ 1)

∫
R×M

tr

(
F ∧ ∗F + 2

(
m

m+ 1

)2

κdτ ∧ ∗MQM ∧ F ∧ F

)

= V ol(M)×
∫
R

[
−1

2
(χ̇2 + ψ̇2)−

(
m+ 1

m

)2

(
ψ2(1− χ)2 +m(1−m)(1− κ)

(
1

2m
ψ2 − 1

)2

+m(1 + κ(m− 1))

(
χ− 1

2m
ψ2

)2
)]

dτ (9.23)

with potential

V (χ, ψ) =
1

2

(
m+ 1

m

)2 (
((1 + κ(m− 1))mχ2 + (κ(1−m)− 3)χψ2

+χ2ψ2 + (2−m+ κ(m− 1))ψ2 +
1

4
ψ4 +m(m− 1)(1− κ)

)
, (9.24)
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where ∗M denotes the Hodge star operator on the Sasakian manifold M with

respect to the metric gM = e1e1 + 2m
m+1

δabe
aeb, ∗ denotes the Hodge star operator

on the cylinder, and V ol(M) =
√
|gM |e12···(2m+1) is the volume form on M . An

explicit computation of the action can be found in Appendix C.3. Equations

(9.22) constitute a gradient system of the form(
χ̈

ψ̈

)
=

(
∂χ

∂ψ

)
V. (9.25)

The potential V is symmetric with respect to sign changes of ψ and has the

following critical points (i. e. χ̈ = ψ̈ = 0) for arbitrary m,κ:

(χ1, ψ1) =(0, 0),

(χ2, ψ2) =(1,±
√

2m),

(χ3, ψ3) =

(
1

4

(
7 + 3(m− 1)κ+

√
P
)
,

± 1

2

√
((1−m)κ− 1)

(
(1−m)κ− 1 + 4m+

√
P
))

,

(χ4, ψ4) =

(
1

4

(
7 + 3(m− 1)κ+

√
P
)
,

±1

2

√
((1−m)κ− 1)

(
(1−m)κ− 1 + 4m−

√
P
))

, (9.26)

where the abbreviation

P = (m− 1)2κ2 + κ(8m2 − 6m− 2) + 24m+ 1 (9.27)

is used. Finite-action Yang-Mills solutions χ(τ), ψ(τ) must interpolate between

zero-potential critical points. With κ arbitrary, the potential vanishes for the

second critical point (χ2, ψ2) =
(
1,±
√

2m
)
. We find V (χ1, ψ1) = (κ−1)(m−1)(m+1)2

2m

for the first critical point, which vanishes only for κ = 1, as well as lengthy nonzero

expressions for V (χ3, ψ3) and V (χ4, ψ4). The critical points together with the κ-

values for which their potential becomes zero are listed in Table 6. Table 7 lists

the special values of κ for which more than two critical points are located on

the same axis, and hence the system may admit analytic solutions. In addition,

we note that at κ = m−2
m−1

, five of the seven critical points coincide at (0, 0), at

κ =
m−2−

√
m(8+m)

2(m−1)
the point (χ3, ψ3) coincides with (χ2, ψ2) and (χ4, ψ4) becomes

imaginary, and at κ =
2−m−

√
m(8+m)

2(m−1)
, (χ4, ψ4) coincides with (χ2, ψ2) and (χ3, ψ3)

becomes imaginary.
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9.2 Action and Potential

κ Eigenvalues of Hessian

(χ1, ψ1) = (0, 0) 1 (m+ 1)2, (m+1)2

2

(χ2, ψ2) = (1,±
√

2m) any see Appendix C.3

(χ3, ψ3) = (1,−
√

2m)
m−2−

√
m(8+m)

2(m−1)
0, positive

(χ4, ψ4) = (−1,±
√

2m)
3

1−m
(m+1)2

(
m∓
√
m(m+8)

)
m2

(1,
√

2m)
m−2+

√
m(8+m)

2(m−1)
0, positive

Table 6: Critical points and corresponding κ values with vanishing potential.

κ Critical points V (critical points)

1

1−m
(0, 0), (1,±

√
2m), (1±m, 0) 1

2
(m+ 1)2, 0, 1

2
(m+ 1)2

3

1−m

(0, 0), (1,±
√

2m), (−1,±
√

2m),
(m+1)2(m+2)

2m
, 0, 0,− (m+1)2

2m2

(0,±
√

2(m+ 1))

Table 7: Values of κ for which more than two critical points lie on the same axis.
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9 YANG-MILLS EQUATION ON SASAKIAN MANIFOLDS

9.3 Analytic Yang-Mills Solutions

The case κ = 1
1−m admits an analytic solution to the Yang-Mills equation, inter-

polating between the critical points (1,
√

2m) and (1,−
√

2m) for arbitrary m. All

other critical points are located on the χ-axis and have potential V = 1
2
(m+ 1)2.

The zero-potential critical points are therefore minima of V , and we expect to find

interpolating finite-action Yang-Mills solutions. With χ = 1, equations (9.22) take

the form

χ̈ = 0 (9.28a)

ψ̈ =
(m+ 1)2

m
ψ

(
1

2m
ψ2 − 1

)
. (9.28b)

Equation (9.28) can be integrated to the first-order equation

ψ̇ = ±m+ 1√
m

ψ

√
1

4m
ψ2 + 1, (9.29)

which is solved by

ψ = ±
√

2m tanh

(
±m+ 1√

2m
τ

)
. (9.30)

This is a kink solution with finite energy and finite action. A plot of this solution

in the χ, ψ-plane can be found in Figure 6.

For κ = 3
1−m , there are three critical points on the χ = 0 axis. However, none

of them has zero potential, and we do not find any analytic solutions.

9.4 Periodic Solutions

A different kind of solution is obtained by changing from R×M to S1 ×M , i. e.

when the additional direction is not a real line but a circle with circumference L.

In this case, periodic boundary conditions have to be imposed:

ψ(τ) = ψ(τ + L). (9.31)

We restrict the consideration to the analytically solvable case (9.28), which has

the periodic solution

ψ(τ) = ± 2k
√
m√

1 + k2
sn

[
m+ 1√
m(1 + k2)

τ ; k

]
. (9.32)
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9.5 Dyons

This solution is known as a sphaleron [12]. sn[u, k] with 0 ≤ k ≤ 1 is a Jacobi

elliptic function, details of which can be found for example in Appendix B of [26]

or in [85]. The Jacobi elliptic function has a period of 4K(k), where K(k) denotes

the complete elliptic integral of the first kind. The boundary condition (9.31)

therefore turns into

4K(k)n =
m+ 1√
m(1 + k2)

L, n ∈ N, (9.33)

fixing k = k(L, n) and ψ(τ ; k(L, n)) =: ψ(n)(τ). Solutions (9.32) exist if L ≥ 2
3
2πn

(cf. [26, 75, 86]). The topological charge of the sphaleron ψ(n) is zero due to the

periodic boundary conditions. This solution is interpreted as a configuration of

n kinks and n antikinks, alternating and equally spaced around the circle. The

tanh-solution from Chapter 9.3 arises from the Jacobi elliptic function in the limit

k → 1. In the limit k → 0, the elliptic function approaches sin

(
m+1√
m(1+k2)

τ

)
. In

analogy to results in [86], our solution (9.31) with positive sign has the following

total energy, with E(k) denoting the complete elliptic integral of the second kind:

E[ψ] =

∫ L

0

dτ

(
1

2
(∂τψ)2 + V (1, ψ)

)
=

√
2 · 4nm2(m+ 1)

3(1 + k2)
3
2(

1

4m2

(
3k4 + (6 + 32m2 + 24m)k2 + 16m2 − 24m+ 3

)
K(k)

+ 2

(
3

m
− 2

)
(1 + k2)E(k)

)
. (9.34)

9.5 Dyons

Replacing the coordinate τ in R-direction by iτ changes the signature of the metric

from Riemannian to Lorentzian:

g = −e0e0 + e1e1 + e2hδabe
ab. (9.35)

The Yang-Mills equations (9.22) remain unchanged, except for the fact that the

second-order derivatives now come with a minus sign:

(χ̈, ψ̈)→ (−χ̈,−ψ̈). (9.36)

80



9 YANG-MILLS EQUATION ON SASAKIAN MANIFOLDS

This corresponds to a sign flip of the potential, so that we have to study V instead

of −V . Dyons are finite-energy solutions to the second-order equations obtained

by this sign flip. Just as Yang-Mills solutions, they can interpolate between two

critical points (kink), or start and end at the same point (bounce). Solutions that

oscillate around a minimum can exist as well, but they do not lead to finite energy

and hence will not be considered in the following. There are no analytic dyon

solutions in our case, as will be argued in the following section. The construction

of numerical dyon solutions is possible, and results are presented in Figure 7.

9.6 Discussion and Summary

Recall that in our sign convention, instanton solutions interpolate between minima

and dyon solutions between maxima of V . In both cases, solutions that start or

end at a saddle point are possible as well. With this in mind, we can list the

expected solutions. We include special k-values of the case m = 2 in our list, as

plots of the potential and numerical solutions will be presented for this case in

Figures 4 to 7.

• κ arbitrary: there exist at least two zero-potential critical points at

(0,±
√

2m) for all κ. According to Appendix C.3, they can be minima or

saddle points of V , depending on the value of κ. This means that we can

always find interpolating solutions, either of dyon or Yang-Mills type. These

solutions have to be constructed numerically unless κ = 1
1−m .

• κ = 1: this is the instanton case. Yang-Mills solutions exist between (0, 0)

and (1,±
√

2m) (cf. [29]). We do not expect to find finite-action dyon

solutions, as the zero-potential critical points of V are minima.

• κ = 1
1−m (κ = −1 for m = 2): in this case, we find three critical points

with nonzero potential along the χ axis. An analytic Yang-Mills solution

interpolates between the two remaining zero-potential critical points, which

are minima for all m. This solution for arbitrary m has been presented in

Chapter 9.3.

• κ = 3
1−m (κ = −3 for m = 2): we find four zero-potential critical points.

Two of them are located at the lines with χ = 1 and χ = −1, respectively.

We do not find any analytic solutions along the χ = ±1 lines and χ = 0
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9.6 Summary

κ Eigenvalues of Hessian

(χ1, ψ1) = (0, 0) 1 9,
9

4

(χ2, ψ2) = (1,±2) any
9

4

(
5 + κ±

√
5(1 + κ)

)

(χ3, ψ3) = (1,−2) −
√

5
9

2

(
5−
√

5
)
, 0

(χ4, ψ4) = (−1,±2) −3
9

2

(
1±
√

5
)

(1, 2)
√

5
9

2

(
5 +
√

5
)
, 0

Table 8: Critical points and corresponding κ-values with vanishing potential for

m = 2.

axes. There are, however, numerical solutions interpolating between various

pairs of critical points.

We do not expect any analytic dyon solutions, as the zero-potential critical

points are minima in the analytically solvable cases. For a better understanding,

we present the case m = 2 as an example. The potential for various interesting

values of κ is shown in Figure 4, and further dyon and Yang-Mills solutions for

this example are presented in Figures24 5 and 7. A list of zero-potential critical

points for this case can be found in Table 8.

24A Mathematica code for the creation of the presented plots can be found in [76].
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9 YANG-MILLS EQUATION ON SASAKIAN MANIFOLDS

Figure 4: Plots of the negative of the potential (9.24) for various values of κ and

m = 2.
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9.6 Summary

Figure 5: Some solutions of the Yang-Mills equation for various values of κ and

m = 2.
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9 YANG-MILLS EQUATION ON SASAKIAN MANIFOLDS

Figure 6: Analytic solution of the Yang-Mills equation (9.28) for κ=−1 and m=2.

Figure 7: Some numerical dyon solutions for various values of κ and m = 2.
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10 Conclusion and Outlook

Instantons

In Chapters 6 and 7, we have studied solutions of the instanton equation on the

cylinder and were able to reproduce known kink-type solutions with the simplest

ansatz for a gauge connection A with one scalar function. A generalization of A
did not allow for the construction of explicit solutions. In the most general case,

the instanton equation leads to algebraic relations which can be interpreted as

quiver relations (cf. [73]). It can be shown that our equations (6.47) and (6.48)

match the SU(3)-quiver relations presented in [73]. A more detailed comparison

to quiver relations in the case of general G/H may lead to a better understanding

of our algebraic conditions.

Turning to explicit examples, we decided to investigate the cylinder over a

restricted half-flat coset space. We have presented two G2-structure four-forms

and the corresponding instanton equations on R× SU(3)/(U(1)× U(1)), leaving

us with a couple of questions. The instanton conditions derived with the first four-

form (7.5) seem rather restrictive, but may allow for the construction of solutions

with three individual functions φ1, φ2, φ3 and differing deformation parameters

R1, R2, R3. This is an interesting question for future work, as explicit instantons

on this space have only been constructed in the nearly-Kähler case, or found to

restrict the geometry to being nearly-Kähler. We may also ask whether there are

more general closed four-forms that can serve for the construction of instantons.

In this context, the study of cohomology of forms on the chosen space may lead

to new insights.

As in the search for non-BPS Yang-Mills solutions, we can extend the study of
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instantons to more general geometries and other dimensions. In six dimensions,

the half-flat space SU(2)×SU(2) appears interesting, as it admits a number of de-

formation parameters [49] and has only been considered before with nearly-Kähler

structure in the context of instantons [87]. The study of instantons on cylinders

over seven-dimensional coset spaces (for example the squashed seven-sphere) is

work in progress. We expect similar results as in the case of six-dimensional

SU(3)-structure base manifolds.

One would obtain an overview of possible instanton solutions and their parame-

trization if more information about the instanton moduli space was available. This

is an interesting task for future work, but it appears rather hard to access, as the

dimension of the considered spaces is not a multiple of four, and known methods

such as the ADHM construction cannot be applied straight away.

Non-BPS Yang-Mills Solutions

Using a special ansatz for the gauge connection, we have derived an explicit

second-order Yang-Mills equation on the cone over a general coset space G/H

in Chapter 8. As already mentioned, the next step for the interpretation of the

constructed solutions is to determine the constant term of the potential by an

explicit computation of the action. We expect the requirement of finite action

to restrict the possible values of the parameter κ and lead to a condition on the

opening angle γ of the cone.

In Chapter 9, we have derived a system of explicit second-order Yang-Mills

equations on the cylinder over a class of Sasakian manifolds. We have constructed

the corresponding action and potential, discussed the behaviour of the critical

zero-potential points and found analytic as well as numerical solutions of Yang-

Mills, dyon and sphaleron type.

A similar discussion for cylinders over certain SU(3)-structure manifolds can

be found in [26]. A comparison with our results illustrates that Sasakian and

SU(3)-structures are fundamentally different. The perhaps most striking fact is

that the 3-symmetry of the SU(3)-structure manifold is recovered in the shape

of the potential, whereas the potential in the Sasakian case is symmetric only

under sign changes of the variable ψ. Furthermore, the Sasakian potential does

not admit as many solutions with straight trajectories in the (χ, ψ)-plane as the

SU(3)-structure potential does. In the latter case, the distribution of κ-dependent
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10 CONCLUSION AND OUTLOOK

and κ-independent zero-potential critical points allows to systematically associate

certain types of solutions (kinks, bounces) to intervals of the deformation param-

eter κ. In particular, there are always three critical points on the real axis. The

Sasakian potential admits fewer κ-independent zero-potential critical points, and

they are not as regularly distributed as in the SU(3)-structure case. The range

and type of our solutions is therefore significantly different.

In spite of these differences, we have found that Sasakian manifolds do admit

various interesting solutions. This, and in particular the construction of an ana-

lytic kink-type Yang-Mills solution, makes them potentially interesting for string

compactifications. We leave the interpretation of the first-order solution (9.30) in

this context for future work.

To complete the discussion, it would be interesting to apply our method

to cylinders over G2-structure manifolds, i. e. eight-dimensional manifolds with

Spin(7)-structure, as well as cylinders over 3-Sasakian manifolds, which have a

structure similar to the Sasakian ones studied here.

We have restricted the discussion in Chapter 9 to the Yang-Mills equation on

the cylinder. The same analysis can be performed on the cone after adapting the

four-form Q and using the Yang-Mills equation (8.5). As we have seen in Chapter

8, the second-order equations on conical manifolds acquire a first-order friction

term, hence the explicit analysis might have to be done numerically. Finally, the

study of Yang-Mills solutions on cones and cylinders may be extended to sine-

cones (cf. [28]).

After concentrating on the technical details of the construction of dyon and

sphaleron solutions, another interesting point is their interpretation in the frame-

work of particle physics, including global symmetries and charges.
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Appendix

A Manifolds with Almost Complex Structure

Let us review the most important facts about complex and almost complex struc-

tures that are used for the introduction of manifolds with SU(3)- and Sasakian

structure. For a more complete review, we refer to [47, 67, 88] and [89].

Let M denote a real 2n-dimensional manifold. M is called almost complex if

it admits a globally defined almost complex structure, that is a rank (1, 1)-tensor

J satisfying

J2 = −1. (A.1)

Let {EA}, A = (1, . . . , 2n), be a basis of real vector fields on the tangent

bundle TM and {eA} the dual basis of one-forms. Being a rank (1, 1)-tensor, J

can locally be written in this real basis as

J = JBA e
A ⊗ EB. (A.2)

The components satisfy

JCAJ
B
C = −δBA , (A.3)

according to equation (A.1). It can be shown that almost complex manifolds are

always of even dimension.

The existence of an almost complex structure allows to define the notion of

holomorphicity degree of differential forms, refining the structure of r-forms

to the structure of (p, q)-forms. At every point p ∈ M , the tensor J acts on the
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complexified tangent space TpMC as a map that squares to −1 and has eigenvalues

±i. We denote the eigenspaces of J as TpM
(1,0)
C and TpM

(0,1)
C and their elements as

holomorphic and antiholomorphic vectors. Elements of the corresponding cotan-

gent spaces T ∗pM
(1,0)
C and T ∗pM

(0,1)
C are called holomorphic and antiholomorphic

one-forms. The complexified tangent and cotangent bundles split accordingly, and

we refer to T ∗M
(1,0)
C and T ∗M

(0,1)
C as holomorphic and antiholomorphic cotangent

bundle. Taking exterior powers of these bundles, we find

∧(p,q)T ∗MC :=
(
∧p(T ∗M (1,0)

C )
)
∧
(
∧q(T ∗M (0,1)

C )
)
, (A.4)

allowing us to define the space of (p, q)-forms on the almost complex manifold M

as

Ω(p,q)(M) := Γ(∧(p,q)T ∗MC). (A.5)

The space of r-forms decomposes into a sum of (p, q)-form spaces as

Ωr(M) =
⊕
p+q=r

Ω(p,q)(M). (A.6)

When p+ q = 2, for example, a 2-form ω ∈ Ω2(M) splits according to

ω = ω(2,0) + ω(1,1) + ω(0,2). (A.7)

We can introduce a local basis of n holomorphic one-forms with index α =

(1, . . . , n) and n anti-holomorphic one-forms with index ᾱ = (1̄, . . . , n̄) of the

complexified cotangent bundle T ∗MC as linear combinations of the above real,

non-holonomic one-forms {eA}:

ξα =
1

2
(eα + ieα+n), ξ̄ᾱ =

1

2
(eᾱ − ieᾱ+n). (A.8)

In this complex basis, a (p, q)-form ω is written as a linear combination of p

holomorphic and q antiholomorphic one-forms:

ω =
1

p!q!
ωα1···αpβ̄1···β̄qξ

α1···αp ∧ ξ̄β̄1···β̄q . (A.9)

A special case of almost complex manifolds are complex manifolds, which are

defined as follows: Let M be a real manifold of even dimension. A complex chart

on M is a pair (U,ϕ) of an open set U ⊂ M and a diffeomorphism ϕ : U → Cn.

M is said to be a complex manifold if it admits an atlas {(Uα, ϕα)} of complex

charts such that the transition functions

ϕα ◦ ϕ−1
β : ϕα(Uα ∩ Uβ)→ ϕβ(Uα ∩ Uβ) (A.10)
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are biholomorphic.

This notion is related to that of an almost complex manifold via the concept

of integrability. An almost complex structure J is called integrable if the Lie

bracket of any two holomorphic vector fields is again a holomorphic vector field.

It has been shown that an almost complex manifold (M,J) is complex if and

only if J is integrable. An integrable almost complex structure is therefore called

complex structure.

For any two vector fields X, Y ∈ Γ(TM), we define the Nijenhuis tensor as

N(X, Y ) := [X, Y ] + J [JX, Y ] + J [X, JY ]− [JX, JY ]. (A.11)

It can be shown that an almost complex structure is integrable if and only if the

Nijenhuis tensor vanishes [90].

A special class of complex manifolds are Kähler manifolds. Before intro-

ducing them, we have to define the notion of hermiticity of the metric. Let M

be a complex manifold with Riemannian metric g and complex structure J . The

metric is said to be Hermitean if for any two vector fields X, Y ∈ Γ(TM) the

relation

g(JX, JY ) = g(X, Y ) (A.12)

is satisfied. The manifold (M, g) is then referred to as Hermitean manifold.

In local real coordinates, the hermiticity condition on the metric reads

gAB = JMA J
N
B gMN . (A.13)

In local holomorphic coordinates, we can write a Hermitean metric as

g = gαβ̄ξ
α ⊗ ξ̄β̄ + gᾱβ ξ̄

ᾱ ⊗ ξβ. (A.14)

We can introduce a fundamental two-form ω, also referred to as Kähler form,

on a Hermitean manifold as

ω(X, Y ) := g(JX, Y ), (A.15)

where X, Y ∈ Γ(TM). In local real coordinates, this form becomes

ωAB = JCA gCB, (A.16)

and the components satisfy ωAB = −ωBA. In local complex coordinates, we find

ω = 2igαβ̄ξ
α ∧ ξ̄β̄. (A.17)
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This implies that the fundamental two-form is of holomorphicity degree (1, 1). A

manifold (M,J) with complex structure is said to be Kähler if the fundamental

form is closed. If (M,J) is almost complex and dω = 0, the manifold is called

almost Kähler.
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B Hodge Star Operator and the Levi-Civita

Tensor

In this section, we collect some identities and definitions that are used for com-

putations throughout the thesis, in particular for the derivation of the instanton

and Yang-Mills equation in Chapter 6 and Appendix C.

Levi-Civita Tensor

For simplicity, let us restrict the consideration to manifolds with Euclidean signa-

ture. The presented identities can easily be generalized to manifolds with arbitrary

signature, but this will not be needed for our work. Our conventions are adopted

from [67]. On flat d-dimensional Euclidean space, we can define the Levi-Civita

symbol as follows:

εA1A2···Ad :=


+1, if (A1A2 · · ·Ad) is an even permutation of 1, 2, . . . , d

−1, if (A1A2 · · ·Ad) is an odd permutation of 1, 2, . . . , d

0, otherwise.

(B.1)

Indices of this tensor are raised and lowered with δAB, implying

εA1A2···Ad = εA1A2···Ad . (B.2)

The analogue of the Levi-Civita symbol on a curved space (M, g) is the totally

antisymmetric tensor density ε, which is related to the flat Levi-Civita symbol as

εA1A2···Ad =
√
|g|εA1A2···Ad , (B.3)
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with |g| := det(g) denoting the determinant of the metric. Indices of the curved

Levi-Civita tensor are raised and lowered with g, implying

εA1A2···Ad =
1√
|g|
εA1A2···Ad =

1√
|g|
εA1A2···Ad . (B.4)

The flat ε-symbol satisfies

εA1···ApBp+1···BdεA1···ApCp+1···Cd = d!(d− p)!δBp+1···Bd
Cp+1···Cd , (B.5)

where the Kronecker symbol with more than two indices is defined as

δ
Bp+1···Bd
Cp+1···Cd := δ

Bp+1

[Cp+1
· · · δBdCd], (B.6)

with the bracket denoting antisymmetrization of the lower indices. The curved

ε-tensor satisfies a similar relation:

εA1···ApBp+1···BdεA1···ApCp+1···Cd = d!(d− p)!δBp+1···Bd
Cp+1···Cd . (B.7)

The determinant of the metric g with components gAB can be written by use of

the flat Levi-Civita symbol as follows:

|g| = 1

d!
εA1···AdεB1···BdgA1B1 · · · gAdBd , (B.8)

where each index is summed over and runs from 1 to d.

Hodge Star Operator

Let

ω =
1

r!
ωA1···Are

A1···Ar ∈ Ωr(M) (B.9)

be an r-form on a d-dimensional Riemannian manifold (M, g). The Hodge star

operator ∗ : Ωr(M)→ Ωd−r(M) is a map from r-forms to (d− r)-forms, defined

as

∗ω =
1

(d− r)!r!
ωA1···ArεA1···ArBr+1···Bde

Br+1···Bd . (B.10)

Using equation (B.7), it can be shown that

∗ ∗ ω = (−1)r(d−r)ω. (B.11)

Let us consider the cone C(M) with metric gC = dr2 + r2gM over an n-

dimensional manifold (M, gM). We denote by ∗M the Hodge star operator on
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B HODGE STAR OPERATOR

the base manifold. The Hodge star operator ∗C(M) on the cone acts as follows on

p-forms ω̃p ∈ Ωp(M) that have components only on the base manifold M :

∗C(M)ω̃p = rn−2p (∗M ω̃p) ∧ dr, (B.12)

∗C(M) (dr ∧ ω̃p) = rn−2p ∗M ω̃p. (B.13)

We can generalize the Hodge star operator to a map ∗ : Ωr(M,V ) →
Ωd−r(M,V ) on differential forms with values in some vector space V . Given a

basis {E1, . . . , Ed} of the vector space V , a form η ∈ Ωr(M,V ) can be written as

η = ηA ⊗ EA (B.14)

with ηA ∈ Ωr(M). The Hodge star operator then acts as

∗η := ∗(ηA)⊗ EA (B.15)

on the vector-valued form.
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C Detailed Computations

C.1 Structure Constants on Coset Spaces

Let G/H be a homogeneous space, denote by g and h the Lie algebras corre-

sponding to the groups G and H and let {Iã} = {Ia, Ii} be a basis of g-generators

as introduced in Chapter 2. The structure constants with respect to this basis

are denoted f c̃
ãb̃

. We use indices ã = (1, . . . , dimG) to label directions on G. In

the following, we collect some properties of the structure constants and prove the

identities that are needed for the computations in Chapter 6.

The generators of the group G satisfy the Jacobi identity∑
a,b,c cycl.

[[Iã, Ib̃], Ic̃] = 0, (C.1)

which implies the following condition on the structure constants:

f d̃
[ãb̃
f ẽ
c̃]d̃

= 0, (C.2)

where the brackets denote antisymmetrization of indices. Furthermore, recall that

an antisymmetric tensor of rank (n, 0) can be decomposed as

T[ã1···ãn] =
1

n

(
Tã1[ã2···ãn] − T[ã2|ã1|ã3···ãn] + T[ã2ã3|ã1|ã4···ãn] ± . . .± T[ã2···ãn]ã1

)
, (C.3)

with |ã| denoting indices that are excluded from antisymmetrization. In particu-

lar, we find

T[ãb̃c̃d̃] =
1

4

(
T[ãb̃c̃]d̃ − T[ãb̃|d̃|c̃] + T[ã|d̃|̃bc̃] − Td̃[ãb̃c̃]

)
(C.4)

for a rank (4, 0) tensor.
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C.1 Structure Constants on Coset Spaces

Let gK denote the metric on G induced by the Killing form as in equation

(2.18). With this metric, the structure constants with all indices lowered are

totally antisymmetric. This can be seen by use of the Jacobi identity (C.2) and

the explicit form of the Killing metric, (gK)ãb̃ = f d̃ãc̃f
c̃
d̃b̃

, as follows:

fãb̃c̃ = f d̃
ãb̃
gd̃c̃

= f d̃
ãb̃
f ñ
d̃m̃
f m̃ñc̃

=
(
f d̃
b̃m̃
f ñ
d̃ã

+ f d̃m̃ãf
ñ
d̃b̃

)
f m̃c̃ñ

= −f d̃
b̃m̃
f ñ
ãd̃
f m̃c̃ñ − f d̃m̃ãf ñd̃b̃f

m̃
ñc̃. (C.5)

The expression in the last line is totally antisymmetric in ã, b̃ and c̃, implying

fãb̃c̃ = f[ãb̃c̃].

We may therefore assume that the g-generators are normalized such that the

structure constants with indices in the position f c̃
ãb̃

are cyclic. With this assump-

tion, we find

f ẽ
[ãb̃
f ẽ
c̃d̃]

=
1

4

(
f ẽ

[ãb̃
f ẽ
c̃]d̃

+ f ẽ
[ãb̃
f ẽ
c̃]d̃
− f ẽ

d̃[ã
f ẽ
b̃c̃]
− f ẽ

d̃[ã
f ẽ
b̃c̃]

)
=

1

2

(
f ẽ

[ãb̃
f ẽ
c̃]d̃
− f ẽ

d̃[ã
f ẽ
b̃c̃]

)
= f ẽ

[ãb̃
f ẽ
c̃]d̃

=
1

3

(
2f ẽ

ã[̃b
f ẽ
c̃]d̃

+ f ẽ
[̃bc̃]
f ẽ
ãd̃

)
. (C.6)

This holds in particular for structure constants on G/H and therefore implies

equation (6.23). We use this and the following two identities for the derivation of

equation (6.24):

fecaf
e
bdf

i
cd =

1

2

(
fecaf

e
bdf

i
cd + fedaf

e
bcf

i
dc

)
=

1

2

(
fecaf

e
bdf

i
cd − fecbf eadf icd

)
= fec[af

e
b]df

i
cd, (C.7)

fecaf
e
bdf

i
cd = −feca(fdbcf ied + fdcef

i
bd)

= −fceafdbef icd − fecafdcef ibd
= −fecaf ebdf icd − αf iab. (C.8)

In this computation, we have used the Jacobi identity of the form f e[abf
e
c]i = 0 and

the fact that summation indices can be renamed. Combining the identities (C.7)

and (C.8) yields equation (6.24).
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C DETAILED COMPUTATIONS

In order to prove equation (6.26), we use the adjoint representation

ad : g→ gl(g) (C.9)

of the Lie algebra g to simplify index notation. In this representation, the gener-

ators Iã take the form

(ad (Iã))
c̃
b̃

= (Iã)
c̃
b̃

= −f c̃
ãb̃
∈ gl(g). (C.10)

We now assume that g splits as g = m⊕ h with the same notation as in Chapter

2. Due to the reductive splitting, the trace of any matrix U ∈ gl(g) decomposes

as

tr g U = Ux̃x̃ = Uaa + Uii = tr m U + tr h U. (C.11)

Under the assumption that the coset is naturally-reductive, i. e. f jia = 0, we

compute

tr g(IaIb) = f ỹax̃f
x̃
bỹ

= f yaxf
x
by + f iaxf

x
bi︸ ︷︷ ︸

tr m

+ f yaif
i
by︸ ︷︷ ︸

tr h

= −(
1

2
(1 + α)︸ ︷︷ ︸
− tr m

+
1

2
(1− α)︸ ︷︷ ︸
− tr h

)δab = −δab, (C.12)

tr g(IiIc) = f ỹix̃f
x̃
cỹ = f ỹijf

j
cỹ︸ ︷︷ ︸

tr h

+ f ỹixf
x
cỹ︸ ︷︷ ︸

tr m

= 0, (C.13)

tr g(IaIbIc) = −f ỹax̃f
z̃
bỹf

x̃
cz̃

= −(f yaxf
z
byf

x
cz + f iaxf

z
bif

x
cz + f yaxf

i
byf

x
ci︸ ︷︷ ︸

− tr m

+ f yaif
z
byf

i
cz︸ ︷︷ ︸

− tr h

)

= −f yaxf zbyfxcz + 3 tr h(IaIbIc). (C.14)

Linearity of the trace yields

−f y[a|xf
z
|b]yf

x
cz =

1

2
(tr g([Ia, Ib]Ic)− 3 tr h([Ia, Ib]Ic))

=
1

2
fdab (tr g(IdIc)− 3 tr h(IdIc))

=
1

2
fdab

(
−δdc +

3

2
(1− α)δcd

)
=

1

4
(1− 3α)f cab. (C.15)
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C.2 Yang-Mills Equation in Components

After renaming and rearranging indices, this leads to

2f ec[af
e
b]df

f
cd =

1

2
(1− 3α)f fab, (C.16)

and we find

f e[abf
e
cd]f

f
cd = f e[abf

e
cd]f

f
cd

=
2

3
f ec[af

e
b]df

f
cd +

1

3
feabf

e
cdf

f
cd

=
1

3

(
1

2
(1− 3α) + α

)
f fab

=
1

6
(1− α)f fab. (C.17)

This proves equation (6.26).

Note that these identities only hold if the coset space metric is proportional to

δab. On Sasakian manifolds, for example, the metric is only blockwise proportional

to δab, and the sums of structure constants are slightly different.

C.2 Yang-Mills Equation in Components

Let (M, g) be a Riemannian manifold of dimension d, A the gauge connection

with curvature F in a vector bundle E over M and Q ∈ Ω4(M) a four-form. The

torsionful Yang-Mills equation on M reads

d ∗ F + [A, ∗F ] + ∗H ∧ F = 0, (C.18)

with some three-form H.

We compute the Yang-Mills equation in components, considering each sum-

mand separately. We use capital indices A = (1, . . . , d) to label directions on the

manifold and restrict the consideration to metrics with Euclidean signature. With

∗F =
1

2(d− 2)!
FABεABM1···Md−2

eM1···Md−2 , (C.19)

the first summand takes the following form:

d ∗ F =
1

2(d− 2)!

(
∂C
(
FABεABM1...Md−2

)
eCM1···Md−2

+ FABεABM1···Md−2
d(eM1···Md−2)

)
. (C.20)
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C DETAILED COMPUTATIONS

Let ΓCAB be a connection in TM with torsion TCAB. Then Cartan’s structure

equation (3.25) takes the form

deA =

(
1

2
TACD − ΓACD

)
eCD, (C.21)

and we find

d(eM1...Md−2) =
d−2∑
P=1

(−1)(P−1)eM1 ∧ · · · ∧ deMP ∧ · · · ∧ eMd−2

=
d−2∑
P=1

(−1)(P−1)

(
1

2
TMP
CD − ΓMP

CD

)
eCDM1···M̂P ···Md−2 . (C.22)

The hat indicates one-forms that are omitted in the wedge product, such as for

example eA1 ∧ eÂ2 ∧ eA3 = eA1 ∧ eA3 . Inserting equation (C.22) into equation

(C.20), using εABM1···Md−2
=
√
|g|εABM1···Md−2

and the fact that the flat Kronecker

symbol εABM1···Md−2
is a constant yields

d ∗ F =
1

2(d− 2)!

(
∂C

(√
|g|FAB

)
εABM1···Md−2

eCM1...Md−2

+
d−2∑
P=1

(−1)(P−1)FABεABM1···Md−2

(
1

2
TMP
CD − ΓMP

CD

)
eCDM1···M̂P ···Md−2

)
.

(C.23)

To avoid confusion, it is useful to apply the Hodge star operator once again. To

do so, we first note that the components in the single summands of the above

form read as follows, assuming for simplicity that the metric has nonvanishing

entries only on the diagonal. This assumption covers all cases we are interested

in – in particular cones over coset spaces with Killing metric (2.19) and Sasakian

manifolds with metric (9.2) – and can easily be generalized for more complicated

metrics.

(d ∗ F)CM1···Md−2

= gCCgM1M1 · · · gMd−2Md−2(d ∗ F)CM1···Md−2

=
(d− 1)!

2!(d− 2)!
gCC∂C

(√
|g|FAB

)
εABM1···Md−2

gM1M1 · · · gMd−2Md−2 , (C.24)

(d ∗ F)CDM1···M̂p···Md−2

=
(d− 1)!

2(d− 2)!
(−1)(P−1)FABεABM1···Md−2

(
1

2
TCDMP

− ΓCDMP

)
. (C.25)
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C.2 Yang-Mills Equation in Components

When rearranging indices, the upper index of TCAB and ΓCAB is always lowered such

that it appears behind the lower two ones. This is important in the following, as

not all quantities can a priori be assumed to have totally antisymmetric indices.

Equation (C.23) now takes the form

∗d ∗ F =
1

2(d− 2)!

(
gCC∂C

(√
|g|FAB

)
εABM1···Md−2

gM1M1 · · · gMd−2Md−2εCM1···Md−2Q

+
d−2∑
P=1

(−1)(P−1)FABεABM1···Md−2

(
1

2
TCDMP

− ΓCDMP

)
εCDM1···M̂P ···Md−2Q

)
eQ.

(C.26)

The Levi-Civita tensors in the first summand cannot be contracted in the standard

way. We find, by use of εABM1···Md−2
εABM1···Md−2 = d! and the identity (B.8):

εABM1···Md−2
gM1M1 · · · gMd−2Md−2εCM1···Md−2Q

= gAAgBBg
AAgBBgM1M1 · · · gMd−2Md−2εABM1···Md−2

εCM1···Md−2Q

=
gAAgBB
|g|

εABM1···Md−2
εCM1···Md−2Q

=
gAAgBB√
|g|

εABM1···Md−2εCM1···Md−2Q

=
gAAgBB√
|g|

(−1)d−2εABM1···Md−2εCQM1...Md−2

=
gAAgBB√
|g|

(−1)d−22!(d− 2)!δABCQ. (C.27)

With this identity and

εABM1···Md−2εCDM1···M̂P ···Md−2Q
= (−1)P+d−4εABMPM1···M̂P ···Md−2εCDQM1···M̂P ···Md−2

= (−1)P+d−43!(d− 3)!δABMP
CDQ , (C.28)

equation (C.26) turns into

∗d ∗ F =

(
(−1)d−2 gAAgBBg

CC√
|g|

∂C

(√
|g|FAB

)
δABCQ

+
d−2∑
P=1

(−1)d−5 3!(d− 3)!

2!(d− 2)!
FAB

(
1

2
TKLMP

− ΓKLMP

)
δABMP
CDQ

)
eQ. (C.29)
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After evaluation of the sum and the antisymmetrization of indices, we find

∗d ∗ F = (−1)d−2

(
gQQ√
|g|
∂C

(√
|g|FCQ

)
−
(

1

2

(
FCDTCDQ −FCQTCDD + FDQTCDC

)
+
(
FCDΓCDQ −FCQΓCDD + FDQΓCDD

)))
eQ. (C.30)

The second summand [A, ∗F ] of the Yang-Mills equation takes the form

[A, ∗F ] =

[
AAeA,

1

2(d− 2)!
FCDεCDM1···Md−2

eM1···Md−2

]
=

1

2(d− 2)!
[AA,FCD]εCDM1···Md−2

eAM1···Md−2 . (C.31)

Applying the Hodge star again and using

εCDM1···Md−2εAM1···Md−2Q = (−1)d−2εCDM1···Md−2εAQM1···Md−2

= (−1)d−22(d− 2)!δCDAQ , (C.32)

yields

∗[A, ∗F ] =
1

2(d− 2)!
[AA,FCD]εCDM1···Md−2εAM1···Md−2Qe

Q

= (−1)d−2[AA,FAQ]eQ. (C.33)

Let us proceed by computing the torsion term. The dual of the three-form H
is given by

∗H =
1

3!(d− 3)!
HABCεABCM1···Md−3

eM1···Md−3 . (C.34)

Taking the wedge product with F , we obtain

∗H ∧ F =
1

2 · 3!(d− 3)!
HABCFKLεABCM1···Md−3

eKLM1···Md−3 , (C.35)

which leaves us with the following components:

(∗H ∧ F)KLM1···Md−3
=

1

2 · 3!(d− 3)!
HABCFKLεABCM1···Md−3

. (C.36)

Applying the Hodge operator again therefore yields

∗(∗H ∧ F) =
1

2 · 3!(d− 3)!
HABCFKLεABCM1···Md−3εKLM1···Md−3Qe

Q

=
1

2
(−1)d−3HABCFKLδABCKLQe

Q

=
1

2
(−1)d−3HKLQFKLeQ. (C.37)
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C.2 Yang-Mills Equation in Components

After suitably renaming the indices, the entire Yang-Mills equation with torsion

takes the form

gBB√
|g|
∂C

(√
|g|FCB

)
−FCD

(
1

2
TCDB − ΓCDB

)
+ FCB

(
1

2
TCD

D − ΓCD
D

)
−FCB

(
1

2
TDC

D − ΓDC
D

)
+ [AA, FAB]− 1

2
HCDBFCD = 0.

(C.38)

The following special cases of this equation will be of particular interest for

us: first, let M = Z(N) be the cylinder over a G-structure manifold N and

assume that the components of the metric gN are coordinate-independent. Then

the Yang-Mills equation becomes

∂CFCB −FCD
(

1

2
TCD

B − ΓCD
B

)
+ FCB

(
1

2
TCD

D − ΓCD
D

)
−FCB

(
1

2
TDC

D − ΓDC
D

)
+ [AA, FAB]− 1

2
HCD

BFCD = 0. (C.39)

This equation is used in Chapter 9 to derive second-order equations on the cylinder

over a Sasakian manifold.

Second, let M = C(G/H) be the cone over a coset space G/H with metric

gC = γ2e2γτ (dτ 2 + δabe
aeb), (C.40)

where small indices label directions on G/H. In this case, we have to distinguish

whether the free index B becomes zero or nonzero. The Yang-Mills equation then

leads to

FCD
(

1

2
TCD

0 − ΓCD
0

)
−F c0

(
1

2
TcD

D − ΓcD
D

)
+ F c0

(
1

2
TDc

D − ΓDc
D

)
− [Aa, F a0] +

1

2
HCD

0FCD = 0 (C.41)

for B = 0 and

γ−4e−4γτ∂0F0b + γ(d− 4)F0b −FCD
(

1

2
TCD

b − ΓCD
b

)
+ FCb

(
1

2
TCD

D − ΓCD
D

)
−FCb

(
1

2
TDC

D − ΓDC
D

)
+ [Aa, F ab]− 1

2
HCD

bFCD = 0 (C.42)

for B 6= 0. These equations are used in Chapter 8.
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C.3 Details for the Yang-Mills Equation on Sasakian

Manifolds

In this section, we collect some details about identities that are used in Chapter

9.

Sum of structure constants

Let M be a Sasakian manifold of dimension (2m+1) with structure group SU(m)

and metric

gM = e1e1 +
2m

m+ 1
δabe

ab. (C.43)

Let R×M be the cylinder with structure group SU(m+1). Then the Lie algebras

corresponding to the structure groups admit a splitting su(m + 1) = su(m)⊕m,

as described in Chapter 9. We use indices µ = (1, 2, . . . , dimm) to label the

generators of m and indices i, j for the remaining generators of su(m). In this

setup, the SU(m+ 1)-structure constants satisfy equation (9.21):

f iacf
c
ib =

2(m2 − 1)

m
δab. (C.44)

To see this, note first that the components of the metric (C.43) take the form

(gM)11 = 1, (gM)ab =
2m

m+ 1
δab. (C.45)

The Killing form of su(m+ 1) induces the following metric on m:

(gK)µν = f d̃µc̃f
c̃
d̃ν
. (C.46)

The structure constants are normalized such that they satisfy

f 1
ab = 2Pab1, f b1a =

m+ 1

m
P1ab. (C.47)

Hence, the Killing metric takes the following values:

(gK)11 = f d̃1c̃f
c̃
d̃1

= fd1cf
c
d1 =

2(m+ 1)2

m
=: X, (C.48)

(gK)ab = 2(fda1f
1
db + fdaif

i
db) = 2

(
2(m+ 1)

m
δab + fdaif

i
db

)
. (C.49)
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C.3 Yang-Mills on Sasakian Manifolds

This metric matches the metric (C.43) up to rescaling of structure constants by

the factor
√
X. We therefore find

(gM)11 =
1

X
(gK)11 = 1, (C.50)

(gM)ab =
1

X
(gK)ab

=
2

X
(fda1f

1
db + fdaif

i
db)

=
2

X

(
2(m+ 1)

m
δab + fdaif

i
db

)
=

2m

m+ 1
δab. (C.51)

We conclude that both summands in (gM)ab must be proportional to δab, hence

fdaif
i
db

!
= βδab with some real parameter β ∈ R. This leads to

2

X

(
2(m+ 1)

m
+ β

)
δab =

2m

m+ 1
δab ⇒ β =

2(m2 − 1)

m
(C.52)

and proves equation (C.44).

Action

The second-order equations (9.22) derived from the Yang-Mills equation on the

cylinder over a Sasakian manifold are the equations of motion for the action

S =
m

4(m+ 1)

∫
R×M

tr

(
F ∧ ∗F + 2

(
m

m+ 1

)2

κdτ ∧ ∗MQM ∧ F ∧ F

)

= V ol(M)×
∫
R

[
−1

2
(χ̇2 + ψ̇2)−

(
m+ 1

m

)2

(
ψ2(1− χ)2 +m(1−m)(1− κ)

(
1

2m
ψ2 − 1

)2

+m(1 + κ(m− 1))

(
χ− 1

2m
ψ2

)2
)]

dτ (C.53)

with potential

V (χ, ψ) =
1

2

(
m+ 1

m

)2 (
((1 + κ(m− 1))mχ2 + (κ(1−m)− 3)χψ2

+χ2ψ2 + (2−m+ κ(m− 1))ψ2 +
1

4
ψ4 +m(m− 1)(1− κ)

)
. (C.54)
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To see this, we compute the summands tr (F ∧ ∗F) and tr (dτ ∧ ∗MQM ∧F ∧F)

separately. For the first summand, we find

tr (F ∧ ∗F) =
1

2
tr (2F0µF0µ + FµνFµν)V ol(R×M)

=
1

2
tr

(
2F01F01 +

m+ 1

m
F0aF0a

+
m+ 1

m
F1bF1b +

(
m+ 1

2m

)2

FabFab

)
V ol(R×M)

=
1

2

(
−4

m+ 1

m

(
χ̇2 + ψ̇2

)
− 4

(
m+ 1

m

)3

ψ2(1− χ)2

+

(
m+ 1

2m

)2
((

1

2m
ψ2 − 1

)2

f iabf
j
abf

n
imf

m
jn

−16(m+ 1)

(
χ− 1

2m
ψ2

)2
))

V ol(R×M), (C.55)

using V ol(R×M) =
√
|gZ |dτ ∧ e1···(2m+1), the components (9.20) of the curvature

and the following explicit expressions for the trace of Ii, Iµ in the representation

(9.4):

tr (I1I1) = Ia10I
0
1a + Ib1aI

a
1b + I0

11I
1
10 + I1

10I
0
11 = −2

m+ 1

m
, (C.56)

tr (IiIj) = IbiaI
a
jb, (C.57)

tr (I1Ij) = 0, (C.58)

tr (IaIa) = 2(Iba0I
0
ab + Iba1I

1
ab) = −8m (sum over a). (C.59)

The combination f iabf
j
abf

n
imf

m
jn of structure constants in equation (C.55) can be

simplified by use of the following relation. The commutator of two generators in

the representation (9.4) takes the form

[Ia, Ib]
d
c = f iabI

d
ic + f 1

abI
d
1c. (C.60)

Inserting the explicit expressions for I1 and Ia leads to the identity

f iabf
d
ic = ωbcωad − ωacωbd − δcaδdb + δcbδ

d
a +

2

m
Pab1ωcd. (C.61)
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We use this expression to rewrite the sum of structure constants in equation (C.55)

and find

∑
a,b,c,d,i,j

f iabf
j
abf

n
imf

m
jn =

∑
a,b,c,d,i,j

(
ωbcωad − ωacωbd − δcaδdb + δcbδ

d
a +

2

m
ωabωcd

)
(
ωbdωac − ωadωbc − δdaδcb + δdb δ

c
a −

2

m
ωabωcd

)
=

∑
a,b,c,d,i,j

(
2ωbcωadωbdωac − 2ωacωbdωacωbd +

4

m
ωabωcdωbdωac

− 4

m
ωabωcdωbcωad −

4

m2
ωabωcdωabωcd

+

(
8

m
− 4

)
ωabωab + 2(δdaδ

d
a − δdaδcb)

)
= 4m− 8m2 + 8 + 8− 16 +

(
8

m
− 4

)
2m+ 4m− 8m2

= 16(1−m2), (C.62)

using the fact that ωabωab = 2m and that only the components of ωab with b = a+1

or b = a − 1 are nonzero. To avoid confusion, the summation indices have been

explicitly displayed at this point. Note that all indices are being summed over.

Inserting this back into equation (C.55) yields

tr (F ∧ ∗F) =4
m+ 1

m

(
−1

2

(
χ̇2 + ψ̇2

)
−
(
m+ 1

m

)2

ψ2(1− χ)2

+ (1−m2)
m+ 1

m

(
1

2m
ψ2 − 1

)2

− (m+ 1)2

m

(
χ− 1

2m
ψ2

)2
)
V ol(R×M)

=4
m+ 1

m

(
−1

2

(
χ̇2 + ψ̇2

)
−
(
m+ 1

m

)2 (
ψ2(1− χ)2

− (1−m)m

(
1

2m
ψ2 − 1

)2

+ m

(
χ− 1

2m
ψ2

)2
))

V ol(R×M). (C.63)

For the second summand in the action, note that dτ ∧ ∗MQM ∧ F ∧ F is a

form of top degree in on the cylinder Z(M). A convenient way to compute the
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components of this form is to apply the Hodge star operator. We find

∗Z(M)(dτ ∧ ∗MQM ∧ F ∧ F) = ∗M(∗MQM ∧ F ∧ F)

=
1

4n!(n− 4)!
QµνρσFαβFγδεµνρσξ1···ξn−4εξ1···ξn−4αβγδ

=
1

4
QµνρσFαβFγδδµνρσαβγδ

=
1

4
QµνρσF [µνFρσ]

= 3ωµνωρσF [µνFρσ], (C.64)

using n := 2m + 1 = dimM as well as Q = 1
2
ω ∧ ω ⇔ Qµνρσ = 4!ωµνωρσ. This

result implies

dτ ∧ ∗MQM ∧ F ∧ F = 3ωabωcdF [abF c]dV ol(R×M). (C.65)

We find

tr (dτ ∧ ∗MQM ∧ F ∧ F)

= 3ωabωcd tr (F [abF c]d)V ol(R×M)

=

(
m+ 1

2m

)4
((

1

2m
ψ2 − 1

)2

3ωabωcdf
i
[abf

j
c]df

n
imf

m
jn

− 8
m+ 1

m

(
χ− 1

2m
ψ2

)2

3ωabωcdP[ab|1|Pc]d1

)
V ol(R×M)

=

(
m+ 1

2m

)4
(

2

(
1

2m
ψ2 − 1

)2

ωabωcdf
i
bcf

j
adf

n
imf

m
jn

− 32(m2 − 1)

(
χ− 1

2m
ψ2

)2
)
V ol(R×M), (C.66)

by use of f 1
abf

i
ab = 0 and 3ωabωcdP[ab|1|Pc]d1 = 4m(m − 1). The sum of structure

constants simplifies to

ωabωcdf
i
[abf

j
c]df

n
imf

m
jn = 16(m2 − 1). (C.67)

This identity is proven by writing the structure constants in terms of equation

(C.61) and evaluating all sums explicitly. As the computation follows the same

pattern as the derivation of equation (C.62), we do not present the details here.

We find

tr (dτ ∧ ∗MQM ∧ F ∧ F)

=

(
m+ 1

2m

)4

32(m2 − 1)

((
1

2m
ψ2 − 1

)2

−
(
χ− 1

2m
ψ2

)2
)
V ol(R×M).

(C.68)
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Now the identities (C.63) and (C.68) can be inserted into the action. This leads

to the result (C.53), taking into account that the volume form on the cylinder

satisfies V ol(R×M) = dτ ∧ V ol(M).

Eigenvalues of the Hesse Matrix

Let us once again consider the potential (9.24):

V (χ, ψ) =
1

2

(
m+ 1

m

)2 (
((1 + κ(m− 1))mχ2 + (κ(1−m)− 3)χψ2

+χ2ψ2 + (2−m+ κ(m− 1))ψ2 +
1

4
ψ4 +m(m− 1)(1− κ)

)
. (C.69)

The critical points (χ, ψ) of V that satisfy ∂χV = ∂ψV = 0 are listed in equation

(9.26), and the eigenvalues of the matrix
∂2V

∂χ2

∂2V

∂χ∂ψ

∂2V

∂ψ∂χ

∂2V

∂ψ2

 (C.70)

have been presented in Table 6. The eigenvalues at the critical point (χ2, ψ2) =

(1,±
√

2m) need a more detailed discussion. They are given by

(λ1, λ2) =

(
1

2

(
m+ 1

m

)2 (
(5 + κ(m+ 1))m+ (1 + κ(m− 1))

√
m(8 +m)

)
,

1

2

(
m+ 1

m

)2 (
(5 + κ(m− 1))m− (1 + κ(m− 1))

√
m(8 +m)

))
.

(C.71)

λ1 is greater than zero for

κ > κ+ := −
5m+

√
m(8 +m)

m(m+ 1) + (m− 1)
√
m(8 +m)

(C.72)

and smaller than zero otherwise. λ2 is greater than zero for

κ < κ− :=
−5m+

√
m(8 +m)

m(m− 1)− (m− 1)
√
m(8 +m)

(C.73)
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and smaller otherwise. We have κ− > κ+ for any positive integer value of m > 1.

The extremum of the potential at (1,±
√

2m) is therefore

1) a saddle for κ > κ−,

2) indefinite for κ = κ−,

3) a minimum for κ− > κ > κ+,

4) indefinite for κ = κ+,

5) a saddle for κ+ > κ.

(C.74)

This observation is in agreement with the remaining cases listed in Table 6: since

κ+ > 3
1−m , we find one positive and one negative eigenvalue for (χ4, ψ4).

We can expect Yang-Mills solutions when the extrema at (1,±
√

2m) are min-

ima, i. e. for κ− > κ > κ+ (in particular for κ = 1), or saddle points, and dyon

solutions when they are saddle points. As λ1 and λ2 do not simultaneously be-

come smaller than zero for any fixed value of κ, the critical points never become

maxima.
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