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Abstract

The ρ resonance with its principal decay into two pions is the subject of many

experimental and theoretical investigations. The ρ is the lightest of all vector

mesons and has some interesting applications, like giving access to the timelike

pion form factor or a contribution to the hadronic vacuum polarisation of the

anomalous magnetic moment of the muon, (g − 2)µ.

In this work we study the ρ resonance using the Lattice formulation of

Quantum Chromodynamics (Lattice QCD). Lattice QCD allows us to compute

observables at low energies, where perturbation theory does not work due to

the large coupling of QCD in this regime. The ρ has become a test piece for

the study of resonances in Lattice QCD, which is always a difficult task because

in Euclidean space, where Lattice QCD is formulated, we can directly extract

only QCD-stable states. Special formalisms are therefore needed which study

the impact of a resonance on stable states.

We extract correlator data using state-of-the-art formalisms like Distillation

with stochastic Laplacian-Heaviside (LapH) smearing to extract single- and

two-meson correlators from the lattice, in a centre-of-mass frame and moving

frames with three different total momenta. We then use the variational method

in 8 different irreducible representations of those frames and obtain phase-shift

information from this spectrum with a Lüscher-type analysis.

Furthermore, we are computing the timelike pion form factor based on

the phase-shift information as well as correlators from current operators. We

parametrise the form factor using a fit of our data to an Omnès representation

of the pion form factor and find that our data is well described both by the

2-subtracted as well as the 3-subtracted version of this representation. This

fit allows us to extract the square radius of the pion which we compare to an

independent lattice calculation of the spacelike pion form factor, performed on

the same lattice ensembles.

We use both the parametrised version of the pion form factor as well as

a reconstruction of the light-quark correlator to get two seperate estimates of

the vector-vector correlator, which we use to constrain the long-time behaviour

of (g − 2)µ. Both methods give consistent results and lower the uncertainty

estimate substantially compared to the simpler procedures. Because they do

not rely on a fit to the low-energy data they are an independent check of the

vector-vector correlator signal.
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Zusammenfassung

Die ρ-Resonanz, die erstrangig in zwei Pionen zerfällt, ist das Thema vieler ex-

perimenteller sowie theoretischer Studien. Das ρ is das leichteste aller Vektor-

Mesonen hat einige interessante Anwendungen. So kann es verwendet wer-

den, um den zeitartigen Pion-Formfaktor zu berechnen oder einen Beitrag zum

anomalen magnetischen Moment des Muon, (g − 2)µ, zu leisten.

In dieser Arbeit untersuchen wir die ρ-Resonanz mit Hilfe der Gitterfor-

mulierung der Quantenchromodynamik (Gitter-QCD). Mit Hilfe der Gitter-

QCD können wir Observablen bei niedrigen Energien, wo Störungstheorie auf-

grund der großen Kopplung der QCD nicht mehr anwendbar ist, berechnen. Das

ρ kann als Referenzsystem für die Untersuchung von Resonanzen in der Gitter-

QCD betrachtet werden; eine generell schwierige Aufgabe, da die Gitter-QCD

im Euklidischen Raum formuliert ist und nur QCD-stabile Zustände direkt ex-

trahiert werden können. Resonanzen müssen daher mit speziellen Formalismen

über ihre Auswirkung auf stabile Zustände untersucht werden.

Wir verwenden moderne Methoden wie die sogenannte Distillation und

stochastische Laplacian-Heaviside (LapH) Schmierung um Ein- und Zwei-Meson-

Korrelatoren auf dem Gitter in einem Schwerpunktsystem und drei verschiede-

nen bewegten Systemen zu extrahieren. Wir verwenden dann die Variations-

methode in acht verschiedenen irreduziblen Darstellungen und erhalten damit

Informationen zur Phasenverschiebung mit einer Analyse nach Art des Lüscher-

Formalismus.

Weiterhin berechnen wir den zeitartigen Pion-Formfaktor basierend auf dieser

Phasenverschiebungsinformation sowie Matrixelemente des elektromagnetischen

Stroms. Wir parametrisieren den Formfaktor mit einem Fit unserer Daten an

eine Omnès-Darstellung des Pion-Formfaktors und sehen, dass unsere Daten

sowohl durch die zweifach als auch durch die dreifach subtrahierte Version

dieser Darstellung gut beschrieben werden. Durch diesen Fit können wir den

qudratischen Radius des Pions extrahieren, den wir mit den Ergebnissen einer

unabhängigen Studie des raumartigen Pion-Formfaktors auf den selben Gitter-

Ensembles vergleichen.

Wir verwenden sowohl die parametrisierte Version des Pion-Formfaktors als

auch eine Rekonstruktion der Beiträge der leichten Quarks zur Korrelations-

funktion, um zwei verschiedene Abschätzungen des Vektor-Vektor-Korrelators

zu erhalten, mit dem wir die Infrarotbeiträge zu (g − 2)µ genauer bestimmen.

Beide Methoden liefern konsistente Ergebnisse und verringern die Unsicher-

heitsabschätzung wesentlich, verglichen mit einfacheren Methoden. Da kein

Fit an die Niedrigenergiedaten verwendet wird, sind sie auch eine unabhängige

Überprüfung des Signals des Vektor-Vektor-Korrelators.
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Introduction

In this thesis we study ππ scattering in the ρ → ππ, isospin = 1 scattering

channel numerically using Lattice Quantum Chromodynamics (Lattice QCD).

Lattice QCD allows to simulate QCD, the theory of the strong force acting

between quarks and gluons, in a regularised way on a finitely-sized 4D Euclidean

spacetime grid. Because the coupling of QCD is large in the hadronic regime,

Lattice QCD serves as an ideal tool to study the properties like masses and

decays of hadrons, i.e. for hadron spectroscopy. One interesting aspect of hadron

spectroscopy is the study of resonances, which is possible by exploiting the

finiteness of the lattice as a tool to map the finite-volume energy spectrum to

the infinite-volume resonance scattering information [1, 2].

The ρ resonance is interesting, because it can be related to the timelike pion

form factor [3], and because it can help to constrain the long-time behaviour of

the hadronic vacuum polarisation (HVP) in the anomalous magnetic moment

of the muon, (g − 2)µ. This quantity can be both measured experimentally as

well as calculated theoretically to very high precision, with a current tension

between the two values of about 3σ [4]. As such, this quantity is a candidate

which could point towards new physics beyond the standard model and a very

interesting topic of current research.

With the almost exclusive decay channel into two pions [5], the ρ also serves

as an ideal starting point to set up the intricate machinery needed to study

resonances on the lattice. Another reason why the ρ resonance is of great

interest to be studied precisely is that for any kind of process which has the ρ

as a final or intermediate state, precise information about two-pion scattering is

important. In other words, if one wants to continue and study more complicated

resonances using Lattice QCD, there is no way around studying the ρ first.

For all these reasons, the ρ has been subject of many Lattice QCD studies

already [6–14]. A recent review of the development of these studies and the

spectroscopy of resonances in general can be found in [15].

Resonances have only been subject of comparably recent hadron spectros-

copy studies because they are a lot more difficult to analyse than QCD-bound

states. In the case of ππ scattering, one of the main reasons for that is that the

computation of energy levels of states which include multi-hadron operators is

difficult. Only recent developments in this field have rendered the efficient and
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precise computation of their energy spectra within Lattice QCD possible. We

are using Distillation with the stochastic LapH method [16,17] to compute our

correlation functions.

This thesis is organsied as follows: In Chapter 1, we will briefly introduce

and motivate Lattice QCD and talk about the CLS ensembles we are using.

Chapter 2 will focus on hadron spectroscopy and explain all the technology

we need to extract an energy spectrum from correlation functions built from

single-meson operators as well as multi-hadron operators, using Distillation and

stochastic LapH. The specific setup needed for the ρ → ππ, isospin= 1 scat-

tering analysis, using a Lüscher-type analysis in several (moving) frames with

lattice momenta up to d2 = 3 will be presented in Chapter 3 and our numerical

findings will be shown in Chapter 4. Finally, we will use the scattering informa-

tion to compute the timelike pion form factor and the long-time contribution

to the HVP contribution to (g − 2)µ in Chapter 5.
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Chapter 1

Lattice QCD

In this thesis we study hadrons, composite particles consisting of quarks and

gluons. The fundamental theory which governs the interaction between those

quarks and gluons, the so-called strong force, is quantum chromodynamics

(QCD). Mathematically, QCD is a Yang-Mills theory (for the gluon part), cou-

pled to fermions (the quarks), i.e. a non-abelian gauge theory, built on the gauge

group SU(3). The quarks come in six flavours (up, down, strange, charm,

bottom, top), carry an electromagnetic charge (+2
3
e or −1

3
e) and transform

according to the fundamental representation of SU(3), which is also described

by them carrying a strong charge, the so-called colour charge. The gluons are

the gauge bosons of the strong force, i.e. the particles which mediate its funda-

mental interaction (analogously to the photons being the gauge bosons of the

electromagnetic force). Gluons have zero mass and electromagnetic charge and

transform according to the adjoint representation of SU(3).

In the Hamiltonian formulation of continuum QCD, a particle which moves

from point y to point x in the time interval τ is described by the probability

amplitude

〈x|e−iHτ |y〉 , (1.1)

where H is the Hamilton operator of the system [18]. Equivalently, QCD can

be described with the functional integral formalism, based on ideas by Dirac in

1933 [19] but fully developed by Feynman in 1948 [20], who also wrote down the

path integral for the first time and showed the equivalence to the Hamiltonian

formulation:

〈x|e−iHτ |y〉 =

∫
Dx′eiS . (1.2)

In here, S is the action, which already shows some connection to statistical

mechanics, where we also have an action which describes a particle moving

from y to x along some path parametrised by x(τ). Dx′ is an integration
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measure which integrates along all classical paths, weighted by the action. This

concept can also be extended to quantum field theories (like QCD), where we

do not have the concept of a classical path any more. Here, the path integral is

computed by integrating over the measure D[Ψ, Ψ̄, A], which integrates over all

configuration of quark fields Ψ, Ψ̄ and gluon fields A. To formulate the correct

path integral for QCD, we first have a look at the Lagrangian density,

L(x) =

Nf∑
f=1

Ψ̄(f)(x)
(
γµ(∂µ + iAµ(x)) +m(f)

)
Ψ(f)(x) +

1

2g2
Tr[Fµν(x)Fµν(x)] ,

(1.3)

where Ψ(f) is the field of a quark with flavour f and mass m(f) and Ψ̄(f) is the

field of the respective anti-quark; Aµ is the gluon field, g is the (bare) coupling

constant and Fµν the field-strength tensor, which arises from QCD being a

Yang-Mills theory. In principle, the quark fields should be written Ψ
(f)
a,α and the

gluon fields Aµ,c,d with the Dirac indices α, β, ... and the colour indices c, d, ...

explicitly spelled out. For brevity, we are omitting them in this chapter. The

QCD continuum action can be read off right from this Lagrangian,

SQCD[Ψ̄,Ψ] =

∫
d4xL(x) = SF [Ψ̄,Ψ] + SG , (1.4)

where SG is the gauge action and SF [Ψ̄,Ψ] denotes the fermionic (quark) part

which contains the coupling between quarks and gluons. At first, we only look

at the fermionic part:

SF =

Nf∑
f=1

∫
d4x Ψ̄(f)(x)

(
γµ(∂µ + iAµ(x)) +m(f)

)
Ψ(f)(x) . (1.5)

One obvious feature of this action is that it is a sum over the actions of each

quark flavour f . The only difference in these actions are the respective quark

masses m(f) of the quark flavours f . Through the other parts of the action

the quark flavour does not determine how the quark couples to the gluon field

Aµ(x). The full QCD action also has a gluonic part which looks like:

SG =
1

2g2

∫
d4xTr[Fµν(x)Fµν(x)] . (1.6)

The field-strength tensor

Fµν(x) = ∂µAν − ∂νAµ + [Aµ, Aν ] (1.7)

and in particular the non-vanishing commutator [Aµ, Aν ] are responsible for

terms O(A3) and O(A4) in the action, i.e. interactions of 3 or 4 gluon fields,
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respectively. This self-interaction of the gluons can be visualised in a Feynman

diagram as a vertex of 3 or 4 gluons, as shown in Figure 1.1.

Figure 1.1: Feynman diagrams of the three-gluon and four-gluon vertices
describing the gluon self-interaction appearing in the QCD action.

Often, the notation of the QCD Lagrangian or action is shortened a bit

further by introducing the covariant derivative,

Dµ ≡ ∂µ + iAµ(x) , (1.8)

which couples both to quarks and gluons.

One feature of QCD is the running coupling, which means that the coupling

constant g changes with the energy of the system. At high energies or short

distances this coupling decreases. This feature of QCD is called asymptotic

freedom [21]. In this region it is possible to reliably extract the features of QCD

using a perturbative approach. At lower energies, where g is of a larger order

and limits the utility of perturbation theory, quarks and gluons are confined,

which means that they cannot be observed as individual particles but only in

the form of composite particles such as hadrons. Hadrons formed out of a quark

and an antiquark (q̄q) are called mesons and hadrons consisting of three quarks

(qqq) are called baryons. From a theory point of view there is no argument why

other exotic hadrons, consisting of more than 3 quarks, should not exist, as long

as they are in a color-singlet state. In current research which goes into finding

such states, some potential candidates consistent with tetraquark states and

pentaquark states have been reported already: In 2015, the LHCb reported the

finding of two states consistent with the P+
c (4380) and P+

c (4450) pentaquark

states to be observed [22]. In 2016, they reported to have observed another

state, labelled X(4140), plus three excited states, which cannot be described by

a model only including mesons and baryons and thus claimed to be a tetraquark

state [23].
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1.1 Brief introduction to Lattice QCD

It has been outlined already that the fact that the QCD coupling is large in the

hadronic regime prohibits a perturbative treatment. Chiral perturbation theory

is a tool which allows to study hadrons at vanishing quark masses (in the chiral

limit), but it is unclear how the results from this theory would converge to

physical parameters. For a rigorous study of hadrons at non-vanishing quark

masses, a different tool is needed. One of the most successful tools to date

for this endeavour is Lattice QCD, first proposed by Kenneth Wilson in 1974.

There are three key ideas behind Lattice QCD as a tool to solve QCD [18]:

• Feynman’s path integral

• Euclidean formulation of QCD

• A finite space-time lattice

The Euclidean theory is realised via a Wick rotation [24], where Minkowski time

τ is rotated into Euclidean time t:

τ → −it , t > 0 . (1.9)

The foundations for this Euclidean formulation have been laid out by Dyson

[25], Wick, Schwinger [26] and Symanzik [27]. The advantage of the Euclidean

path integral is that it is manifestly real, unlike the Minkowski integral, whose

exponential eiS oscillates in time τ . Furthermore, an expectation value of an

operator A is exponentially damped in the Euclidean formulation,

tr(e−HtA) =
∞∑
n=0

e−Ent〈n|A|n〉 , (1.10)

giving access to a tower of expectation values 〈n|A|n〉 for different energy eigen-

states |n〉 with energy eigenvalue En of the Hamiltonian. Because the energies

are ordered, E0 < E1 < · · · , the ground state can be expected to dominate this

sum at large Euclidean times t and can be extracted. There are also methods

to extract the excited states of the spectrum, which we will explain and use

later. The discretisation of the lattice provides a regularisation and makes this

Euclidean path integral a well-defined quantity.

In short, Lattice QCD can be described as a regularised theory which re-

places Minkowski-space-time by a Euclidean lattice based on the Euclidean path

integral formulation of QCD.

The following arguments closely follow the motivations in and notation from

[28], but there are several other textbooks on Lattice QCD available as well

[18,29,30].

6



1.1.1 Discretisation of Euclidean space time

First of all, we need a discretised version of space time. For obvious technical

reasons any numerical calculation can only be performed in a finite volume and

thus a very general form of the lattice Λ with a lattice spacing a can be written

as

Λ = {n = (n0, n1, n2, n3) |nµ/a = 1, 2, ...Nµ − 1, µ = 0, 1, 2, 3} . (1.11)

In general one could also define anisotropic lattices with different lattice spacings

as, at in spatial or temporal directions, but for the purpose of this thesis, this is

not considered. We also only consider lattices which have a cubic spatial box,

i.e. where NL ≡ N1 = N2 = N3, but allow for a different size of the lattice in

the temporal direction, NT ≡ N0. For all practical calculations the size of this

lattice has to be finite with a temporal and spatial extent of

T = aNT , L = aNL . (1.12)

Quark fields ψαa(n) (and anti-quark fields ψ̄αa(n)) in the form of spinors can

now be placed on each lattice site n, one for each color-index a and one for each

Dirac-index α. Usually, (anti-)periodic boundary conditions are imposed upon

them

ψ(n+ aNµeµ) = ±ψ(n) . (1.13)

In the lattices used in this work, the boundary conditions in the spatial direc-

tions are periodic and the one in the temporal direction is anti-periodic. As

a direct result of this periodicity, the lattice momenta pµ are restricted to be

discrete as well:

pµ ∈
{

2π

Lµ
kµ

∣∣∣ kµ ∈ Z
}

(1.14)

To obtain a lattice equivalent to the fermionic action (Equation (1.5)), we need

to define a derivative of these quark fields on the lattice first. There are dif-

ferent ways to do this, resulting in different discretisation errors. Commonly, a

symmetrised version of the derivative is chosen,

∂µψ(n) =
1

2a
(ψ(n+ µ̂)− ψ(n− µ̂)) , (1.15)

using which we can write down a simple lattice version of the free fermion action:

SF [ψ, ψ̄] = a4
∑
n∈Λ

ψ̄(n)

(
4∑

µ=1

γµ ∂µψ(n) +mψ(n))

)
. (1.16)
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We can check this action for gauge-invariance by considering a SU(3) gauge

transformation Ω(n) of the fields ψ(n), which transforms the fields according to

ψ(n)→ ψ′(n) = Ω(n)ψ(n) ; ψ̄(n)→ ψ̄′(n) = ψ̄(n)Ω†(n) . (1.17)

Such a transformation clearly does not keep the free fermion action from Equa-

tion (1.16) invariant. The introduction of a gluon field Uµ(n), which transforms

according to

Uµ(n)→ U ′µ(n) = Ω(n)Uµ(n)Ω†(n+ µ̂) , (1.18)

allows for the formulation of a gauge-invariant lattice action, the so-called naive

fermion action:

SF [ψ, ψ̄, U ] = a4
∑
n∈Λ

ψ̄(n)
( 4∑
µ=1

γµ
1

2a
(Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂))

+mψ(n))
)
. (1.19)

The fields Uµ(n) can be thought of as gauge transporters between the neigh-

bouring lattice sites n and n + µ̂, directed from the former towards the latter,

and are therefore called link variables. In Equation (1.19), a link U−µ(n) has

been used, which has the negative directional index −µ and thus points in the

negative µ direction. Alternatively, this link can be expressed as the hermitian

conjugate of a ’positively directed’ link:

U−µ(n) = Uµ(n− µ̂)† . (1.20)

A schematic of a lattice Λ including the fields and links can bee seen in Figure

1.2. These link variables can be related to the gauge fields in the continuum for-

mulation of QCD. There, we have the path-ordered exponential integral G(x, y)

along a curve Cxy of the gauge field A:

G(x, y) = P exp

(
i

∫
Cxy

Ads

)
, (1.21)

where P is the path-ordering operator. Under a gauge transformation Ω(x),

they transform similar to the link variables on the lattice:

G(x, y)→ Ω(x)G(x, y)Ω(y)† . (1.22)

Based on this observation, we can think of the link variable Uµ(n) as the lattice

version of a contour integral from n to n + µ̂ up to effects in the order of

magnitude of the lattice spacing, i.e. Uµ(n) = G(n, n + µ̂) +O(a). This allows

8



Figure 1.2: A two-dimensional lattice Λ. The gluon fields are represented by
link variables, where Uµ(n) connects the fermion fields ψ(n) and ψ(n + µ̂).
The inverse link U−µ(n) points in the other direction and can be expressed
as a hermitian conjugate of the positive link starting at lattice site n − µ̂.
The lattice spacing a is the same in each direction for all lattices concerned
in this thesis - even though Lattice QCD can be formulated on anisotropic
lattices with different lattice spacings aµ in each direction µ.

the definition of lattice fields Aµ(n), analogous to the fields A in Equation (1.21),

Uµ(n) = exp (iaAµ(n)) . (1.23)

This integral is already calculated up to order O(a) and corresponds just to the

length of the path (the lattice spacing a) times the value of the lattice field Aµ(n)

at lattice site n. Note that the path of this integral is trivially ordered already

so that also the path-ordering operator P is not present in this expression.

As the name suggests already, the naive fermion action is still not the final

lattice action we would like to use. One problem with it are the so-called

fermion-doublers. To explain what they are, we have to take a look at the

Dirac operator D(n|m), which appears in the lattice fermion action

SF = a4
∑
n,m

ψ̄(n)D(n|m)ψ(m) . (1.24)
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For the naive fermion action, this Dirac operator reads

D(n|m) =
4∑

µ=1

γµ
1

2a
(Uµ(n)δn+µ̂,m − U−µ(n)δn−µ̂,m) +mδn,m . (1.25)

For massless, free lattice fermions (m = 0 and Uµ(n) = 1) the Fourier

transform of this Dirac operator is

D(p|q) = δ(p− q) i
a

4∑
µ=1

γµ sin(pµa) . (1.26)

The quark propagator, which is the inverse of this operator, has an expected

pole at p = (0, 0, 0, 0), just like the corresponding momentum space propagator

in the continuum. But there are 15 other unphysical poles at p = (π
a
, 0, 0, 0), p =

(0, π
a
, 0, 0), ..., p = (π

a
, π
a
, π
a
, π
a
). Unfortunately, it turns out to be impossible to

remove all of these unwanted fermions easily. In particular, all discretisations of

the Dirac operator are subject to the Nielsen-Ninomiya ’no-go’ theorem [31–33],

which states that no lattice Dirac operator Dn,m exists which has all four of these

properties:

• D(n|m) is local, which means that it only couples fields ¯ψ(n), ψ(m) with

|n−m| = O(a), i.e. that it vanishes sufficiently fast for |n−m| → ∞

• D(n|m) approaches the correct continuum limit, in momentum space

D(p|q) = iγµpµ +O(ap2)

• D(n|m) respects the chiral symmetry of massless fermions, {γ5, D} = 0

• D(p|q)−1 has only a single pole at p = 0

There have been several ideas how to at least reduce the number of species of

fermions on the lattice. One of the most straightforward and first ideas how to

remove all 15 unwanted species of fermions came from Wilson [34] and is to add

the Wilson-term

D(p|q)Wilson = m+ δ(p− q) i
a

4∑
µ=1

γµ sin(pµa) +
1

a

4∑
µ=1

(1− cos(pµa)) . (1.27)

With this simple addition, the pole at p = (0, 0, 0, 0) is still unaffected while

the Wilson term assigns something like a mass to all unphysical fermions with

a momentum component of pµ = π
a
, even at vanishing fermion mass m.

Another way to deal with the unwanted poles are staggered fermions, which

reduce the number of fermions to four, while still preserving chiral symmetry

[35]. They are quite cheap in terms of computing cost but rely on the rooting

trick, where the square root of the Dirac operator is taken to reduce the number
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of light fermion species from 4 to 2. At finite lattice spacing, this trick leads

to a non-local theory which is likely to go away in the continuum limit [36].

There are also twisted mass fermions [37–39], which are a variant of the Wilson

formulation with an isospin breaking mass term. A very elegant way to deal

with the Nielsen-Ninomiya theorem was proposed by Ginsparg and Wilson in

1982, where they suggest to relax the condition that D anticommute with γ5,

which generalises chiral symmetry to finite lattice spacing a [40]:

{γ5, D} = aDγ5D . (1.28)

As it turns out, this Ginsparg-Wilson relation can be satisfied along with the

other three conditions of the Nielsen-Ninomiya theorem - i.e. with this less re-

strained chiral symmetry condition, a lattice action can be formulated which has

only a single species of lattice fermions. One particular realisation of Ginsparg-

Wilson fermions are domain-wall fermions [41], which are formulated on a 5D

lattice with a lattice extent N5 in the fifth direction which works as an expo-

nential suppressor for chirality breaking effects.

In order to expand the Dirac operator for large quark masses m, it is common

to redefine it in terms of the hopping matrix H,

Hn,m =
±4∑

µ=±1

(1− γµ)Uµδn+µ̂,m , (1.29)

where γ−µ ≡ −γµ. This hopping matrix is a collection of all nearest neighbour

terms in the operator:

D = C(1− κH) , κ =
1

2am+ 8
, C = m+

4

a
(1.30)

C is a constant which can be removed by redefining the quark fields ψ →
√
Cψ,

ψ̄ →
√
Cψ̄.

The gluonic action can be expressed as a closed loop of link variables. The

Wilson action uses the simplest such loop, the so-called plaquette Pµν , which

connects four neighbouring lattice sites with each other:

Pµν(n) = Uµ(n)Uν(n+ µ̂)Uµ(n+ ν̂)†Uν(n)† . (1.31)

The plaquette is schematically shown in Figure 1.3. Using this definition,

we can write the gluonic action:

SG[P ] =
2

g2
0

∑
n∈Λ

∑
µ<ν

Tr[1− Pµν(n)] . (1.32)

Here, g0 is the (bare) lattice gauge coupling. Often in Lattice QCD, this coupling

11



Figure 1.3: A visualisation of the lattice plaquette Pµν(n), which is the
smallest closed loop realizable on the lattice.

is expressed via the parameter β = 6
g20

. Finally, the full lattice action for Wilson

fermions can be written

SW =a4
∑
n∈Λ

[ ¯ψ(n)ψ(n)− κ

a

∑
µ

[ψ̄(n)(1− γµ)Uµ(n)ψ(n+ µ̂)

+ ψ̄(n+ µ̂)(1 + γµ)Uµ(n)†ψ(n)]

+
β

3

∑
n∈Λ

∑
µ<ν

Tr[1− Pµν(n)] . (1.33)

In this action, discretisation errors are O(a2) in the gluonic part, but only O(a)

for the fermion part. The idea of Symanzik improvement [42,43] is to remove the

O(a) discretisation effects by introducing term of higher mass dimension to the

action as counterterms. The Symanzik improvement term for the Wilson action

has been written down for the first time by Sheikholeslami and Wohlert [44],

such that the whole improved Wilson action reads

SI = SW + SSW = SW + cSWa
5
∑
n∈Λ

∑
µ<ν

ψ̄(n)
1

2
σµνFµν(n)ψ(n) +O(a2) , (1.34)

with the Sheikholeslami-Wohlert coefficient cSW . Newly introduced in here is

Fµν(n), which is a lattice version of the field strength tensor. There are a
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number of possible choices for this quantity and a usual one is

Fµν(n) =
−i
8a2

(Qµν(n)−Qνµ(n)) , (1.35)

with the clover term Qµν(n), defined as the sum of the four plaquettes P at

lattice site n in the µ− ν plane:

Qµν(n) = Pµ,ν(n) + P−ν,µ(n) + P−µ,−ν(n) + Pν,−µ(n) . (1.36)

Figure 1.4: A visualisation of the clover term Qµν(n) on the lattice. It is the
sum of the four plaquettes in the µ− ν plane at the lattice site n and used
in the definition of the clover action.

An illustration of this clover term can be seen in Figure 1.4, which should

also explain the name of the term, as it resembles the shape of a clover leaf.

This specific action, i.e. the Wilson Fermion action with clover improve-

ments, is the one used in this thesis. As has been stated already, there are

other possible ways to construct a lattice action which converges to the correct

continuum QCD action for a→ 0. The same observable, computed on the same

lattice but with different actions does not have to be equal though. A compari-

son of several continuum limits of different lattice calculations is a good tool to

check the consistency of these different actions and Lattice QCD in general.
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1.1.2 The path integral

Observables can be computed on the lattice via the use of an Euclidean path

integral

〈O〉 =
1

Z

∫
D[U ]D[ψ̄, ψ]e−SG[U ]e−SF [U,ψ̄,ψ]O[U, ψ̄, ψ] , (1.37)

with the partition function

Z =

∫
D[U ]D[ψ̄, ψ]e−SG[U ]e−SF [U,ψ̄,ψ] , (1.38)

and the SU(3) (gauge field) product measure of the link variables

∫
D[U ] =

∏
n∈Λ

4∏
µ=1

∫
dUµ(n) , (1.39)

and the Grassmann (fermionic) product measure of the fermion fields∫
D[ψ̄, ψ] =

∏
n∈Λ

∏
m∈Λ

∫
dψ(n)dψ̄(m) . (1.40)

This integral is well-defined, because the lattice and the number of lattice vari-

ables is finite. The expectation value of this path integral can thus be split up

into two successive expectation values: the gauge field one and the fermionic

one:

〈O〉 = 〈〈O〉F 〉G . (1.41)

The Grassmann-valued fermion fields can be integrated out analytically leading

to the fermion determinant :

〈O〉 =
1

Z

∫
D[U ]

Nf∏
f=1

detDf [U ]
(
〈O〉F [U ]

)
e−SG[U ] . (1.42)

However, the computation of the determinant of the Dirac operator is very

costly, because its dimension is proportional to the number of lattice sites, such

that a direct calculation of this determinant is outright impossible for most

lattices. Historically, many calculations circumvented this problem by setting

detDf = 1, the so-called quenched approximation. Physically, this approxima-

tion neglects the effects of the vacuum quark loops - virtual pairs of quarks

and antiquarks which are created and annihilated in the fermionic background.

These quarks are referred to by the term sea quarks. On the other hand, the

quarks which directly show up in the propagator are referred to as valence

quarks.
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Almost all modern QCD simulations incorporate the effect of the sea quarks

- such a simulation is called a simulation with dynamical quarks. In practice,

not all quarks are treated dynamically but rather only the lightest ones. This

is computationally cheaper and in case of the heavier c, b quarks motivated by

decoupling at energy scales lower than their mass. A discussion how to evaluate

the decoupling of the charm quark quantitatively is performed in [45, 46]. In

the case of ππ scattering, there are no s quarks in any initial or final states.

But because the strange quark is lighter than the ρ meson, it is not clear how

large the effect of an explicitly included sea-strange quark would be. The pions

can still couple to the KK̄ channel and it is subject of ongoing research how

much this channel actually affects ππ scattering [47]. In this work, we include

two dynamical light quarks with degenerate masses. The shorthand for this is

Nf = 2, indicating that there are two degenerate flavours in the simulation.

There are also simulations which include a dynamical strange quark, typically

with a larger mass. These simulations are more involved and costly and are

denoted by Nf = 2 + 1. Other simulation types are Nf = 2 + 1 + 1 (also

including a dynamical charm quark) or Nf = 1 + 1 (including u and d quark,

but including isospin breaking effects in the sea quarks, i.e. explicitly considering

mu 6= md). In this shorthand, the quenched simulations can be described as

Nf = 0.

In any case, the exact computation of an equation like Equation (1.42) is

absolutely hopeless even on moderately sized lattices. Typically, a further tool

which is used in Lattice QCD calculations is stochastic Monte-Carlo integration.

Here, the computation is performed on different gauge configurations, where a

configuration C is defined as a set of gauge links (SU(3) matrices) Uµ(n) of a

lattice Λ:

C = {Uµ(n)|n ∈ Λ, 0 ≤ µ ≤ 3} . (1.43)

In a practical Monte-Carlo analysis, a set of configurations, distributed accord-

ing to the statistical weight

W [C] =
1

Z

Nf∏
f=1

detDf [C]e−SG[C] (1.44)

is used. This statistical weight is also sometimes called the Boltzmann factor.

The idea is now to compute the expectation value of an operator only on a

finite number of configurations Ncfg and then estimate it by the sample mean

of these:

Ō =
1

Nc

Nc∑
i=1

Oi , (1.45)
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where Oi = O[Ci] in a sample of gauge configurations {Ci|i = 1, ..., Ncfg} with

statistical weights W [Ci]. Gauge configurations are drawn according to the

distribution using importance sampling. From this sample the variance σ2 =

N−1
cfg

∑
i(Oi− Ō)2 can be calculated to get an estimator with a statistical error,

〈O〉 = Ō ± σ, where the uncertainty is expected to scale like 1√
Ncfg

.

For Grassmann-valued variables (i.e. the fermions in Lattice QCD), standard

Monte-Carlo methods cannot be used. Major algorithmic achievements like the

Hybrid Monte Carlo (HMC) [48] algorithm make it possible to efficiently use

Monte-Carlo methods for Lattice QCD.

1.2 CLS gauge configurations

The gauge configurations used in this work were generated by the Coordinated

Lattice Simulations (CLS), an initiative to share the costly generation of con-

figurations amongst several lattice research groups. Configurations are drawn

from a sequence C1 → C2 → ... which is generated using a Markov process.

The configurations have an equilibrium probability distribution W [C]. Such an

ordered sequence of configurations is called an ensemble. Furthermore, they

use a HMC algorithm [48], improved with several other techniques like domain-

decomposition (DD-HMC) [49, 50] and mass preconditioning [51], refined to

mass-preconditioned HMC (MP-HMC) [52], which are highly efficient tools to

speed up the generation process. Parameters of the ensembles used in this work,

which all share β = 5.3 and a lattice spacing of a = 0.0658(7)(7)fm [53] and

have pion masses ranging from 437 MeV to 265 MeV [54] are shown in Table

1.1. One important thing to keep in mind with gauge ensembles is that con-

T/a L/a mπ [MeV] κ mπL Ncfg Nmeas

E5 64 32 437 0.13625 4.7 500 2000
F6 96 48 311 0.13635 5.0 300 900
F7 96 48 265 0.13638 4.2 350 1050

Table 1.1: CLS 2-flavour lattices used in this study. All lattices have β = 5.3
and a lattice spacing of a = 0.0658(7)(7)fm. Nmeas are the statistics in the
respective ensembles reached by measuring on several source times tsrc. The
value for cSW we use was tuned according to [55].

figurations are correlated (not statistically independent) because configuration

Cn+1 is generated on the basis of configuration Cn. In any analysis, this auto-

correlation may lead to the variance σ2 to be underestimated. This is due to

the fact that even the error we asses to any statistically measured quantity is

itself subject to a statistical error as well [56]. There are several methods to

control this to some degree and we will talk more about the error estimation of

our data in Section 1.4.
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1.3 Setting the scale

The observables we compute using Lattice QCD are always dimensionless num-

bers; any dimensionful physical quantity we compute is expressed in units of the

lattice spacing a. In the case of an energy or a mass for example, the number we

compute on the lattice is aM , where and M is the physical mass of the state we

measured. In order to obtain a value for the lattice spacing a, which is referred

to as setting the scale, we have to use a dimensionful physical reference quantity

as an input that is accessible experimentally. One way to do this is to choose

one hadron H and, for different bare quark mass parameters mq, compute its

mass aMH(mq) on the lattice. By extrapolating towards the physical quark

mass mq → mphys
q and comparing the result to the physical hadron mass, one

can get an estimate for a via the ratio

a ≡ aMH(mphys
q )

Mphys
H

. (1.46)

Another reference quantity to set the scale, and the one employed to deter-

mine the lattice spacing used in this work, is the Sommer-scale parameter r0,

which is the distance where the force between static quarks

F (r) =
dV (r)

dr
, (1.47)

with the static quark potential V (r) is best understood and whose physical

value is about r0 ≈ 0.5fm [57]. The central equation used to set the scale is

r2F (r)
∣∣∣
r=r0

= 1.65 , (1.48)

where the value 1.65 is chosen according to models from c̄c and b̄b experiments,

precisely to correspond to the Sommer scale. Closed (Wilson) loops, very similar

to the plaquette from Equation (1.31), but defined as a rectangle of length

r = na in a spatial and t = nta in the temporal direction on the lattice decay

exponentially with the static potential V (r) = V (na). By defining the force on

the lattice via the discretised derivative

F (r) =
V (r)− V (r − d)

d
, (1.49)

and assuming r0 = 0.5fm, F (rk) can be computed for several values of rk = nka.

The scale can then be set using Equation (1.48).

For the determination of the lattice spacing used in this work, the Sommer

scale was used, but the determination process has been improved upon. One

particular downside of the classic approach is that r0 = 0.5fm has to be assumed
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and a more precise value could be obtained using the kaon-decay constant fK
1

as an input to set the scale in our ensembles [58].

1.4 Uncertainty estimate using jackknife

We want to assign a robust error estimate to any observable we compute. If

our data would be completely uncorrelated, we could estimate the average and

standard deviation of an observable X computed on N different configurations

(X1, X2, ..., XN) simply by computing

X̂ =
1

N

N∑
i=1

Xi , σ2 =
1

N − 1

N∑
i=1

(X̂ −Xi)
2 ,

and quote X̂ ± σ as the final estimate for the observable. The problem we face

in Lattice QCD though is that our gauge configurations are correlated, because

they are computed as a series from one another. Because of those correlations,

all observables measured on different configurations of the same ensemble will

not be statistically independent; they suffer of so-called autocorrelations. To

get a handle on these autocorrelations, it would be desirable to compute the

exponential autocorrelation time τexp, which is defined through the correlation

Γ of an observable on subsequent configurations

Γ(t) = 〈XiXi+t〉 − 〈Xi〉〈Xi+t〉 , τexp =
1

2
+

N∑
t=1

Γ(t)

Γ(0)
, (1.50)

and which would indicate how strongly subsequent measurements are correlated.

The true variance σ2
true could then be computed from this autocorrelation time

and the naive variance:

σ2
true = 2τexpσ

2 . (1.51)

In practice however, it turns out to be very difficult to reach the necessary statis-

tics for a precise determination of autocorrelation times for typical hadronic

quantities and instead some simpler and cheaper procedures to assign an error

estimate to the observable are used. One of these approaches, and the one

used throughout this thesis, is jackknife [59, 60]. It is a so-called data-blocking

method, which relies on the assumption that when the data is divided into

sub-blocks first, that their mean values are statistically independent for a large

enough sample size. The error estimates can then be computed by the variance

of the mean values of the data in these sub-blocks. In jackknife, N new sets of

1Because we are working on Nf = 2 ensembles, a quenched strange quark had to be
included in this determination.
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data are defined, which are the average of all configurations with only a single

one left out, i.e.

X̃i ≡
1

N − 1

N∑
j=0
j 6=i

Xj , (1.52)

and the variance can then be computed via

σ2 =
N − 1

N

N∑
i=1

(X̂ − X̃i)
2 . (1.53)
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Chapter 2

Hadron spectroscopy

Before we can actually study a resonance, we have to gain insight into the

energy spectrum of the resonance decay channel we are interested in. In this

chapter we will explain our strategies to obtain information on the properties,

particularly the masses, of hadrons (in our case only mesons) on our lattices.

This is referred to as hadron spectroscopy. We will also talk about the specific

challenges which are to overcome in order to study not only QCD-stable states,

but also resonances.

For the moment, we will leave the discussion of resonances at the comment

that there is a formalism (explained in Chapter 3.3) which allows us to obtain

information on the resonance if we know the energy spectrum of QCD-stable

states in the corresponding decay channel in the finite lattice box sufficiently

well. Our intermediate objective is therefore to extract this energy spectrum

from the lattice. The main observables which are needed for this task are two-

point correlation functions

C(t, t0) = 〈O(t)O(t0)†〉 , (2.1)

where O(t0)† creates a state at time t0 and O(t) annihilates this state at time

t. These interpolating operators of a meson with quark flavours f1 and f2 can

be defined as

OM(n) = ψ̄(f1)(n)Γψ(f2)(n) , (2.2)

where Γ encodes the spin structure. The fermionic expectation value of such a

correlator can be written as a trace of a product of propagators (inverse of the

Dirac operator) and the matrices Γ:

〈OM(n)OM(m)†〉F = −tr[ΓD−1
(f1)(n|m)ΓD−1

(f2)(m|n)] . (2.3)

For two single meson operators (consisting of two quarks each) we can directly

calculate this expression on the lattice. Because the expectation value has to be
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invariant under all temporal and spatial translations, we only need to consider

the operator OM(m)† on a single lattice site (i.e. one single point in time and

space) to calculate a point-to-all propagator.

The ρ → ππ channel we are interested in in this work cannot be fully

described when just using single-meson operators though. The reason for this

is that if we want to extract the resonance state ρ(t), we must first extract all

states of the system lying below that state. For ensembles with light enough

pion masses, like the ones employed in this work, we also need to include the

two-pion operators (ππ)(t). We could potentially calculate an expectation value

like the one in Equation (2.3) as well for multi-particle operators, but in this

case translation symmetry would only remove one of the spatial sums on the

source timeslice. This poses another challenge to overcome: In addition to

the quark propagation from the source (initial time) to the sink (final time),

there is also quark propagation from sink to sink. A schematic diagram of

a correlation function involving such a sink-to-sink propagation is shown in

Figure 2.1. For a naive computation of such a sink-to-sink quark line, the Dirac

matrix D would have to be inverted for each pair of quark positions on the sink

timeslice - a prohibitively expensive task. There are several strategies which

π(t)

ρ(t0)

π(t)

π(t)

ρ(t0)

π(t)

∗

Figure 2.1: Diagrammatic illustration of a 〈(ππ)(t)ρ†(0)〉 correlation func-
tion. The two-meson operator on the sink timeslice t is difficult to treat
numerically because of the sink-to-sink quark propagation.

deal with the computation all-to-all propagators in acceptable time. We are

using (stochastic) Distillation in this work, which performs the inversions only

in a smaller subspace and which estimates the quark propagation stochastically.

We will introduce this method in detail in Sections 2.2 and 2.3.

2.1 The variational method

For the moment, we will assume that we know already how to create two-

point functions, like the one in Equation (2.1), for all operator combinations

in our decay channel. The next step after the computation of these correlation

functions is to extract the energy spectrum from them. In particular we are
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not only interested in the energy of the ground state of the system, but also

in the low-lying excited states. This proves to be not so trivial, because we

cannot simply define some lattice operators which couple exclusively to a single

state. The lattice operators we define are rather operators which we hope to

have a large overlap with some state, but in practice they have overlap with

a superposition of all other states in the spectrum, sharing the same quantum

numbers. A method to extract the lowest states of a spectrum is to create a

matrix of correlation functions of operators with matching quantum numbers

Cij(t) = 〈Oi(t)Oj(0)†〉 =
∞∑
n=1

e−Ent〈0|Ôi|n〉〈n|Ô†j |0〉 (2.4)

of the correlators in a given frame and then to solve a generalised eigenvalue

problem (GEVP) [61–63]

C(t)v(t, t0) = λ(t, t0)C(t0)v(t, t0) (2.5)

for this matrix. This method is known as the variational method. It can be

shown that the nth eigenvalue λn asymptotically decays exponentially with the

energy of the nth state, i.e.

λn(t, t0)→ Ane
−En(t−t0) (2.6)

for large times t. It is worth noting that this insight implies that, in order

to study the (n + 1)th energy level of a spectrum, one has to extract the n

lower lying states along with it, i.e. solve a GEVP for a matrix with at least

(n+ 1) interpolators coupling to the same tower of energy states. This becomes

particularly crucial for lattices with small pion masses, where the spectrum

becomes denser with more many multi-hadron states present. We will talk

about strategies to define a good operator basis in Sections 2.2 and 2.3.

There are different ways of choosing the parameter t0 in Equation (2.6).

Because C(t0) becomes noisier for large t0 and might not even be positive defi-

nite any more at large time separations, the GEVP might become an ill-posed

problem in this regime. One simple method to avoid this is to keep t0 fixed at

some low timeslice like t0 = 3. The advantage of this approach is that C(t0) is

still well-defined and we can follow λ(t, t0). One can define the effective mass

En,eff

(
t+

1

2

)
= ln

λn(t)

λn(t+ 1)
. (2.7)

The effective mass approaches its asymptotic value En with corrections of the

order of the gap between the energy level to be extracted and the one closest
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to it [63]

En,eff(t, t0) = En + εn(t, t0) , (2.8)

εn(t, t0) = O(e−∆Ent) , ∆En = min
n6=m
|Em − En| . (2.9)

Because of this, this method is well motivated as long as there are no energy

levels close to the ones which are to be extracted, in which case ∆En would be

small and thus εn(t, t0) could be large. A way to circumvent this problem is to

demand that t0 > t/2 for all times t in the GEVP. In this region, the energy

gaps to the next contributing level is much larger [64]:

εn(t, t0) = O(e−∆EN+1,nt) , ∆Em,n = Em − En , t0 > t/2 , (2.10)

where N is the number of interpolating fields in the correlation matrix C(t).

One way to achieve this is the so-called window method [64], where tw ≡ t−t0 is

kept constant. The window width is also usually kept at some small value like

tw = 3, which automatically ensures that t0 > t/2 at physically relevant time

separations. The eigenvalues extracted from the GEVP in the window method

are approaching a constant

λ(k)(t, tw = t− t0)→ e−Ektw , (2.11)

which means that we cannot simply define the effective mass as a ratio of

eigenvalues extracted on subsequent timeslices like in Equation (2.7). One way

around this is to define the effective mass from the logarithm of a single eigen-

value,

En,eff(t, t0) = − 1

tw
lnλn(t, t0) . (2.12)

Another possibility is to solve the GEVP a second time with a different window

with like t′w = tw − 1,

C(t)v(t, t− tw) = λ(t, t− tw)C(t− tw)v(t, t− tw) (2.13)

C(t)v′(t, t− tw + 1) = λ′(t, t− tw + 1)C(t− tw + 1)v′(t, t− tw + 1) , (2.14)

and then to define the effective mass as the ratio of the eigenvalues extracted

from the two GEVP

En,eff

(
t− 1

2

)
= ln

λ′n(t, t− tw + 1)

λn(t, t− tw)
. (2.15)

which is expected to approach En at large times as well. Of course, C(t − tw)

will be quite noisy and potentially non-positive definite for large t, so the signal
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usually is lost in noise at smaller time separations than in the fixed-t0 method.

2.2 Distillation

We will move the discussion now a bit; from the conceptual idea of how to

extract the spectrum to the technicalities of the computation of the correlation

functions which we need for this spectrum extraction. The techniques we will

present in here have their main strength in the computation of correlation func-

tions involving multi-hadron operators, but several other advantages like the

re-usability of certain building blocks come with it as well.

We want the operators we are defining to be suitable to extract the energy

spectrum – but even if we only want to extract the ground state of a system,

a simple meson operator like the one in Equation (2.3) would not be sufficient.

To get a good overlap with the ground state, some smearing is usually applied

to the operators. This smearing of the fields should be applied in a way such

that most symmetries are preserved, while short-range modes, which mostly

introduce noise to the low-energy spectrum, are removed. One of those smearing

algorithms for the link variables Uµ(n) is APE smearing [65], where a product

of links along all perpendicular staples Cµ,ν(n) to Uµ(n) is formed, and then

projected back into an SU(3) matrix. Each perpendicular staple is one of the

shortest detours from lattice site n to n+ µ̂:

Cµ,ν(n) = Uν(n)Uµ(n+ ν̂)U †ν(n+ µ̂) , (2.16)

Distillation [16] constructs a quark field smearing which renders the calculation

of the sink-to-sink lines possible. The idea is to start from the lattice Laplacian,

−∇2
nm(t) = 6δnm −

3∑
j=1

(Ũj(n, t)δn+ĵ,m + Ũ †j (n− ĵ, t)δn−ĵ,m) , (2.17)

where the gauge fields Ũ are already smeared to suppress UV fluctuations of the

gauge field. In our work we used stout smearing [66], which has the advantage

that it exactly preserves the SU(3) symmetry (i.e. it does not need a projec-

tion back into SU(3) like e.g. HYP [67] smearing) of those fields and that it is

differentiable. Stout smearing uses a weighted sum of all perpendicular staples,

Cµ(n) =
∑
ν 6=µ

ρµν

(
Cµ,ν(n) + Cµ,−ν(n)

)
, (2.18)

where the staple weights ρµ,ν are real parameters which can be tuned. A

schematic of Cµ(n) can be seen in Figure 2.2. Then, the gauge links are it-
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Figure 2.2: Sum of perpendicular staples Cµ(n) on a 2D lattice. On a
4D lattice, like the ones used in our calculation, there would be two more
directions with two perpendicular staples each. Each of these staple pairs is
also weighted by a staple weight ρµν .

eratively smeared by applying

U (k+1)
µ (n) = exp

(
iQ(k)

µ (n)
)
U (k)
µ (x) , (2.19)

where the initial gauge link is set to U
(0)
µ (x) ≡ Uµ(x) and

Q(k)
µ (n) =

i

2

(
Ω(k)†
µ (n)− Ω(k)

µ (n)
)
− i

2N
Tr
(

Ω(k)†
µ (n)− Ω(k)

µ (n)
)
, (2.20)

Ω(k)
µ (n) =Cµ(n)U (k)†

µ (n) . (2.21)

After nρ iteration steps

Uµ(n) ≡ U (0)
µ (n)→ U (1)

µ (n)→ U (2)
µ (n)→ · · · → U (nρ)

µ (n) ≡ Ũµ(n) . (2.22)

the smeared stout link Ũµ(n) is defined. In our work we use the stout smearing

parameters of nρ = 3 and ρjk = 0.2 and ρ4µ = ρµ4 = 0.

The next step is to obtain the low-lying eigenmodes of the spectrum of the

Laplacian, i.e. to solve the eigenvalue equation

−∇2v(k) = λ(k)v(k) , (2.23)
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where a cut-off parameter needs to be chosen, typically by setting the number

of eigenvalues Nev which are taken into account. The reason to choose the

Laplacian is again that it preserves the symmetries we need in our calculation

– most importantly gauge symmetry. After sorting these eigenvalues such that

λ(1) < λ(2) < ... < λ(Nev), the distillation operator is defined by

S(x, y; t) =
Nev∑
k=1

v(k)
x (t)v(k)†

y (t) . (2.24)

Alternatively, this equation can be rewritten as a single matrix equation

S(t) = V (t)V †(t) , (2.25)

where the kth column of V (t) is the kth eigenvector of the Laplacian. Because

the cut-off can mathematically be represented by the Heaviside function,

S = Θ(σ2 +∇2) , (2.26)

where sigma is the chosen cut-off parameter (λ(Nev) < σ < λ(Nev+1)) this smear-

ing is also called Laplacian Heaviside (LapH) smearing. The dimension of V (t)

is thus 3 ·N3
L×Nev with 3 = Nc the number of colors in our theory and NL the

number of lattice points in each spatial direction. In particular, this dimension

can be much smaller than the dimension of the full vector space VM the LapH

smearing is acting on, whose dimension is 3 · N3
L × 3 · N3

L. The matrix V (t)

can therefore also be viewed as the projection operator into the subspace VNev ,

spanned by the eigenmodes of the Laplacian. When choosing Nev = 3 ·N3
L, the

eigenmodes span the full space and the distillation operator is simply the iden-

tity. Meson correlation functions (Equation (2.3)) built from smeared quark

fields take the form:

〈OM(x, t)ŌM(y, t′)〉F = tr[Φ(t′)τ(t′, t)Φ(t)τ(t, t′)] , (2.27)

with

Φαβ(t) = V †(t)[Γ(t)]αβV (t) , (2.28)

and the so-called perambulators

ταβ(t′, t) = V †(t′)D−1
αβ (t′, t)V (t) . (2.29)

Both Φ and τ are square matrices of dimension 4·Nev×4·Nev, with 4 = NS being

the number of Dirac spinor components. In order to compute τ , we therefore

need only 4 ·Nev operations of D−1 on a vector, which is a much more feasible
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task than the direct computation of matrix elements of D−1 for each pair of

quark positions. Also, all information about source and sink interpolators are

in Φ, but not in τ . This means that τ can be calculated and potentially saved to

disk in a first step, and the correlation functions are then built in a cheaper step

(re-)using the perambulators and contracting them with the quark propagation

information stored in τ .

2.3 Stochastic LapH

Distillation is definitely a powerful tool, but the computation of the quark

propagators still needs a lot of inversions, in particular on larger lattices. The

reason for this is that Nev cannot be chosen arbitrarily low, but rather scales

linearly with the physical volume if the smearing radius is to be kept constant.

Because the cost per inversion scales with V as well, the total computational cost

scales with the square of the volume, which makes pure distillation too expensive

on large lattices. One solution to this problem is to obtain a stochastic estimate

of the quark lines such that the statistical noise introduced by this stochastic

distillation matches the gauge-field noise of the Monte-Carlo evaluation [17]. To

treat distillation with LapH smearing stochastically, NR random noise vectors

are introduced. Firstly, we will describe the stochastic estimation of Matrix

inverses with random noise vectors η with the expectation values 〈ηi〉 = 0 and

〈ηiη∗j 〉 = δij, before specializing to the case of stochastic LapH. Solving the

linear system of equations

DXr = ηr (2.30)

for Xr allows for the Monte-Carlo estimate of the inverse Dirac matrix

D−1
ij =

1

NR

NR∑
r=1

Xr
i η

r∗
j . (2.31)

To further reduce the variance of the stochastic estimator, the noise vectors are

diluted [68, 69], which is done by applying orthogonal projection operators P [b]

to the noise vectors

ηr[b] ≡ P [b]ηr , Xr[b] = D−1ηr[b] , (2.32)

leading to the Monte-Carlo estimator

D−1
ij =

1

NR

NR∑
r=1

∑
b

X
r[b]
i η

r[b]∗
j . (2.33)
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Its expectation value

〈
∑
b

η
[b]
i η

[b]∗
j 〉 (2.34)

is equal to the expectation value of the undiluted estimator

〈ηiη∗j 〉 = 〈
∑
bb′

η
[b]
i η

[b′]∗
j 〉 , (2.35)

but many of the terms contributing to the variance are now not only statisti-

cally but rather exactly zero (due to the orthogonality of P [b]). In this way,

Dilution directly reduces the variance of the stochastic estimator of D−1. In

the stochastic LapH method, noise is introduced in the LapH subspace. Those

LapH-noise vectors ρ are diluted in spin, time and Laplacian eigenmode num-

ber (which includes colour and spatial lattice sites). We still have 〈ρi〉 = 0

and 〈ρiρ∗j〉 = δij and our dilution projectors P [b] are now matrices in the LapH

subspace. A quark line can then be computed via

Q = SD−1 S = SD−1VSV
†
S

=
∑
b

SD−1VSP
(b)P (b)†V †S

=
∑
b

SD−1VSP
(b)E(ρρ†)P (b)†V †S

=
∑
b

E((SD−1VSP
(b)ρ)(VSP

(b)ρ)†)

≡
∑
b

E(ϕ[b](ρ)(%[b](ρ))†) . (2.36)

where we have defined the LapH sink vectors ϕ and the LapH source vectors %:

ϕ[b](ρ) = SD−1VSP
(b)ρ (2.37)

%[b](ρ) = VSP
(b)ρ . (2.38)

Because of the γ5 hermiticity of D (D† = γ5Dγ5 ⇒ (D−1)† = γ5D
−1γ5) we can

also calculate this quark line in a different way:

Q =
∑
b

VSP
(b)E(ρρ†)P (b)†V †SD

−1 S

=
∑
b

E((VSP
(b)ρ)(S†(D−1)†VSP

(b)ρ)†)

=
∑
b

E((VSP
(b)ρ)(S γ5D

−1γ5VSP
(b)ρ)†)

=
∑
b

E((VSP
(b)ρ)γ†5(γ5 SD−1VSP

(b)ρ)†)
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=
∑
b

E((γ5VSP
(b)ρ)(γ5 SD−1VSP

(b)ρ)†)

=
∑
b

E(%̄[b](ρ)(ϕ̄[b](ρ))†) . (2.39)

where the alternative LapH source and sink vectors can be related to the ones

from before via:

ϕ̄[b](ρ) = γ5ϕ
[b](ρ) (2.40)

%̄[b](ρ) = γ5%
[b](ρ). (2.41)

With all indices explicitly spelled out the Monte-Carlo estimator for a quark

line is

Qbβ;aα(y, t; x, t0) =
1

NR

NR∑
r=1

∑
b

ϕ
r[b]
bβ (y, t)%r[b]∗aα (x, t0) , (2.42)

or with the alternative LapH vectors:

Qaα;bβ(x, t0; y, t) =
1

NR

NR∑
r=1

∑
b

%̄r[b]aα (x, t0)ϕ̄
r[b]∗
bβ (y, t) . (2.43)

In our calculation, we always use full spin dilution and an interlaced time

dilution of 8, in the notation for dilution introduced in [17]. On ensemble

E5 (see Table 2.1), all lines connected to the source are computed using full

distillation and only the sink-to-sink lines use stochastic distillation. On F6

and F7, stochastic distillation is used on all lines. The full dilution scheme as

well as the number of eigenmodes computed on each lattice is given in Table

2.1.

TI (sts) TI LI (sts) LI SI NT Nev

E5 8 64 12 56 4 64 56
F6 8 96 12 12 4 96 192
F7 8 96 12 12 4 96 192

Table 2.1: Dilution schemes on the lattices used in this work. All lattices
have full spin dilution and an interlaced time (TI) dilution of 8 for the the
sink-to-sink (sts) lines and full time dilution (TI = NT ) for lines connected
to the source timeslice. This does not mean that we calculated propagators
for all NT source times; we have rather computed point-to-all propagators on
several source times on each ensemble, as is shown in Table 1.1. Stochastic
interlaced Laplacian dilution (LI) is used for all lines on F6 and F7. On E5,
only the sink-to-sink lines use stochastic Laplacian distillation and for the
other lines, full distillation (LI = Nev) is used.

Meson-to-meson correlation functions can now be expressed as a product of
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two of these quark lines. With the definition of a meson function

M[b1,b2],(ρ1,ρ2)(v1,w2; p, t) = Γαβ
∑
x

e−ip·xv
[b1]
aα,xt(ρ1)∗w

[b2]
aβ,xt(ρ2) , (2.44)

where v,w are LapH source or sink vectors %/%̄ or ϕ/ϕ̄, a meson-to-meson

correlation function can be written

Cll̄(tF , t0) = 〈−M[b1,b2],(ρ1,ρ2)
l (ϕ̄i, ϕj; tF )M[b1,b2],(ρ1,ρ2)

l̄
(%̄i, %j; t0)∗〉U,ρ . (2.45)

This expression uses the Einstein summation convention for the dilution indices

b1, b2. The noise average 〈· · · 〉ρ has to be taken so that different quark lines use

different noise sources. In here, we have chosen to evaluate some quark lines

using Equation (2.36) and other using the alternative evaluation from Equation

(2.39). We have done this in a way such that the LapH source vectors %,

which do not have the inverse of the Dirac matrix D−1 in them, are all on the

source timeslice t0. This way, we only have to compute D−1 using sources with

support on only a single timeslice, and not on multiple ones like if they were

on the sink timeslice. In other words: For the antiquark in a meson, where

the LapH-source vector % would usually lie on the sink timeslice, we choose to

swap the roles of the LapH-source and LapH-sink vectors (%, ϕ) → (ϕ̄, %̄). A

graphical depiction of Equation (2.45) can be seen in Figure 2.3. One of the

%̄

%

ϕ̄

ϕ

∗

Figure 2.3: Diagrammatic illustration of a 〈ρ(t)ρ†(0)〉 correlator in the LapH
formulation.

most important strengths of Distillation can be seen directly in this equation:

The correlator is a product of two functions, one of which governs the sink

time t and the other one the source time t0. With all summations at these

two times (color, spin, spatial) being factorised, the approach can be modular:

Meson functions have to be computed only once, can then be stored on disk

and can be used to compute various correlators at a comparably cheap cost, by

just contracting the indices in the desired manner. We also show the diagrams

contributing to the 〈ρ(t)(ππ)†(0)〉 and 〈(ππ)(t)(ππ)†(0)〉 in Figures 2.4 and 2.5.
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Figure 2.4: Diagrammatic illustration of the two diagrams contributing to
the 〈ρ(t)(ππ)†(0)〉 correlator in the LapH formulation.
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Figure 2.5: Diagrammatic illustration of the six diagrams contributing to
the 〈(ππ)(t)(ππ)†(0)〉 correlator in the LapH formulation.

Part of this thesis is also the computation of the timelike pion form factor

in Section 5.1. We won’t go into the full details of this calculation but will

note here that one more object directly coming from the distillation / LapH

approach is needed in there, to wit the vector current matrix elements [3]

AΨ = 〈0|jemµ |Ψa
σ〉 , (2.46)

with the (in our case 2-flavor) electromagnetic current

jemµ =
2

3
ūγµu−

1

3
d̄γµd . (2.47)

Because we need to properly renormalise these current matrix elements and

the LapH smearing interferes with the renormalisation properties, we need un-

smeared quark fields for the computation of those. In addition to the LapH

sink- and source vectors defined in Equation (2.38), we thus need an additional

unsmeared sink vector:

θ[b](ρ) = D−1VSP
(b)ρ . (2.48)

The rest of the machinery remains unchanged, so that we can also compute ob-

jects similar to the meson functions, now more appropriately called current sink
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functions. These objects are computed at the same steps where the stochastic

perambulators are constructed and are saved to disk immediately.

33



34



Chapter 3

Phenomenology of the ρ

resonance

We will move from the general discussion of hadron spectroscopy and the tools

needed to perform it towards a more explicit explanation of our specific set-up

to study the ρ → ππ, isospin = 1 decay channel. Resonances are related to

the analytical structure of the scattering amplitude M1(Ecm). In experiments,

resonances can be identified by a peak in some energy region of the cross section,

which we cannot directly access on the lattice. The reason for this is that the

lattice, being formulated in Euclidean space, can only give information on stable

states. In Chapter 3.3 we will introduce the formalism to identify them by their

impact on intermediate states. A plot of the cross section of e+e− → π+π−

as observed in the BESIII experiment [70] is shown in Figure 3.1. The energy

[GeV]s'
0.6 0.65 0.7 0.75 0.8 0.85 0.9

)) 
[n

b]
FS

R
γ(- π+ π

→- e+
(e

ba
re

σ

200

400

600

800

1000

1200

1400

Figure 3.1: Cross section of e+e− → π+π− scattering in the BESIII experi-
ment as a function of the centre-of-mass energy Ecm =

√
s, taken from [70].

Also visible is the ρ− ω interference.

range the plot shows is the one of the ρ resonance, which we study from a theory

35



point of view in this work and the peak in the cross section is clearly visible.

The peak does not have a Gaussian shape, but rather has a very steep slope on

the right-hand side of the peak - this is due to the ρ−ω interference. We do not

expect to see this interference in our work, because we constrain our operators

to be purely in P -wave, which is where the ρ → ππ scattering occurs, but the

ω is absent.

In this chapter we will talk about the explicit interpolators we use in this

work and also show the resulting correlation functions needed for the study of

ππ scattering. We will talk about the different moving frames we are extracting

energy levels from in Section 3.2 and in particular talk about the symmetries on

the lattice which give rise to several irreducible representations in each of those

frames. In Section 3.3 we will introduce the Lüscher formalism [1, 2], which

exploits the finite-volume effects incurred in Lattice QCD as a tool to extract

infinite-volume scattering information. This formalism was already briefly men-

tioned earlier as our motivation to extract the finite-box energy spectrum from

the lattice.

3.1 Explicit construction of correlation func-

tions

For the construction of correlators we need to define suitable ρ and ππ inter-

polators first. This means that we have to define operators which share their

respective quantum numbers. A suitable interpolator for the ρ meson on the

lattice at time t with momentum P is [71]

ρ(P, t) =
1

2L3/2

∑
x

e−iP·x
(
ūΓu− d̄Γd

)
(t) , (3.1)

where Γ is a projector onto the spin structure or polarisation of the interpolator.

In practice, we calculate the three orthogonal components for Γ ∈ {γ1, γ2, γ3}
and also define another ρ interpolator with Γ ∈ {γ0γ1, γ0γ2, γ0γ3}.

We are studying the neutral ρ meson, which decays into two charged pions

[5], ρ0 → π+π−. The two-pion operator we are using is consequently a product

of π+ and π− interpolators and reads

(ππ)(p1,p2, t) = π+(p1, t)π
−(p2, t)− π−(p1, t)π

+(p2, t) , (3.2)

where the momenta of the single pions add up to the frame momentum, p1 +

p2 = P. The single-pion interpolators are defined by

π+(q, t) =
1

2L3/2

∑
x

e−iq·x
(
ūγ5d

)
(x, t) , (3.3)
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π−(q, t) =
1

2L3/2

∑
x

e−iq·x
(
d̄γ5u

)
(x, t) , (3.4)

such that

(ππ)(p, t) = (ππ)†(p, t) . (3.5)

The explicit operator basis for the correlator matrix are the two rho-inter-

polators, Equation (3.1), with gamma insertions γi and γ0γi
1, averaged over the

three possible polarisations, plus the two-pion operators with different momenta

combinations (p1,p2), Equation (3.2). We can then build the correlator matrix

C(t) =

(
〈ρ(t)ρ†(0)〉 〈ρ(t)(ππ)†(0)〉
〈(ππ)(t)ρ†(0)〉 〈(ππ)(t)(ππ)†(0)〉

)
,

where each element should be thought of as a matrix built by the respective

operator basis. As an example, the explicit full operator basis in the CMF

consists of

ρ1,i(P = 0, t) =
1

2L3/2

∑
x

e−iP·x
(
ū(γi)u− d̄(γi)d

)
(t) ,

ρ2,i(P = 0, t) =
1

2L3/2

∑
x

e−iP·x
(
ū(γ0γi)u− d̄(γ0γi)d

)
(t) ,

(ππ)1,i(P = 0, t) =
1

2

∑
p∈P1

π+(p, t)π−(−p, t)− π−(p, t)π+(−p, t) ,

(ππ)2,i(P = 0, t) =
1

8

∑
p∈P2

π+(p, t)π−(−p, t)− π−(p, t)π+(−p, t) ,

(ππ)3,i(P = 0, t) =
1

8

∑
p∈P3

π+(p, t)π−(−p, t)− π−(p, t)π+(−p, t) ,

with Pj = {p |p2 = j , p · ei 6= 0}, the single-pion interpolators defined in
Equation (3.4) and where the index i is the polarisation of the operator. By
averaging over this polarisation index, the full 5×5 correlator matrix is formed:

C(P = 0, t) =


〈ρ1(t)ρ

†
1(0)〉 〈ρ1(t)ρ

†
2(0)〉 〈ρ1(t)(ππ)

†
1(0)〉 〈ρ1(t)(ππ)

†
2(0)〉 〈ρ1(t)(ππ)

†
3(0)〉

〈ρ2(t)ρ
†
1(0)〉 〈ρ2(t)ρ

†
2(0)〉 〈ρ2(t)(ππ)

†
1(0)〉 〈ρ2(t)(ππ)

†
2(0)〉 〈ρ2(t)(ππ)

†
3(0)〉

〈(ππ)1(t)ρ
†
1(0)〉 〈(ππ)1(t)ρ

†
2(0)〉 〈(ππ)1(t)(ππ)

†
1(0)〉 〈(ππ)1(t)(ππ)

†
2(0)〉 〈(ππ)1(t)(ππ)

†
3(0)〉

〈(ππ)2(t)ρ
†
1(0)〉 〈(ππ)2(t)ρ

†
2(0)〉 〈(ππ)2(t)(ππ)

†
1(0)〉 〈(ππ)2(t)(ππ)

†
2(0)〉 〈(ππ)2(t)(ππ)

†
3(0)〉

〈(ππ)3(t)ρ
†
1(0)〉 〈(ππ)3(t)ρ

†
2(0)〉 〈(ππ)3(t)(ππ)

†
1(0)〉 〈(ππ)3(t)(ππ)

†
2(0)〉 〈(ππ)3(t)(ππ)

†
3(0)〉

 .

In other frames and irreducible representations, the corrrelator matrix is built

according to the prescription described in Section 3.2. We are computing the

correlation functions for all possible moving frames which share a value of P2

but are oriented in different directions and then average over them.

We also need lattice currents for our work, in particular for the extraction

of the timelike pion form factor and for the calculation of the long-time contri-

1On E5, we are only using a single ρ interpolator with a γi insertion.
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bution to the hadronic vacuum polarisation. The local vector current is given

by

J lµ(n) = ψ̄(n)γµψ(n) , (3.6)

where ψ(n) is a (mass-degenerate) doublet of u and d quarks. This current is

not conserved for Wilson fermions. Furthermore, this bare current has to be

renormalised with a renormalisation constant ZV . For the construction of a

conserved vector current, we have to consider an infinitesimal symmetry trans-

formation of the fermion fields [28]

ψ(n)→ψ(n) + δψ(n) , (3.7)

ψ̄(n)→ψ̄(n) + δψ̄(n) , (3.8)

and demand that this transformation leaves the result of a path integral invari-

ant. The explicit transformation we consider is the vector transformation

ψ(n)→ψ′(n) = eiεψ(n) , (3.9)

ψ̄(n)→ψ̄′(n) = ψ̄(n)e−iε , (3.10)

which is a symmetry of the QCD lattice action for arbitrary quark masses. The

corresponding infinitesimal transformations we are considering here are

ψ(n)→ψ′(n) = (1 + iε(n)τa)ψ(n) , (3.11)

ψ̄(n)→ψ̄′(n) = ψ̄(n)(1− iε(n)τa) , (3.12)

where τa are the Pauli SU(2) matrices. Applying this transformation to the

fermion action (1.24) and only considering terms up to O(ε), we obtain

δS = i
∑
n,m

ψ̄(n)
(
Dn,mε(m)τa − ε(n)τaDn,m

)
ψ(m) . (3.13)

Considering the Dirac operator for Wilson fermions (Equation (1.30)) we obtain

δS =i
∑
n

ψ̄(n)
([(
M+

4

a

)
, ε(n)τa

])
ψ(n)

− i

2a

∑
n

ψ̄(n)
±4∑

µ=±1

(1− γµ)Uµ(n)ε(n)τaψ(n+ µ̂)

+
i

2a

∑
n

ψ̄(n)
±4∑

µ=±1

ε(n+ µ̂)τa(1− γµ)Uµ(n)ψ(n+ µ̂) . (3.14)

Because we are working only with two light flavours in the isospin limit, the mass

matrix M commutes with τa, such that the first term vanishes. By explicitly
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writing the sums only over positive directions of µ, remembering that γ−µ = −γµ
and then shifting the lattice site summation index n→ n+±µ̂, so that in each

term the lattice site of ε is the same, we arrive at

δS =− i

2a

∑
n

4∑
µ=1

ψ̄(n)(1− γµ)Uµ(n)ε(n)τaψ(n+ µ̂)

− i

2a

∑
n

4∑
µ=1

ψ̄(n)(1 + γµ)Uµ(n− µ̂)†ε(n)τaψ(n− µ̂)

+
i

2a

∑
n

4∑
µ=1

ψ̄(n− µ̂)ε(n)τa(1− γµ)Uµ(n)ψ(n)

+
i

2a

∑
n

4∑
µ=1

ψ̄(n+ µ̂)ε(n)τa(1 + γµ)Uµ(n)†ψ(n) . (3.15)

We can now demand that this variation has to vanish for arbitrary ε(n). With

the definition of the conserved current

J cµ,a(n) =
1

2
(ψ̄(n+ µ̂)(1 + γµ)Uµ(n)†τaψ(n)− ψ̄(n)(1− γµ)Uµ(n)τaψ(n+ µ̂)) ,

(3.16)

we can rewrite the equation for δS as

4∑
µ=1

(J cµ,a(n)− J cµ,a(n− µ̂)) = 0 , (3.17)

which shows that J cµ,a(n) is indeed a Noether current of the system.

Both the pointlike current, Equation (3.6), as well as the the point-split

current, Equation (3.16), have O(a) discretisation effects. The renormalised

O(a) imporved version of the currents reads [72,73]

J
l/c
µ,a,R(n) = ZV (1 + bV amq)

(
J l/cµ,a(n) + acV ∂V Tµν(n)

)
, (3.18)

with the improvement coefficients bV , cV (bV = 1 for the point-split current),

the bare subtracted quark mass amq and the tensor current

Tµν(n) =
1

2
ψ̄(n)[γµ, γν ]ψ(n) . (3.19)

3.2 Moving frames and irreducible representa-

tions

In continuum QCD and also in infinite volume, the three-dimensional rotational

symmetry in space classifies energy eigenstates. Any multiplet of degenerate
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states due to this rotational symmetry can be described by the infinite number of

irreducible representations (irreps) labelled by different spins J [74]. In Lattice

QCD, due to the Euclidean grid there are less symmetries than in the continuum

or infinite volume: In the CMF, the allowed spatial momenta p in the box

are restricted due to the periodic boundary conditions which we use in our

ensembles to

p =
2π

L
(k, l,m) , k, l,m ∈ {0, 1, ..., L/a− 1} . (3.20)

The symmetry group of the lattice is that one of a cube, called the cubic sym-

metry group or the octahedral group. Any continuum operator OJ with spin J

must be subduced [74] into the respective irreps Λ via

O
[J ]
Λ,µ =

∑
M

SJ,MΛ,µ O
J,M , (3.21)

where M are the magnetic quantum numbers of J , SJ,MΛ,µ is the subduction

coefficient and µ is the row of the finite volume irrep Λ. The J in O
[J ]
Λ,λ is in

brackets because, although it was produced only from operators with spin J ,

the operator can now have an overlap with all other spins which are contained in

Λ [75]. In the moving frames, there is a further reduction of symmetry, namely

into the subgroup of the octahedral group which keeps P invariant [75], which is

referred to as the little group [76]. In order to subduce continuum operators into

the lattice irreps of the moving frame, we first need to create helicity operators

OJ,λ(p) =
∑
M

D(J)∗
Mλ (R)OJ,M(p) , (3.22)

where λ is the helicity index, D(J)∗
Mλ (R) is a Wigner-D matrix [77] for the trans-

formation R which rotates |p|êz into p [78]. This helicity λ can now be subduced

into little group irreps Λ, forming a so-called subduced helicity operator

O
J,P,|λ|
Λ,µ (p) =

∑
λ̂=±λ

S η̃λ̂Λ,µO
J,P,λ̂(p) , (3.23)

where P is the parity of OJ,P,λ̂(p = 0) and η̃ = P (−1)J . Subducing the meson-

meson operators used in this study into irreps needs one further symmetry to be

taken into account: Because we work in the isospin limit, the π+ and π− in the

ππ state are of equal mass and differ only in their conjugated charge. The system

thus has a symmetry under the interchange of the two pions, allowing only odd

partial waves [79]. Taking all these reductions of symmetry into account, the

relevant irreps of the ρ → ππ channel, where JP = 1− and where l = 1 is

the dominant contributing partial wave are listed in Table 3.1. A general ππ
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P Λ(dim(Λ))
[000] T1(3)
[00n] A1(1), E(2)
[0nn] A1(1), B1(1), B2(1)
[nnn] A1(1), E(2)

Table 3.1: Irreps in the various moving frames used in this study.

creation operator in an irrep Λ can be written [75]

(ππ)
[p1,p2]†
P,Λ,µ =

∑
p1∈{p1}∗
p2∈{p2}∗
p1+p2=P

= C(P,Λ, µ,p1,p2)π†(p1)π†(p2) , (3.24)

where the set {p1,2}∗ incorporates all the momenta that p1,2 can be rotated

into using an allowed lattice rotation. C is a Clebsch-Gordan coefficient which

couples the irreps Λ1 and Λ2 of the single-pion creation operators π†(p) with

the irrep Λ of the (ππ)† operator. These single-pion irreps are either the cubic

group for p = 0 or the A2 irrep of the little group of p for p 6= 0. The coefficients

relevant for this work are listed in [75,80].

3.3 Lüscher’s finite volume method

We have noted at some stages already that the reason for extracting the energy

spectrum of the ρ and ππ isospin = 1 states is that we want to use them to

obtain infinite-volume scattering information of the ρ resonance. In this chapter

we will finally explain in more detail how this connection works.

Resonances are composite states which are unstable and thus decay into

other states of QCD and as such are more difficult to study than QCD-stable

states. In fact, we can only directly access stable states in Lattice QCD: A

fundamental part of the lattice approach is to Wick-rotate Minkowski time

into imaginary time to assure an Euclidean geometry. In continuum QCD, the

Osterwalder-Schrader-theorem [81] allows Euclidean correlation functions to be

continued back into Minkowski space, given that they obey several conditions,

one of them being the so-called reflection positivity. Because observables like the

Euclidean correlation functions computed in Lattice QCD have to be discrete

and are only approximate, we cannot simply map them back to Minkowski space

via an analytic continuation. One of the consequences of this is that we cannot

extract physical matrix elements from any simulation in Lattice QCD which

deals with multiple particles in the initial or final state. This is formulated in the

Maiani-Testa theorem [82]. Accordingly, we cannot directly access scattering

information for any dynamical process, like a resonance, using Lattice QCD. In

other words, the only energy states which we can reliably extract using Lattice
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QCD are asymptotic states. A circumvention of this problem comes directly

from the finite volume [1, 2], which is necessarily used in Lattice QCD. In a

typical lattice finite volume of a few fermis, the energy states in the discrete

two-pion energy spectrum are quite far apart from each other. The Maiani-

Testa theorem however applies principally only to infinite or very large lattices,

where the final states have a continuous spectrum – and precisely this non-

continuity of the spectrum actually allows to map the finite-volume spectrum

to the infinite-volume resonance [83].

The insight that two-pion scattering, or any process involving multi-hadron

states has calculable power-law corrections can now be used as a tool to obtain

infinite-volume resonance information. Lüscher’s work was initially done only

for the centre-of-mass frame [1,2], but has been extended to moving frames [84].

In [85], the result was re-derived using a quantum-field-theory language involv-

ing a diagrammatic expansion which illustrates the key points of the Lüscher

approach. For the introduction of the approach in this thesis, we will follow the

arguments outlined in [86], which deals with two-particle scattering in a very

general way. We also use the notation employed in this reference. The main

idea is to decompose the two-to-two finite-volume correlator

CL(P ) ≡
∫
L

d4x e−iPx
[
〈0|TA(x)B†(0)|0〉

]
L
, (3.25)

where T is a time-ordering operator and A(x),B(x) are operators coupling to

ππ states, into products of finite- and infinite-volume quantities. To this end,

this correlator is expanded into a skeleton expansion, where only two-particle

states can go on-shell. This expansion includes Bethe-Salpeter kernels, which

do include any diagrams without on-shell states, alternating with two-particle

loops,

CL(P ) = B†A V + B†A V V

+ B†A V V V + · · · . (3.26)

The V in this equation in between the two-particle loops indicates a sum over ad-

missible finite-volume momenta in the loop. As opposed to the Bethe-Salpeter

kernels, the two-particle loops can go on-shell. This skeleton-expansion is ad-

vantageous, because for the pole-free parts of the skeleton-expansion, the differ-

ence between infinite and finite volume is exponentially suppressed, as has been

shown in [85]. Consequently, all relevant finite-volume corrections must be in

the explicit two-particle loops of the diagram (as long as A(x),B†(x) are chosen

in a way that they do not introduce any additional finite-volume effects). The

difference between the infinite-volume and finite-volume two-particle loop can
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then be identified as some finite-volume residue

FL =

[
1

L3

∑
k

−
∫

dk

(2π)3

] ∫
dk4

2π
L(P, k)S(k)R†(P, k) , (3.27)

where L is the box size of the lattice, and L and R† can be arbitrary, smooth

end-cap functions and in this case are either a Bethe-Salpeter kernel or A(x)

or B†(x). S(k) is the product of the two propagators, i.e. the two-particle loop.

The finite-volume dependence of the residue factorises as

FL = −L(P )F (P,L)R†(P ) , (3.28)

where F (P,L) is the finite-volume residue factor which is simply a finite-volume

matrix and L,R† are now row- and column vectors, respectively. In this step,

exponentially suppressed terms arising from the evaluation of the k4 integral

have been discarded. Finally, the finite-volume sums in the skeleton expansion

are replaced by an infinite volume integrals plus the residues containing F ,

which can be written in the diagrammatic way via

R†L V = R†L ∞ − R†L F . (3.29)

This expression can be reorganised into terms grouped according to their num-

ber of finite-volume residues F . The terms without finite-volume insertions,

i.e. the Bethe-Salpeter kernels and infinite volume two-particle states, are re-

summed and yield the scattering amplitude M:

M = + ∞

+ ∞ ∞ + · · · . (3.30)

The dressed end-cap functions A,B, which are equal in infinite and finite volume

up to exponential suppressions are given by

A = A + A M∞ , (3.31)

B†
= B†

+ M B†∞ . (3.32)

With these definitions, A, B and M are infinite-volume objects and all finite-

volume corrections are explicit in the F insertions. The resulting diagrams can
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be summed into a geometric series in MF ,

CL(P )− C∞(P ) = B†A F + B†A F FM

+ B†A F F FM M + · · · . (3.33)

which leads to the final expression for the finite-volume correlator

CL(P ) = C∞(P )− A(P )
1

F−1(P,L) +M(P )
B†(P ) . (3.34)

The finite-volume correlation function, CL(P ) has poles at the energies of the

respective finite-volume theory. On the right-hand side of this equation, neither

C∞(P ) nor A(P ) or B†(P ) have any such poles and consequently all poles in

CL(P ) must correspond to divergent eigenvalues in the matrix 1
F−1(P,L)+M(P )

.

This requirement is equivalent to the two-particle quantisation condition

det[F−1(P,L) +M(P )] = 0 . (3.35)

This is the equation which we have been looking for: It relates the energy spec-

trum (for any fixed box size L and momentum P) to the scattering amplitude

M through the kinematical function F . The explicit relation of the finite-

and infinite-volume correlation functions is achieved by evaluating the Fourier

transformed correlator

CL(x4 − y4,P) =

∫
L

dx

∫
L

dye−iP(x−y)
[
〈0|TA(x)B†(0)|0〉

]
L
, (3.36)

in two different ways. Because the translation operators cancel the Fourier-

phase factors, it turns out that the integrand does not depend on x or y and

that the whole expression can simply be written in terms of the spectral de-

composition of the correlator like in Equation (2.4):

CL(x4 − y4,P) = L6
∑
n

e−En(x4−y4)
[
〈0|A(0)|En,P, L〉

]
L

[
〈En,P, L|B†(0)|0〉

]
L
.

(3.37)

The Fourier-transformed correlator can also be evaluated directly using Equa-

tion (3.34):

CL(x4 − y4,P) ≡L3

∫
dP4

2π
eiP4(x4−y4)CL(P )

=L3

∫
dP4

2π
eiP4(x4−y4)
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×
[
C∞(P )− A(P )

1

F−1(P,L) +M(P )
B†(P )

]
=L3

∑
n

e−En(x4−y4)

× 〈0|A(0)|En,P, in〉R(En,P)〈En,P, out|B†(0)|0〉 ,

(3.38)

with

R(En,P) = lim
P4→En

[
− (iP4 + En)

1

F−1(P,L) +M(P )

]
, (3.39)

the residue of the matrix between A(P ) and B†(P ), evaluated at the nth two-

particle energy En. Both evaluations of Equations (3.38) and (3.39) assume

that x4 > y4. In the former, it is needed when applying the time-ordering

operator, and in the latter it allows for the contour to be closed in the upper P4

plane. The sum results from the poles encircled by the contour corresponding

to the finite-volume energies on the imaginary axis. A comparison of these two

equations finally leads to[
〈0|A(0)|En,P, L〉

]
L

[
〈En,P, L|B†(0)|0〉

]
L

=

1

L3
〈0|A(0)|En,P, in〉R(En,P)〈En,P, out|B†(0)|0〉 , (3.40)

which is the desired relation between finite-volume and infinite-volume matrix

elements, up to exponentially suppressed corrections in e−mL. It is important

to stress that Equation (3.35) and consequently also (3.40) are valid only below

the lowest three or four-particle threshold. For the purpose of this work, where

we study the ρ → ππ channel, this threshold is the four-pion threshold. A

three-pion state is excluded in this channel due to G-parity, which decouples

states with even and odd numbers of pions.

3.4 Explicit formulae for ππ scattering

We stress again that Equations (3.35) and (3.40) are valid only for systems

with only two particles which can go on-shell. For the further discussion, we

will specifically cover the case of ρ→ ππ scattering. The whole discussion can

be generalised to two particles of different masses [87] but for the purpose of

this project we only need to consider equal masses. In a moving frame with

total momentum P = 2π
L

d, the relative velocity

v =
P

E
, (3.41)
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relates the energy E in the moving frame to the centre-of-mass energy Ecm via

E = γEcm , γ =
1√

1− |v|2
, (3.42)

or equivalently

Ecm =
√
E2 −P2 . (3.43)

The relative momentum in the centre-of-mass frame is given by

q =

√
E2

4
−m2

π . (3.44)

In the CMF, the elastic scattering amplitude M is fully diagonal and can be

described by a single phase:

Ml1,m1;l2,m2 = δl1,l2δm1,m2

16πEcm

q

e2iδl(q) − 1

2i
, (3.45)

with the phase shift δl(q) in the lth partial wave. The matrix F in this basis

reads

Fl1,m1;l2,m2 =
q

8πEcm

(δl1,l2δm1,m2 + iF FV
l1,m1;l2,m2

) , (3.46)

F FV
l1,m1;l2,m2

=− 4π

q

∞∑
l=0

l∑
m=−l

4π

ql
cPlm(q2)

∫
dΩ∗Y ∗l1,m1

Y ∗l,mYl2,m2 , (3.47)

where Yl,m(θ, ψ) are the spherical harmonics and cPlm(q2) is a known kinematical

function which is related to the Lüscher modified zeta function Zd
lm[s, q2] [1, 2]

cPlm(q2) =−
√

4π

γL3

(
2π

L

)l−2

Zd
lm

[
1,
(qL

2π

)2]
, (3.48)

Zd
lm[s, q2] =

∑
r∈Pd

Ylm
(r2 − q2)s

, (3.49)

Ylm =rlYlm(θ, ψ) . (3.50)

Pd is a set of vectors given by

Pd = {r|r = γ̂−1n,n ∈ Z3} , (3.51)

where γ̂ is the operator which Lorentz transforms a vector u from a system with

velocity v (see Equation (3.41)) to the centre-of-mass frame via

γ̂u =γu‖ + u⊥ , γ̂−1u = γ−1u‖ + u⊥ , (3.52)
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with the parallel and perpendicular components of u

u‖ =
u · v
|v|2 v , u⊥ = u− u‖ . (3.53)

One possible way to compute this numerically at least for sufficiently small

values of l,m,d is to use the formula [87,88]

Zd
lm(1, q2) =γ

∫ 1

0

dt etq
2
∑

n∈Z,n6=0

(−i)lYlm
(
− πγ̂n

t

)(
− π

t

)3/2

e−(πγn)2/t

+ γ

((∫ 1

0

dt (etq
2 − 1)

(
− π

t

)3/2 1√
4π

)
− π

)
δl0δm0

+
∑
r∈Pd

Ylm(r)
e−(r2−q2)

(r2 − q2)s
. (3.54)

Of course, the infinite sums need some finite cut-off and one has to verify that

the asymptotic value is already approximated well enough for the precision

aimed for in the study. We are studying the ρ and thus are interested in the

p-wave l = 1 partial wave but in principle, we also have to deal with the

contributions of higher-order partial waves. The effect of the l = 3 [11] and

l = 3, l = 5 [89] partial waves has been studied by looking at irreps whose

lowest angular momentum was l = 3 or l = 5. Both studies showed that we can

neglect the effect of any partial waves above l = 1. With this restriction, the

quantisation condition of Equation (3.34) can be rewritten

δ(k) = φd
Λ(q) + nπ , (3.55)

where k = 2π
L
q. This is exactly the Lüscher condition, which includes as a

special case also the CMF result, where the kinematical function φ(q) is defined

as

φ(q)CMF = φ
[000]
T1

(q) = −Z
[000]
00 (1, q2)

γπ3/2q
. (3.56)

With the definition

wlm =
1

γπ3/2
√

2l + 1
q−l−1Zd

lm(1, q2) , (3.57)

the functions φd
Λ(q) can be succinctly written and are summarised in Table 3.2.

We finally have all the ingredients for the whole Lüscher analysis: Given the

energy spectrum from the GEVP in the different frames with momentum d and

irreps Λ, phase shift points δ(k) at the corresponding centre-of-mass energy can

be computed. This phase shift encodes all the important scattering information

of the ρ→ ππ process.
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d Λ φd
Λ(q)

[000] T1 w00

[00n] A1 w00 + 2w20

[00n] E2 w00 − w20

[0nn] A1 w00 + 1
2
w20 + i

√
6w21 −

√
3
2
w22

[0nn] B1 w00 + 1
2
w20 − i

√
6w21 −

√
3
2
w22

[0nn] B2 w00 − w20 +
√

6w22

[nnn] A1 w00 − i
√

8
3
w22 −

√
8
3
Re(w21)−

√
8
3
Im(w21)

[nnn] E2 w00 + i
√

6w22

Table 3.2: Functions φd
Λ(q) for different irreps Λ in several moving frames

with lattice momentum d. All of these functions are derived in [11].
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Chapter 4

Numerical analysis of the

spectrum

In this chapter, we will explain in detail how we are extracting the primary

and secondary quantities from our lattice study. Towards extracting physical

quantities, which can be compared to experimental results, a lot of systematic

choices like fit ranges of different extraction methods have to be made and we

will talk about the justification and the systematic effects of those choices in

this chapter.

4.1 The pion mass

One of the fundamental quantities which we are extracting from our study and

which is used in the entire calculation is the pion mass mπ. It is worth putting

some effort into the determination of mπ for several reasons: First of all, the

pion correlator has the most precise signal, with the exciting states falling off

early due to the low mass of the pion. It has also been computed numerous

times on the lattices used in this work, and as such provides a simple and basic

cross-check of our methodology. Most importantly though, the pion mass is

needed to compute most of the secondary quantities we are extracting from

the lattice. Having a precise estimate of mπ on each jackknife sample helps

dramatically to account for and alleviating some of the correlations between

gauge configurations. The overall signal of mπ is comparably precise on each

timeslice, but the variation of the signal between timeslices is quite pronounced,

as can be seen in Figures 4.1, 4.2 and 4.3, where the pion correlator 〈π(t)π†(0)〉
and its effective mass are shown for lattices we use in this study. Particularly

for F7, Figure 4.3, the fluctuations are visible in the effective mass.

To extract the pion mass from these correlators, we perform a correlated fit

to a single-cosh ansatz

〈π(t)π†(0)〉 = C cosh(mπ(t− T/2)) . (4.1)
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Figure 4.1: Left panel: The pion correlator 〈π(t)π†(0)〉 in the CMF on the
E5 lattice. Forward- and backward-propagating waves are averaged and the
error bars associated with the data come from a jackknife procedure. Right
panel: Effective mass of the pion correlator shown on the left panel.
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Figure 4.2: Same as Figure 4.1 but on the F6 lattice.
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Figure 4.3: Same as Figure 4.1 but on the F7 lattice.
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This fit function is motivated because the exponential decay of the correla-

tion function from the source time happens in both directions from the source

timeslice. Due to the periodic boundary conditions in our lattices, there is a

forward-propagating part and a backward-propagating part. The superposition

of those two forms a hyperbolic cosine centred about the temporal point fur-

thest away from the source time, which is at T/2 with the source shifted to 0

(and periodically to T ). The fit window [tmin, tmax] for this fit must be chosen

such that tmin is large enough that excited states do not contribute to the fit any

more and tmax should be as large as possible, without getting into the regime

where noise fluctuations affect the fit result. Figures 4.4, 4.5 and 4.6 show the

fit results from a cosh fit to the pion correlator on the three ensembles. One can

see how the fit stabilises with larger values of tmin, and that for our chosen tmin,

the fit does not depend much on the choice of tmax. On F7, the plateau does

not look as nice as on E5 or F6 and becomes lower for larger choices of tmin.

When choosing tmin = 19, which looks like a region where a plateau settles, the

fit result varies much more than on E5 or F6 for a variation of tmax and shows

a clear trend towards higher values for larger tmax. This is a result of the large

correlations between timeslices and which is visible in Figure 4.3.
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Figure 4.4: Pion mass obtained from several single-cosh fits to the pion
correlator 〈π(t)π†(0)〉 on the E5 ensemble. The error bars associated with
each fit result stem from a jackknife estimate. Left panel: Fit from various
values of tmin to tmax = 28. Right panel: Fit from tmin = 15 to various
values of tmax.
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Figure 4.5: Same as Figure 4.4 but for the F6 lattice. Left panel: Fit from
various values of tmin to tmax = 35. Right panel: Fit from tmin = 16 to
various values of tmax.
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Figure 4.6: Same as Figure 4.4 but for the F7 lattice. Left panel: Fit from
various values of tmin to tmax = 40. Right panel: Fit from tmin = 19 to
various values of tmax.
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In order to stabilise this fit, we would like the fit range to be as large as

possible: With high values of tmax, we can ensure that the correlations by

timeslice level each other out as good as possible, and a low value for tmin

brings in valuable information on the signal from the early timeslices, where

the signal is best. When going to earlier timeslices, we need to account for an

excited state contamination in the fit range. On F7, we therefore also performed

a fit to a two-cosh ansatz,

〈π(t)π†(0)〉 = C1 cosh(mπ(t− T/2)) + C2 cosh(∆E(t− T/2)) , (4.2)

where ∆E is the gap to the next excited state in the spectrum. With a plateau

for a similar value of mπ, this fit reinforces the choice of tmin = 19, as can be

seen in Figure 4.7. All fit ranges and fit results are summarised in Table 4.1.

5 10 15 20 25
tmin/a

0.0880

0.0885

0.0890

0.0895

0.0900

〈
π(t)π (0)

〉

6 8 10 12
tmin/a

0.0880

0.0885

0.0890

0.0895

0.0900

〈
π(t)π (0)

〉

Figure 4.7: Left panel: Zoom of the left panel in Figure 4.6. Right panel:
Two-cosh fit from various values of tmin to tmax = 40.

fit tmin tmax amπ χ2/dof
E5 1− cosh 15 28 0.14511(33) 0.80
F6 1− cosh 16 35 0.10366(29) 0.61
F7 1− cosh 19 40 0.08893(30) 1.68
F7 2− cosh 12 40 0.08895(29) 1.87

Table 4.1: Fit ranges to the single-cosh (and also two-cosh on F7) fit and
corresponding pion masses including jackknife error on the three ensembles.
On F7, the fit range of the 1-cosh fit was chosen so that the resulting pion
mass is consistent with the less fluctuating pion mass of the two-cosh fit. The
χ2/dof value on F7 indicates as well that the data for the pion correlator is
not perfect.

We also compared the pion mass fits in the different momentum frames we

are using, which is shown in Figure 4.8. Boosted to their centre-of-mass energy

via

Ecm =
√
E2 −P2 , (4.3)

all pion masses agree within errors but the determination in the CMF is the
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most precise one. For this reason we are using only the pion mass from the

CMF for all further calculations in all momentum frames.
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Figure 4.8: Pion mass obtained from the pion correlators in the different
frames on the E5 lattice. All energies are boosted to the CMF energy, using
the dispersion relation.

4.2 Energy spectrum from the GEVP

We will now move to the determination of the energy spectrum from the GEVP,

defined in Equation (2.5). The first step is to build the correlation matrix C(t)

from the correlation functions defined in Section 3.1. The next steps depend

on the choice of method for the GEVP. We will talk about the differences in

the extraction of the energy spectrum using the fixed-t0 method or the window

method in this chapter.

4.2.1 Fixed-t0 method

One way in which we solved the GEVP in our analysis is with a fixed t0, with

a value of t0 = 3. In each irrep, we obtain N eigenvalues from the GEVP of

the N × N correlator matrix. The kth eigenvalue λ(k)(t) decays exponentially

with the kth energy level Ek but also has some excited-state contribution. The

effective mass, defined by Equation (2.7) illustrates this behaviour well: At

early Euclidean times, the spectrum is dominated by excited states and at larger

Euclidean times, where the lowest energy state dominates, the effective mass

reaches a plateau. One possible way to extract the energy Ek is a constant fit

to the effective mass or a single-exponential fit to the corresponding eigenvalue

in a fit window which lies exclusively in the plateau region. With the statistical

fluctuations between the data points, it is sometimes difficult to say where

exactly the plateau region starts and whether some early timeslices might not

still have some excited-state contribution in them. For this reason, we are
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performing a two-exponential fit, accounting for a single excited state, in a fit

window which starts already earlier than the plateau region. A fit window

[tmin, tmax] has to be chosen for every single level of the GEVP in every frame

and irrep. The variation of tmin is shown for some exemplifying energy levels in

Figure 4.9. The same plot for all energy levels we used in the different frames

and irreps is shown in the appendix in Figures A.1, A.3 and A.5. There are

several considerations to be taken into account when choosing the appropriate

fit range for each level. We decided on using a global lower fit parameter tmin

for each level in this method to assure that excited state effects are treated in

the same way for each energy level obtained. The value we choose is tmin = 6

on E5 and tmin = 7 on F6 and F7, because a plateau seems to be reached in

all levels at that point. The extracted energy levels using the fixed-t0 method
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Figure 4.9: tmin dependence of the fit to the three levels in the d2 = 1, A1

irrep on the F6 lattice extracted from the GEVP in the fixed-t0 method
using t0 = 3. The left plot shows the ground state and the second and third
plot are the first and second excited states, respectively. The horizontal axis
denotes tmin/a in the fit window and the vertical axis is the energy (in lattice
units) of the state. The error associated with the data points comes from
a jackknife procedure and the black number next to each data point is the
associated χ2/dof of the correlated fit.

are listed in Table 4.2. The extracted energy levels are shown together with

the effective masses in Figure 4.10 for some irreps and in Appendix A.2 for all

irreps and lattices.

4.2.2 Window method

The other method we use to solve the GEVP is the window-method, with a

fixed window width of tw = t− t0 = 3. While the window-method ensures that

t < 2t0 for all values of t in the region where we would like to extract the energy

levels, one particular downside of the window method is that C(t0) = C(t− tw)

on the right-hand side of the GEVP equation will suffer from noise already for

relatively early timeslices, unlike in the fixed-t0 method. On the other hand,

the plateau in the effective masses is realised comparably quickly. Both tmin
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d2 irrep E5 χ2/dof F6 χ2/dof F7 χ2/dof
0.3226(12) 0.68 0.2878(12) 0.80 0.2722(16) 0.93

0 T1 0.4906(26) 0.86 0.3447(15) 0.90 0.3315(20) 1.31
0.4333(39) 0.73 0.4277(42) 0.75

0.3016(10) 2.17 0.2319(7) 1.24 0.2048(9) 1.49
1 A1 0.3579(13) 0.90 0.2947(37) 0.47 0.2852(34) 0.59

0.3597(26) 0.90 0.3498(22) 0.94
0.3210(20) 1.50 0.2899(12) 0.93 0.2743(21) 1.19

1 E2 0.5246(43) 0.45 0.3641(30) 0.89 0.3565(24) 0.52
0.4435(56) 0.54 0.4361(66) 0.69

0.3069(16) 1.00 0.2467(9) 0.87 0.2209(11) 1.48
2 A1 0.3786(23) 1.39 0.3029(35) 0.83 0.2895(56) 0.96

0.3755(23) 0.82 0.3664(29) 0.68
0.3156(35) 0.86 0.2658(10) 0.96 0.2469(15) 2.52

2 B1 0.4131(21) 1.05 0.3101(20) 1.07 0.2916(50) 1.71
0.3814(39) 1.60 0.3694(42) 0.85

0.3258(29) 1.21 0.2902(20) 0.86 0.2762(31) 1.86
2 B2 0.5374(93) 0.87 0.3775(23) 1.51 0.3673(27) 1.19

0.3924(57) 1.24 0.3762(61) 0.66
0.3104(28) 0.56 0.2594(12) 0.49 0.2312(30) 2.10

3 A1 0.3952(46) 0.78 0.3016(17) 0.94 0.2819(40) 1.15
0.3142(29) 1.07 0.3044(36) 0.95

3 E1 0.3243(39) 1.85 0.2786(26) 1.17 0.2636(21) 0.96
0.4531(40) 0.89 0.3277(28) 1.24 0.3075(56) 1.30

Table 4.2: Extracted energy levels aEk (states are ordered from ground state
to the higher excited states from top to bottom) in the fixed-t0 method in
each irrep for the three lattices used in this work. One level less per irrep
is extracted on E5, due to the levels being above the 4mπ threshold and
the interpolator basis being smaller by 1. All levels are extracted using the
fixed-t0 method with t0=3, as described in Section 4.2.1
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Figure 4.10: Spectrum from the GEVP on the F6 lattice, using the fixed-t0
method, for two irreps: d2 = 1, E2 on the top and d2 = 2, A1 on the bottom.
The different levels in the respective irrep are plotted using different colours
and the accordingly coloured bands are the fit results of the corresponding
eigenvalues to a two-exponential fit function. The width of those bands
indicates the statistical error of the fit and the length shows the chosen fit
range. The blue data points are from a higher energy level which we are not
using in our analysis. The corresponding plots of energy levels in all other
irreps can be seen in Appendix A.2.
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and in particular tmax are therefore taken at a lower value than in the other

method. As in the fixed-t0 method, we obtain N eigenvalues from the GEVP

of the N ×N correlator matrix in each irrep and we want to extract the energy

Ek from the kth eigenvector λ(k)(t). We also do this by fitting these eigenvalues

to a two-exponential fit. It is worth noting again that the leading exponential

in the window-method (i.e. the one decaying with the energy Ek according to

e−Ektw) is actually a constant. This is why we have two different definitions

for the effective mass in the window method, Equations (2.12) and (2.15). The

excited-state contributions seem to be of a similar size in both definitions – this

can be seen in Figure 4.11, where the comparison of both definitions is made in

the CMF on the F6 lattice. The variation of tmin is shown for some exemplary

energy levels in Figure 4.12. The same plot for all energy levels we used in

the different frames and irreps is shown in the appendix in Figures A.2, A.4

and A.6. It is obvious from these plots that the fits in the window method are

not as stable as the ones in the fixed-t0 method. For higher values of tmin, the

fit result becomes lower and lower in particular in the excited states. Because

tmax is quite low also, for the reasons outlined at the beginning of this chapter,

we cannot simply continue to higher values of tmin because we would not fit to

enough data points at that point. Finding a proper procedure how to choose

all fit windows in a comparable way therefore turns out to be more complicated

in the window method. The energy gap in the window method, described in

Equation (2.10), is expected to be largest for the ground state and smaller for

the excited states, which are closer to the energy EN+1 in the spectrum. We

are therefore using tmin = 6 for the ground states and tmin = 7 for the excited

states on all lattices.

Again, we are showing extracted energy levels together with the effective

masses in Figure 4.13 for some irreps and in Appendix A.2 for all irreps and

lattices.
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Figure 4.11: Comparison of the effective masses defined by Equation (2.12)
(shown in purple and at full integer timeslices t) and (2.15) (shown in red
and in between two timeslices t + 1

2
) in the CMF on the F6 lattice. Shown

are the three lowest states in the system.
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Figure 4.12: Same as Figure 4.9 but for the window method.
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d2 irrep E5 χ2/dof F6 χ2/dof F7 χ2/dof
0.3213(11) 0.77 0.2883(9) 0.63 0.2727(11) 0.45

0 T1 0.4905(21) 0.73 0.3443(15) 0.82 0.3306(17) 1.67
0.4333(32) 0.42 0.4228(34) 0.75

0.3022(8) 1.05 0.2329(10) 0.84 0.2049(8) 1.40
1 A1 0.3573(12) 1.12 0.2996(15) 0.96 0.2875(18) 0.66

0.3618(18) 1.24 0.3491(21) 1.04
0.3215(14) 1.67 0.2900(10) 0.83 0.2755(11) 1.14

1 E2 0.5238(41) 0.77 0.3671(18) 1.02 0.3559(18) 0.49
0.4460(28) 0.35 0.4356(40) 0.56

0.3068(11) 0.85 0.2472(10) 1.18 0.2224(11) 0.95
2 A1 0.3783(20) 1.37 0.3054(17) 1.23 0.2945(21) 1.04

0.3753(18) 0.61 0.3646(21) 1.77
0.3155(25) 0.60 0.2658(10) 0.86 0.2467(11) 1.82

2 B1 0.4128(20) 1.11 0.3106(18) 1.25 0.2948(29) 1.67
0.3841(20) 1.48 0.3700(27) 0.43

0.3240(23) 1.10 0.2913(13) 0.84 0.2783(17) 2.22
2 B2 0.5454(51) 1.32 0.3755(18) 1.29 0.3653(20) 0.71

0.3943(24) 1.06 0.3797(40) 0.78
0.3096(18) 0.59 0.2584(13) 0.37 0.2364(17) 1.35

3 A1 0.3937(47) 0.62 0.2989(14) 0.44 0.2831(20) 0.82
0.3161(21) 0.97 0.3079(26) 0.82

3 E1 0.3199(37) 1.83 0.2786(12) 1.41 0.2617(15) 0.73
0.4538(37) 0.77 0.3295(18) 1.12 0.3132(34) 1.74

Table 4.3: Same as Table 4.2 but for the window method.
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Figure 4.13: Same as Figure 4.10 but for the window method.
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4.3 Phase-shift analysis

Having extracted the energy levels in all frames and irreps we consider, we can

feed them into the Lüscher condition (Equation (3.55)) to obtain information

about the phase shift δ(k). The only other ingredient needed are the modified

zeta functions, which we numerically compute using the form explained in [87,

90].

The concept is shown in Figure 4.14, where the vertical axis in the left panel

is the same one as the horizontal axis in the right panel, i.e. the extracted energy

levels from the GEVP appear as an input value in the phase shift curve. One

can see how the ground state of the CMF lies close to (but not exactly in) the

resonance, because its phase shift value is close to π/2. Figure 4.15 shows the
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Figure 4.14: Left panel: Same as Figure 4.13 but shown are the energy
levels in the CMF. Right panel: Phase shift δ as a function of the centre-
of-mass energy Ecm. The three data points are calculated from the Lüscher
condition from the fits to the eigenvalues, shown along with the effective
masses in the left panel. The colour of each data points is the same as the
one of the corresponding level on the left-hand side. The red vertical line
indicates the 4-mπ threshold, above which the Lüscher condition does not
apply any more. The error bars follow the values allowed by the Lüscher
condition, because δ and Ecm are fully correlated at fixed pion mass mπ.

phase shift with the extracted energy levels from all irreps. One can clearly see

that a phase shift from 0 to π occurs. Still, we have only discrete data points

and would like a parametrisation of this phase shift δ which lets us extract the

resonance information, i.e. the rho massmρ and the coupling gρππ or equivalently

the width Γρππ. The simplest such parametrisation is a Breit-Wigner curve,

cot δ1(k, gρππ,mρ) =
6π

g2
ρππ

(m2
ρ − E2

cm)Ecm

k3
, (4.4)

which is motivated in the resonance region through the effective-range formula.

Given that the data points and their error estimates are confined to the lines

dictated by the Lüscher zeta function, as is visible in Figure 4.15, we should

not naively fit to the data points, taking only their uncertainty of the vertical
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Figure 4.15: Same as the right panel of Figure 4.14 but with all irreps
included on the F6 lattice. Differently coloured data points correspond to
different irreps - the data points shown in Figure 4.14 now appear all in red.
All points together clearly show the phase-shift behaviour which is indicative
of a resonance.

or horizontal axis into account. In our approach, which fits the data according

to their error behaviour along the curves dictated by the zeta-functions, we

reformulate the Lüscher condition to

cot δ1(k)
∣∣
Lüscher

= cot(nπ − φ(q)) (4.5)

and define the difference to Equation (4.4)

f(k; gρππ,mρ) = cot δ1(k)
∣∣
Lüscher

− cot δ1(k; gρππ,mρ) . (4.6)

Given any pair of resonance parameters (gρππ,mρ) we can solve f(k; gρππ,mρ) =

0 and this way obtain kfit
i (gρππ,mρ) and the energy levels Efit

cm,i(gρππ,mρ). We

can then define the χ2-function

χ2(gρππ,mρ) = (4.7)∑
i,j

(Efit
cm,i(gρππ,mρ)− Elat,i)C

−1
i,j (Efit

cm,j(gρππ,mρ)− Elat,j) , (4.8)

with the covariance matrix

Ci,j =
∑
i,j

njk∑
k=0

(Elat,i,k − Ēlat,i)(Elat,j,k − Ēlat,j) , (4.9)

calculated from the njk jackknife samples of the lattice energies and the lat-

tice energy of the central value Ēlat,i. By minimising this χ2-function on each
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jackknife sample, we can obtain fit values for the resonance parameters.

One advantage of this way to fit the data points is that the fit routine uses

the fit function as an input and consequently, it can be replaced by any fit

function which is expected to describe the data. We have done this with a

Gounaris-Sakurai [91] representation of δ(k),

k3

ω
cot[δ11(k)] = k2h(ω)− k2

ρh(mρ) + b(k2 − k2
ρ) , (4.10)

b = − 2

mρ

[
2k3

ρ

mρΓρ
+

1

2
mρh(mρ) + k2

ρh
′(mρ)

]
, (4.11)

h(ω) =
2k

πω
ln
ω + 2k

2mπ

, (4.12)

kρ =

√
m2
ρ

4
−m2

π . (4.13)

The results of these two different fits are compared in Table 4.4 and Table 4.5

and the corresponding phase-shift plots for all lattices are shown in Figure 4.16

and Figure 4.17. We also show the chiral behaviour of the resonance parameters

in Figure 4.18. Both results agree perfectly within errors and also give a very

similar uncertainty estimate. It is also obvious that the resonance mass mρ

differs substantially from the naively extracted rho mass, using only the ground

state of the GEVP. For the further discussion we will stick to the Breit-Wigner

parametrisation.

E5 F6 F7
BW GS BW GS BW GS

mρ 0.3156(8) 0.3157(10) 0.2933(8) 0.2934(9) 0.2800(11) 0.2800(10)
gρππ 5.70(9) 5.66(9) 6.08(13) 6.03(13) 5.90(21) 5.87(17)
χ2/dof 1.47 1.64 0.75 0.84 1.57 1.63

Table 4.4: Resonance parameters extracted from the fit to the energy lev-
els using the Lüscher formalism. All levels are extracted using the win-
dow method with tw=3, as described in Section 4.2.2. Compared are the
fit results to the Breit-Wigner parametrisation and the Gounaris-Sakurai
parametrisation.

64



E5 F6 F7
BW GS BW GS BW GS

mρ 0.3168(9) 0.3171(9) 0.2923(12) 0.2923(11) 0.2784(17) 0.2785(19)
gρππ 5.86(11) 5.83(9) 5.95(16) 5.92(15) 5.71(20) 5.69(35)
χ2/dof 1.28 1.45 1.27 1.37 1.64 1.68

Table 4.5: Same as Table 4.4 but for the fixed-t0 method.
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Figure 4.16: Comparison of the phase shifts on all three lattices in the
window method. The horizontal axis shows the CMF energy of each level
and data points of the same colour and symbol belong to the same frame
and irrep. Error bars follow the lines allowed by the Lüscher zeta functions.
The red vertical line indicates the 4mπ threshold in each system and data
points above are excluded from the fit and thus shown in grey. The black
line is the result of the Breit-Wigner fit to our data by minimising the χ2

function defined in (4.8). The χ2/dof for each lattice is also shown in the
plots.
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Figure 4.17: Same plot as Figure 4.16 but for the fixed-t0 method.
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Figure 4.18: Comparison of the resonance parameters on all three lattices.
The upper plot shows the coupling gρππ, which shows a flat chiral behaviour
and is consistent with gρππ ≈ 6 on all our lattices. The lower plot shows
the rho mass as a function of m2

π. The red values are the naive rho mass,
extracted from a 〈ρ(t)ρ†(0)〉 correlator in [92]. To the left of these points,
we show our naive rho mass, which was extracted using the ground state of
the GEVP. To the right are our resonance masses mρ extracted from the fit
to the phase-shift points. All results from the window method are plotted
in blue and the ones from the fixed-t0 method are plotted in purple. The
black vertical line indicates the physical pion mass and the red star shows
the physical rho mass.
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4.4 Matrix elements |AΨ|

In addition to the correlator matrix C(t) we have calculated the matrix ele-

ments 〈Jµ(t)O†i (0)〉, both for the local (pointlike) current Jl and the conserved

(point-split) current Jc and for the full operator basis Oi, consisting of ρ and

(ππ) interpolators used in the system. Just like in the spectrum analysis, we are

interested not only in the ground state of these correlation functions but also

the excited-state spectrum. This is achieved using the eigenvectors vn(t) (nor-

malised to vn(t)v†n(t) = 1) from the GEVP, which we obtained along with the

corresponding eigenvalues λn(t), but which were not needed for our spectrum

analysis. These eigenvectors can be used to form optimised operators Xn(t)

which couple very well to the energy state En:

Xn(t) = v†nO(t) =
∑
i

v∗niOi . (4.14)

This operator can be used to form a two-point function,

Dnn(t) = 〈Xn(t)X†n(0)〉 = v†nC(t)vn , (4.15)

which is the (approximate) projection of the correlation matrix Cij(t) onto

the correlator corresponding to the nth state. At large times, other states in

Dnn(t) are expected to be exponentially suppressed such that only the nth state

survives:

Dnn(t)→ |Zn|2 exp(−Ent) . (4.16)

Zn = 〈Ω|Xn|n〉 is an overlap factor with state n of the optimised interpolating

operator Xn. From an exponential fit to Dnn(t) we can extract |Zn| for our

further analysis. We can also use the operators Xn to form a two-point function

with the current insertions at the sink:

〈J(t)X†n(0)〉 =
∑
i

vni〈J(t)O†i (0)〉 , (4.17)

which again has a large-time behaviour dominated just by one state:

〈J(t)X†n(0)〉 → 〈Ω|J(t)|n〉Z∗ne−Ent . (4.18)

We are interested in the matrix element 〈Ω|J(t)|n〉, which can either be ex-

tracted by fitting an exponential function to Dnn(t) and 〈J(t)X†n(0)〉 or by

forming various ratios [93]:

R1(t) =
〈J(t)X†n(0)〉√
Dnn(t)e−

1
2
Ent
→ Z∗n
|Zn|
〈Ω|J(t)|n〉 , (4.19)
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R2(t) =
〈J(t)X†n(0)〉Zn

Dnn(t)
→ 〈Ω|J(t)|n〉 , (4.20)

R3(t) =
〈J(t)X†n(0)〉
Zne−Ent

→ Z∗n
Zn
〈Ω|J(t)|n〉 . (4.21)

In our calculation, all those ratios agree within errors, but also show different

excited-state effects. These ratios are plotted for all levels in Appendix B.

R1(t) produces the most precise plateaus of the three and is not reliant on the

fit to Equation (4.16) for the extraction of Zn, such that we use |R1(En)| =

|〈Ω|J(t)|n〉| ≡ |AΨ,n|2.

Our results for the matrix elements |AΨ| are listed in Table 4.6 for the

window method and in Table 4.7 for the fixed-t0 method. There are quite large

differences between ZV |AΨ|l (using the local, pointlike current from Equation

(3.6)) and |AΨ|c (using the conserved, point-split current from Equation (3.16))

due to cut-off effects. This is a clear indication that an improved version of the

currents, introduced in Equation (3.18), would be preferable. In principle, these

differences are supposed to vanish in the continuum limit, but we cannot check

this as part of this work since we are only considering a single lattice spacing.
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d2 irrep E5 F6 F7
ZV 0.74418(33) 0.74143(14) 0.74011(23)

ZV |AΨ|l |AΨ|c ZV |AΨ|l |AΨ|c ZV |AΨ|l |AΨ|c
2.41(34) 2.12(31) 1.94(22) 1.74(19) 1.79(24) 1.63(22)

0 T1 0.75(20) 0.57(16) 1.06(18) 0.90(16) 1.05(17) 0.90(15)
0.71(22) 0.53(18) 0.80(20) 0.65(18)

2.02(25) 1.81(22) 0.55(7) 0.51(6) 0.48(6) 0.46(5)
1 A1 1.85(25) 1.59(22) 2.18(30) 1.95(26) 2.08(30) 1.87(26)

0.79(14) 0.66(12) 0.87(15) 0.74(13)
2.24(33) 1.98(30) 1.94(21) 1.74(19) 1.79(23) 1.63(21)

1 E2 1.18(35) 0.97(30) 0.89(16) 0.74(14) 0.98(16) 0.82(14)
0.57(17) 0.42(14) 0.52(14) 0.40(11)

2.44(32) 2.17(28) 0.83(10) 0.77(9) 0.72(10) 0.68(9)
2 A1 1.57(26) 1.33(23) 2.25(32) 2.00(28) 2.22(33) 1.98(29)

0.65(12) 0.54(10) 0.63(11) 0.53(10)
2.05(39) 1.81(35) 1.02(12) 0.93(11) 0.82(11) 0.76(11)

2 B1 0.98(17) 0.81(15) 1.77(25) 1.56(22) 1.76(30) 1.57(26)
0.43(10) 0.33(9) 0.50(10) 0.41(9)

2.18(41) 1.92(37) 1.91(24) 1.71(21) 1.77(27) 1.60(24)
2 B2 0.61(19) 0.50(16) 0.38(8) 0.31(7) 0.16(4) 0.14(4)

0.92(18) 0.74(15) 0.87(20) 0.69(16)
2.75(44) 2.44(40) 1.17(15) 1.08(13) 1.01(17) 0.94(16)

3 A1 1.41(31) 1.17(26) 1.27(18) 1.12(15) 0.98(14) 0.87(13)
1.87(29) 1.63(26) 2.05(33) 1.81(29)

3 E1 1.42(33) 1.25(30) 1.40(18) 1.26(15) 1.25(18) 1.14(17)
0.78(17) 0.64(14) 1.40(22) 1.20(19) 1.40(25) 1.21(22)

Table 4.6: Matrix elements |AΨ| extracted from the window method in units
of 10−2. The values for ZV are taken from [92]. The difference in ZV |AΨ|l
and |AΨ|c is due to cut-off effects.
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d2 irrep E5 F6 F7
ZV 0.74418(33) 0.74143(14) 0.74011(23)

ZV |AΨ|l |AΨ|c ZV |AΨ|l |AΨ|c ZV |AΨ|l |AΨ|c
2.43(36) 2.14(32) 1.98(25) 1.78(22) 1.79(28) 1.62(26)

0 T1 0.79(22) 0.61(18) 0.97(15) 0.82(13) 1.03(17) 0.88(15)
0.61(15) 0.46(12) 0.64(18) 0.48(15)

2.04(26) 1.83(24) 0.57(6) 0.53(5) 0.49(6) 0.47(6)
1 A1 1.78(25) 1.53(22) 2.14(45) 1.91(40) 2.08(40) 1.86(36)

0.68(13) 0.56(11) 0.75(14) 0.63(12)
2.24(39) 1.98(34) 1.98(24) 1.77(22) 1.80(31) 1.63(28)

1 E2 0.92(27) 0.72(23) 0.78(15) 0.64(13) 0.84(15) 0.69(13)
0.44(13) 0.30(9) 0.41(13) 0.29(10)

2.48(37) 2.20(33) 0.93(10) 0.85(9) 0.75(10) 0.70(10)
2 A1 1.42(25) 1.19(22) 2.18(43) 1.93(38) 2.14(51) 1.91(46)

0.51(9) 0.41(8) 0.53(11) 0.44(9)
2.05(45) 1.82(40) 1.12(13) 1.02(12) 0.89(13) 0.82(12)

2 B1 0.98(17) 0.81(15) 1.69(25) 1.49(22) 1.66(37) 1.47(33)
0.38(9) 0.30(8) 0.39(9) 0.31(8)

2.21(46) 1.95(41) 1.94(29) 1.73(25) 1.76(36) 1.59(32)
2 B2 0.35(13) 0.28(11) 0.29(6) 0.23(5) 0.24(5) 0.19(5)

0.74(19) 0.57(15) 0.71(19) 0.56(15)
2.80(54) 2.49(48) 1.36(16) 1.23(14) 1.04(21) 0.97(19)

3 A1 1.18(26) 0.97(22) 1.53(20) 1.33(18) 1.23(25) 1.10(22)
1.41(24) 1.21(21) 1.76(34) 1.54(30)

3 E1 1.47(35) 1.30(32) 1.54(26) 1.38(22) 1.37(20) 1.24(18)
0.69(15) 0.56(13) 1.26(22) 1.08(18) 1.23(29) 1.07(25)

Table 4.7: Same as Table 4.6 but for the fixed-t0 method
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Chapter 5

Applications

In general, the results of the spectrum analysis in the window and fixed-t0

method have some systematic differences already on the level of the energy lev-

els. These differences have an effect on all subsequent steps of our analysis, but

as we have shown with the phase-shift analysis, the methods do not contradict

each other and the results are not substantially different. For the next analysis

steps, which are the extraction of the timelike pion for factor and the hadronic

vacuum polarisation to the muon (g − 2), we will therefore only discuss a sin-

gle method. We chose the window method due to its theoretically motivated

advantages. We have performed the full analysis of the pion form factor and

the hadronic vacuum polarisation as well in the fixed-t0 method, analogously

to how it is explained in the forthcoming chapters, and present those results in

Appendix D.

5.1 Timelike pion form factor

Following an idea proposed by Meyer [3], the pion form factor Fπ can be ex-

tracted using ππ-scattering information from Lattice QCD, in the timelike re-

gion. This is remarkable, because Lattice QCD only allows access to form factors

in the spacelike region, q2 < 0, due to the fact that it is formulated in Euclidean

space. The formalism does not include an explicit analytic continuation, which

one would expect for a quantity which could naively only be determined using

correlation functions in Minkowski space. Previously [94–100], the pion form

factor was calculated on the lattice in the spacelike region and then used to

extract the pion charge radius 〈r2〉 at low momenta q2 → 0.

The idea is to closely follow the Lüscher approach [1, 2] and consider QCD

coupled to SU(2) gauge bosons whose mass is assumed to be in the regime

2mπ ≤ E ≤ 4mπ, where ππ scattering takes place. These gauge bosons are

taken as a perturbation due to their coupling to the quarks, which on the
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lattice can be put directly into the Lüscher condition:(
δ1(k) +

∂δ(k)

∂k
∆k + ∆δ1(k)

)
+
(
φ(q) + φ′(q)∆q

)
= 0 , (5.1)

and consequently

∆δ1(k) = −
(
qφ′(q) + k

∂δ(k)

∂k

)∆k

k
. (5.2)

In here, the shift ∆k is related to the mass M and coupling e of the gauge

bosons as well as to the current matrix element AΨ,n = L3/2〈n|j(x)|0〉 via

∆k = ∓ e√
2M

AΨ
Eππ
kπ

. (5.3)

In infinite volume however, this change in the phase shift can be derived from

the change in the scattering amplitude, which is affected by the coupling of the

gauge bosons to the quarks. This change is related to the square of the pion

form factor in the timelike region, |Fπ|2 via

∆δ1(k) = ∓ e2

24π
√
M e√

2
|AΨ|
|Fπ|2

k3
π

Eππ
. (5.4)

By comparing these two expressions in the finite- and infinite volume case, the

final formula for the pion form factor

|Fπ(E)|2 =
(
qφ′(q) + k

∂δ(k)

∂k

)3πE2

k5
|AΨ|2 , (5.5)

is derived. This formula is only valid in the CMF, but has been extended to

moving frames [101], where the only differences are the different functions φd
Λ(q)

and a pre-factor

|(Fπ)dΛ(E)|2 = Gd
Λ(γ)

(
q(φd

Λ)′(q) + k
∂δ(k)

∂k

)3πE2

k5
|AΨ|2 , (5.6)

where

Gd
Λ(γ) =

 1
γ

if Λ = A1

γ else
, (5.7)

with γ as defined in Equation (3.42). The derivatives (φd
Λ)′(q) and ∂δ(k)

∂k
can be

obtained numerically, but both functions are quite steep or have poles in some

sections so that it is more reliable to evaluate the derivatives directly. The

formulae needed for this are given in Appendix C.

As has been noted before, the matrix elements |AΨ| from Chapter 4.4 suffer

from discretisation effects which is manifested in the substantial difference be-
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tween ZV |AΨ|l (extracted from a local current Jl) and |AΨ|c (extracted from a

conserved current Jc). For the pion form factor and the further discussion, we

will use a local-conserved version, i.e. in Equation (5.6) use

|AΨ|2lc ≡ ZV |AΨ|l|AΨ|c . (5.8)

The main reason for this is that we will compare our results in the next chap-

ter to lattice data from a different project, which was obtained using a local-

conserved current as well.

Using those matrix elements |AΨ|2lc along with the energy levels of the GEVP

and the phase shift data from our Lüscher analysis we can map out Fπ(s) using

Equation (5.6). We are also comparing our form-factor results to the Gounaris-

Sakurai parametrisation [91] of Fπ, which we want to stress is not a fit to the

data and which can be parametrised only by the resonance parameters mρ,Γρ

via [102]

Fπ(ω) =
f0

k3

ω
(cot[δ11(k)]− i)

, (5.9)

f0 = −m
2
π

π
− k2

ρh(mρ)− b
m2
ρ

4
, (5.10)

where the definitions of Equation (4.10) are used. The results of our lattice-

calculated values for Fπ and the Gounaris-Sakurai curves are shown in Figure

5.1. The explicit values for the Fπ data points along with the extracted matrix

elements |AΨ| are also listed in Table 5.1. The error of the data points is not

fully Gaussian, because the term with the derivative (φd
Λ)′(q) follows strict lines

similar to the ones shown in the phase shift plot in Figure 4.16. But because

other terms contribute as well to the error of Fπ, there is no clear correlation

like in the case of the phase shift, which renders it difficult to plot the error

estimate precisely.

The Gounaris-Sakurai curve seems to represent our data reasonably well, but

it would be desirable to have a fit to our form factor data extracted from Lattice

QCD. One way to fit is using an n-subtracted Omnès representation [103, 104]
1

F (t) = exp

(
Pn−1(t)t+

tn

π

∫ ∞
4m2

π

ds
δ11(s)

sn(s− t− iε)

)
, (5.11)

where Pn−1(t) is a polynomial function of grade n − 1. For the 2-subtracted

1I would like to thank Harvey Meyer for pointing out the possibility to fit Fπ in this way
and Ben Hörz for discussions and ideas about the actual implementation of the fit routine.
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Figure 5.1: The timelike pion form factor on the E5, F6, F7 lattice (top to
bottom). Data points with the same symbol and colour belong to the same
frame and irreps. The error bars associated with each data point come from
a jackknife estimate. The grey curve is the GS representation of Fπ, which
only takes the fit parameters of the phase-shift fit mρ, gρππ into account – it
is not a fit to the data pictured in these plots. The vertical red bars indicate
the 4mπ threshold in each lattice.
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version, the polynomial is a constant,

P (t) =
〈r2〉

6
, (5.12)

with the square radius 〈r2〉 of the pion. The polynomial for the 3-subtracted

version reads

P (t) =
〈r2〉

6
+

1

2

(
2cπV −

(〈r2〉
6

)2)
t , (5.13)

with the curvature cπV of the pion form factor. The integrand has a pole at s = t

and in order to solve the integral numerically we need to do a subtraction,∫ ∞
4m2

π

ds
δ11(s)

sn(s− t− iε) =

∫ ∞
4m2

π

ds
δ11(s)− δ11(t)

sn(s− t) + δ11(t)

∫ ∞
4m2

π

ds
1

sn(s− t− iε) .

(5.14)

The second integral can now be computed analytically for the 2-subtracted

version,∫ ∞
4m2

π

ds
1

s2(s− t− iε) = − 1

4m2
πt

2

(
t− 8m2

π ln(2) + 4m2
π ln

( t

m2
π

− 4
))

+
iπ

t2
,

(5.15)

or for the 3-subtracted version,∫ ∞
4m2

π

ds
1

s3(s− t− iε) =

− 1

32m4
πt

3

(
t2 + 8m2

πt− 64m4
π ln(2) + 32m4

π ln
( t

m2
π

− 4
))

+
iπ

t3
.

(5.16)

The form factor in the 2-subtracted version can then be expressed via

F (t) = exp

(
Pt+

t2

π

∫ ∞
4m2

π

ds
δ11(s)− δ11(t)

s2(s− t)

− δ11(t)

4m2
ππ

(
t− 8m2

π ln(2) + 4m2
π ln

( t

m2
π

− 4
))

+ iδ11(t)

)
.

(5.17)

We are then computing the Omnès function

O(t) = exp

(
t2

π

∫ ∞
4m2

π

ds
δ11(s)− δ11(t)

s2(s− t)
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− δ11(t)

4m2
ππ

(
t− 8m2

π ln(2) + 4m2
π ln

( t

m2
π

− 4
))

+ iδ11(t)

)
,

(5.18)

for each energy levels extracted and fit the ratio F (t)
O(t)

to the function exp(Pt),

where we allow the polynomial to have a constant and a linear term. Both the

pion form factor in Equation (5.17) as well as the Omnès function in Equation

(5.18) have a similar expression in the 3-subtracted version, which straightfor-

wardly follows from Equation (5.16). The results of the fit to the 2-subtracted

version are shown in Figure 5.2 and the same plot for the 3-subtracted version

can be seen in Figure 5.3. Both fits seem to describe the Fπ data much better

than the GS representation of the form factor. All fits have quite large values

for χ2/dof, but the ones in the 3-subtracted version are significantly smaller.

We have also computed the square radius 〈r2〉 from this fit and show our results

in Table 5.2. The results for the 2- and 3-subtracted version differ on the level of

2σ, which might be an indication that the 2-subtracted version is not enough to

describe the data accurately. The square radius was also computed in [100] via

a chiral extrapolation of the spacelike pion form factor, computed on the same

ensembles we are using in our study. Because they were using a local current

(as opposed to the local-conserved current we were using up to this point), we

did the whole analysis as well with |AΨ| = |Aψ|l in Equation (5.6). The results

for the square radius from this analysis are shown and compared to the result

from [100] in Table 5.3. The comparison of this table with Table 5.2 shows

again that discretisation effects in our currents are large. This effect is already

visible in the matrix elements |AΨ|, shown in Table 4.6.

n E5 F6 F7
〈r2〉/r2

0 2 1.15(2) 1.31(1) 1.42(2)
〈r2〉/r2

0 3 1.08(3) 1.28(3) 1.34(4)
cV /r

4
0 3 3.43(7) 4.75(7) 5.78(15)

Table 5.2: Square radius and curvature (in units of 10−2) of the pion obtained
from the fit to the n-subtracted Omnès representation of the form factor,
using a local-conserved vector current. The Sommer scale r0 is taken from
[53].
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Figure 5.2: Left panel: The timelike pion form factor on the E5, F6, F7
lattice (top to bottom), window method. Data points with the same symbol
and colour belong to the same frame and irreps. The orange curve is the
fit to Fπ, parametrised via the 2-subtracted version of Equation (5.17). The
vertical red bars indicate the 4mπ threshold in each lattice and data points
above this threshold have not been included in the fit and are shown in grey
for this reason. Right panel: The data which we are actually fitting to.
The y-axis shows Fπ divided by the Omnès integral, Equation (5.18), and
the fit function is f(t) = exp(Pt), where P is a constant. The horizontal
axis is displayed on a log scale and the orange curve is the fit function with
the jackknife error. Shown are also the χ2/dof values of the respective fits,
which are quite high.

n E5 F6 F7
〈r2〉/r2

0 2 1.22(2) 1.38(1) 1.49(2)
〈r2〉/r2

0 3 1.16(3) 1.34(3) 1.38(3)
cV /r

4
0 3 3.64(8) 5.02(7) 3.26(7)

〈r2〉/r2
0 1.18(5) 1.37(6) 1.61(10)

Table 5.3: Sames as Table 5.2 but using a local-local vector current. The
last line shows the values from [100], where 〈r2〉 has been computed using
a chiral extrapolation of the spacelike form factor. The difference of our
results to the corresponding values in Table 5.2 comes from discretisation
effects, which are also visible in the matrix elements themselves, shown in
Table 4.6.
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Figure 5.3: Same as Figure 5.2, but using the 3-subtracted version of Equa-
tion (5.17). The fit function is now f(t) = exp(Pt), where P is a first grade
polynomial.
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5.2 Hadronic vacuum polarisation

The magnetic moment of the muon [4],

Mµ = gµ
e

2mµ

S , (5.19)

is defined by the spin-angular momentum S of the muon, and the gyromagnetic

ratio gµ, famously predicted by the Dirac-equation at tree-level to be g
(0)
µ = 2

[105, 106]. Because of quantum loop effects the value of gµ is actually a bit

larger than 2, leading to the definition of the anomalous magnetic moment of

the muon,

aµ =
gµ − 2

2
. (5.20)

In the Standard model, this quantity has three contributions

aµ = aW
µ + aQED

µ + aQCD
µ

where the weak contribution [107]

aW
µ = 153.6(1.0)× 10−11

is known up to 2-loop corrections and the QED contribution [108]

aQED
µ = 116584718.951(0.80)× 10−11

is known up to 5-loop corrections. In comparison to the errors on those two

contributions, the one in the aQCD
µ part is much larger. The leading-order QCD

contribution is given by the hadronic vacuum polarisation (Figure 5.4), whose

value has been determined in Reference [109] as

aQCD,[LO]
µ = 6931(34)× 10−11 .

Incidentally, the leading-order HVP contribution dominates the total uncer-

tainty in the Standard-Model estimate of the muon g − 2. The HVP is the

lowest order in which hadronic effects have a contribution to (g − 2)µ, because

they couple only indirectly to the muons via photons. The next-to-leading order

contribution can be split up into a contribution from higher hadronic loops [110],

aQCD,[NLO],[loops]
µ = −97.9(0.9)× 10−11 ,

and the hadronic light-by-light scattering contribution [111]

aQCD,[NLO],[Hlbl]
µ = 105(26)× 10−11 ,
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had

Figure 5.4: The hadronic vacuum polarisation contribution ahvp
µ to the

anomalous magnetic moment of the muon, (g − 2)µ. The grey blob indi-
cates hadronic loops. Because quarks do not directly couple to leptons, this
hadronic contribution only occurs at O(α2)

which gives another sizeable contribution to the overall uncertainty.

Experimentally, aµ has been determined to a similar precision [5, 112]

aexp
µ = 116592089(63)× 10−11 ,

but with a clear discrepancy of about 3.5σ to the theoretical prediction [109]

atheo
µ = 116591823(43)× 10−11 .

This difference might be a hint towards physics beyond the standard model and

for this reason a lot of current research is going into more precise measurements

or theoretical predictions of (g−2)µ. Notably, there are planned experiments at

Fermilab and J-PARC [113, 114], which are aiming to reduce the experimental

uncertainty by a factor of 4. It would be desirable to reduce the theoretical un-

certainty by a similar factor. As has been shown in this section, the theoretical

error is mainly driven by the HVP and Hlbl contributions.

Our study can help to reduce the uncertainty in the estimate of the HVP

contribution ahvp
µ . In the so-called time-momentum representation [115–117],

this quantity can be calculated by evaluating the integral [92, 115]

ahvp
µ =

(α
π

)2
∫ ∞

0

dx0G(x0)K̃(x0;mµ) , (5.21)

where K̃(x0;mµ) is a known kernel function with mµ being the mass of the

muon and G(x0) is the vector-vector correlator. The Kernel is defined via

K̃(x0;mµ) = 8π2

∫ ∞
0

dω

ω
K(ω2;mµ)[ω2t2 − 4 sin2(

ωt

2
)] , (5.22)

K(s,mµ) =
1

m2
µ

ŝZ(ŝ)3 1− ŝZ(ŝ)

1 + ŝZ(ŝ)2
, (5.23)
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Z(ŝ) = − ŝ−
√
ŝ2 + 4ŝ

2ŝ
, ŝ =

s

m2
µ

, (5.24)

or alternatively by the approximations (58) and (60) in [92]. For small x0, this

correlator can be precisely computed on the lattice, but the signal cannot be

traced to arbitrarily large values of x0, partly due to noise pollution but also

simply because the time extent of the lattice is finite and the integral must be

evaluated up to infinite Euclidean time. Getting a good estimate for the long-

distance behaviour of G(x0), which is needed to perform the integral to infinity,

is one of the main challenges which comes with this approach. The general

idea is therefore to use the direct lattice data up to some cut-off value xcut
0

and to determine the part above this value separately. Because G(x0) should

be dominated by the iso-vector correlator at large distances, which in finite

volume should be an infinite tower of exponentials of the energy levels in the

spectrum,

G(x0) =
∞∑
n=0

Ane
−Enx0 , (5.25)

a very simple way to estimate the large-x0 part of G(x0) is to describe it by a

single-exponential term,

G(x0)ext = A0e
mρx0 . (5.26)

where we identified E0 with mρ, the naive rho mass, i.e. the plateau value of a

correlator whose (smeared) quark interpolators have the quantum numbers of

the rho meson and the amplitude A serves as a fit parameter to match the lattice

data at the transition value xcut
0 . Of course, xcut

0 needs to be chosen carefully: If

it is too high, the result will likely suffer from noise of the lattice data, but if it

is chosen too low, systematic errors are introduced because the assumption that

only one state dominates the spectrum will no longer be fulfilled. Of course,

it is not clear whether xcut
0 can be chosen on every lattice such that both of

these problems are taken care of, or in other words that a single exponential

suffices in approximating the correlator data in the region where the signal is

lost. In [92], the infinite-volume iso-vector correlator

Gρρ(x0)ext =

∫ ∞
0

dω ω2ρ(ω2)e−ωx0 , (5.27)

where

ρ(ω2) =
1

48π2

(
1− 4m2

π

ω2

) 3
2

|Fπ(ω)|2 , (5.28)

has been used. This formula connects the iso-vector correlator to the pion form
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factor and is only valid in a regime where the two-pion channel saturates the

iso-vector correlator, which again means that xcut
0 has to be chosen at a large

enough value. In order to integrate over Fπ(ω), one needs a parametrisation of

it. In [92], a Gounaris-Sakurai [91] parametrisation has been used, where the

input parameters (the naive rho mass mρ and the resonance width Γρ) have

been determined from the 〈ρ(t)ρ†(0)〉 correlator and via a fit to the iso-vector

correlator Gρρ(x0). In this work, we have extracted the resonance parameters

directly from the scattering phase shift (and have indeed demonstrated that

there is a difference between the naive rho mass and the resonance parameter

mρ), so that we could use these parameters in a Gounaris-Sakurai parametrisa-

tion as well. But we also have information about the lowest states in the energy

spectrum from the GEVP and we can therefore reconstruct the pre-factors An

in Equation (5.25) with the current matrix elements we already used to compute

Fπ:

Gud(x0)nmax =
nmax∑
n=0

ZV |Al|n|Ac|ne−Enx0 , (5.29)

with

|Al/c|n = |〈0|Jl/c|n〉| . (5.30)

The subscripts l/c refer to the local (point-like) and the conserved (point-split)

currents, respectively and ZV is the renormalisation constant needed for the lo-

cal current. This approach has several advantages: We do not only get a more

precise estimate for the large-x0 behaviour of G(x0), but we also have a way to

estimate the remaining excited state contamination. By computing G(x0)nmax

for different values of nmax, we can see the estimates converging towards each

other. In a region, where G(x0)n agrees within errors with G(x0)n+1, we can

safely assume that all energy levels n + 2 and above will not contribute sig-

nificantly to G(x0) any more. The integrand of Equation (5.21) for different

values of nmax can be seen in Figure 5.5. We compare it to the data obtained

by a direct calculation of the vector-vector correlator on the same ensembles,

performed in [92].

Another way to obtain an estimate for the long-time part of the correlator

is to evaluate the integral (5.27) directly using one of the parametrisations

for Fπ which we presented in the last chapter. The result of this is shown in

Figure 5.6, where we compare the vector-vector correlator Gρρ obtained from

the Gounaris-Sakurai and from the Omnès representation and for comparison

show the highest state from Figure 5.5 as well as the lattice data again. One

can see readily from Figure 5.5 that on F7, our reconstruction of the vector-

vector correlator using Equation (5.29) does not saturate the data from the
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Figure 5.5: ahvp
µ on E5, F6, F7 (top to bottom). Shown are the lattice data

points calculated in [92] in black up to xcut
0 and in brown above the cut.

The coloured dots represent the data from this work using the reconstructed
light-quark correlator Gud

nmax
from Equation (5.29) for different values of nmax.

Even for values lower than xcut
0 , the contribution obtained only from the first

level on E5 saturates the contribution from the lowest two levels. On F6 and
F7, the contribution from two levels saturates the contribution obtained from
3 levels also at comparably low x0. This means that the computation of
further levels would not contribute significantly to ahvp

µ any more and it also
shows that a 1-exponential tail is not well motivated on F6 and F7. Also, on
E5 and F6, our reconstructed data saturates the lattice data around xcut

0 and
is much more precise afterwards. On F7, our data lies significantly below
the lattice data, which might be caused by correlation by timeslice which
overestimates the vector-vector correlator on F7. Already starting at about
1 fm, the data from the direct lattice calculation on F7 seems to deviate
from the expected behaviour, leading to this possible overestimation.
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Figure 5.6: aµ on E5, F6, F7 (top to bottom), showing the data used to
compute our final results for ahvp

µ presented in Table 5.4. The black data are
the direct computation of the vector-vector computation from Lattice QCD,
which is not part of this work and was first presented in [92]. The blue data
points are our reconstruction of the light-quark correlator Gud as explained
in Equation (5.29) and using all available states, i.e. using two states on E5
and three states on F6 and F7. The other data points are reconstructions
of the vector-vector correlator Gρρ using Equation (5.27), the pink points
using the GS parametrisation and the purple points using the 3-subtracted
Omnès representation of Fπ. The difference to the 2-subtracted version of
the Omnès representation integral is too small to be seen on this plot.

E5 F6 F7
0 to xcut

0 2.662(26) 3.131(52) 3.462(86)
xcut

0 to ∞ (1-exp/GS) 0.484(15) 0.818(52) 1.238(96)
xcut

0 to ∞ (Gud) 0.473(9) 0.808(13) 1.050(20)
xcut

0 to ∞ (Gρρ, n = 2) 0.516(13) 0.776(29) 1.049(48)
xcut

0 to ∞ (Gρρ, n = 3) 0.502(13) 0.805(30) 1.078(52)
0 to ∞ (1-exp/GS) 3.146(39) 3.949(99) 4.700(173)

0 to ∞ (Gud) 3.135(28) 3.940(59) 4.524(95)
0 to ∞ (Gρρ, n = 2) 3.179(30) 3.907(63) 4.511(102)
0 to ∞ (Gρρ, n = 3) 3.165(31) 3.936(65) 4.540(106)

Table 5.4: Values for ahvp
µ obtained using various methods, in units of 10−8.

The first line shows the accumulated integral over the lattice data up to
xcut

0 . The next four lines show the integral over the long-time tail using
the following four methods: (1-exp/GS) is the single-exponential (on E5)
or the GS fit (on F6 and F7) to the lattice data, as has been used in [92].
Gud is our extension using the reconstruction of the light-quark correlator
using Equation (5.29). Gρρ reconstructs the vector-vector correlator using
Equation (5.27), where the pion form factor Fπ is parametrised by the n-
subtracted Omnès representation for n = 2 and n = 3. We do not show the
results of Gρρ reconstructed using the GS parametrisation of Fπ as it does
not describe our data really well, as can be seen in Figure 5.6.
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direct lattice computation of the isovector G(x0). Unlike in the cases of E5

and F6, it is not really clear where to transition from one method to estimate

the correlator to the other. Because the second state the reconstruction of the

light-quark correlator Gud on F7 already saturates the third state quite well,

we can be reasonably sure that adding more states will not change this picture.

Also, the pronounced bump in the lattice data points on higher timeslices on

F7 indicates that the data might over-estimate the true correlator a bit. In

Figure 5.7, we show the values of ahvp
µ as a function of xcut

0 . As expected one

can see that on F7, the central value grows significantly for larger transition

values. We have also compared our new values for ahvp
µ with the ones from [92]

and the chiral extrapolation done in that work in Figure 5.8. One can see there

that the value for F7 shifts significantly, but that it comes to an overall better

agreement with the chiral extrapolation curve.
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Figure 5.7: Shown is ahvp
µ , obtained via the TMR method as a function of the

transition parameter xcut
0 in lattice units. From top to bottom, the graphics

belong to E5, F6 and F7. The data point highlighted in red belongs to
xcut

0 = 1.38fm, which is also the value used in [92]. Because the large-x0 tail
from our analysis lies consistently below the lattice data on F7, the central
value of ahvp

µ grows significantly for larger values of xcut
0 , unlike on E5 and

F6.
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Figure 5.8: Pion mass dependence of ahvp
µ at β = 5.3. The blue data points

and the blue chiral extrapolation of all β = 5.3 lattices is the data from
[92]. The red data points are using the large-x0 tail from our most precise
reconstruction of the correlator, which is the Gud correlator using the matrix
elements |AΨ| as an input. The displacements of points on the same lattices
in x0 direction are artificial to make the points distinguishable. The leftmost
blue point is G8 (mπ = 185 MeV), which was not computed in this work.
Both E5 and F6 are determined more precisely when using our long-time
correlator reconstruction and the value of F7, which is comparably imprecise
and large in [92], moves significantly towards the chiral extrapolation curve
with our data.
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Chapter 6

Conclusions

In this thesis we have performed a spectrum-analysis of the ρ → ππ channel

on three different CLS Nf = 2 ensembles at the same lattice spacing. We have

used the variational method in a total of 8 different irreps in a centre-of-mass

frame and three different moving frames with lattice momenta up to d2 = 3

and investigated systematic differences in the GEVP by comparing the fixed-t0

method and the window method. This spectrum information was used in a

Lüscher-type analysis to gain access to phase-shift information and extract the

resonance parameters of the rho resonance; the mass mρ and the coupling gρππ.

Systematic effects were studied by fitting both to a Breit-Wigner curve as well

as to a Gounaris-Sakurai representation of the phase shift.

Using unsmeared operators both for the pointlike local as well as for the

point-split conserved current, we could then use this phase-shift information to

compute the pion form factor in the timelike region. Because we were using a

non-improved version of the lattice currents, we found rather large discretisation

effects between the local and conserved currents. We compared our results to the

Gounaris-Sakurai representation of the pion form factor, which is parametrised

only by the resonance parameters, and found an agreement of only some of our

data with this representation. A better description of the pion form factor data

was found when we used an Omnès representation of the form factor, which

was obtained using a fit to the Fπ data, taking the resonance parameters mρ

and gρππ as fixed parameters. We compared the results from a 2-subtracted

and a 3-subtracted version of the Omnès representation. The χ2 values of those

correlated fits are smaller in the 3-subtracted version but still alarmingly large

– nevertheless, the fit seems to represent the pion form factor data very well

and certainly much better than the Gounaris-Sakurai representation. One of

the fit parameters is related to the square radius 〈r2〉 of the pion, which we were

then able to compare to the results of an independent lattice calculation on the

same ensembles, in which 〈r2〉 was obtained using a chiral extrapolation of the

spacelike pion form factor.

Extending a recent determination of the HVP contribution to the anomalous
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magnetic moment of the muon, (g−2)µ, we calculated an independent estimator

for the long-time behaviour of the vector-vector correlator G(x0) in two differ-

ent ways: Once by approximating the light-quark correlator Gud(x0) by a tower

of exponentials of the centre-of-mass frame energy spectrum, where the ampli-

tudes are related to the current elements used to compute the pion form factor,

and secondly by directly computing the vector-vector correlator Gρρ(x0) via an

integral over the pion form factor, as parametrised by the Omnès representation.

The resulting long-time contributions to ahvp
µ agree with each other and are a

huge improvement over the determination with a fit to a single exponent or a

Gounaris-Sakurai tail, which was used in the (g − 2) study we were comparing

our results to, because resonance information was not available at that time.

On two of the lattices, a very good agreement of our large-time correlator with

the vector-vector correlator directly computed form the lattice was found, and

the overall uncertainty could be reduced to a level that it is largely dominated

by the lattice data up to the transition value xcut
0 . On the most chiral lattice

we used, F7, our data under-represented the lattice data significantly, so that

we lowered the final value for ahvp
µ by about 1σ. Because the lattice data on F7

seems to show some hump already at about 1 fm, and because we are using a

transition value of xcut
0 ≈ 1.38 fm, the true value for ahvp

µ might be even lower.

In any case, the published value for F7 lay prominently above the fit curve of

the data points sharing the same lattice spacing and our analysis brought this

data point closer to the curve. It is worth noting that F7 is also the only lattice

where our determination of the square radius 〈r2〉 lies significantly below the

result we were comparing it to.

There are a couple of improvements we could make on this study: First

of all, we have shown that discretisation effects in the currents are large and

it would be desirable to implement an O(a)-improved version of the lattice

currents. Secondly, there is another and more chiral CLS β = 5.3 ensemble

available, which has a pion mass of mπ = 185 MeV. An implementation of our

full formalism on this much larger lattice would not be trivial though. We are

giving a brief account on what would need to be done to get this to work in

Appendix E.1.
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Appendix A

Full energy spectrum

A.1 tmin dependence of the fit

In the fit to obtain the energy levels from the time dependence of the eigenvalues

from the GEVP we are varying the parameter tmin in the fit interval [tmin, tmax].

The results for all energy levels in the two methods are shown in this appendix.

In all plots the x-axis lists the tmin values, the y-axis indicates the energy E and

the error bars to the data points are the statistical uncertainty obtained via the

jackknife routine. The black numbers next to each data point are the χ2/dof

values of the correlated fit.
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Figure A.1: Same as Figure 4.9 but for all irreps on the E5 lattice, using
the fixed-t0 method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.2: Same as Figure 4.9 but for all irreps on the E5 lattice, using
the window method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.3: Same as Figure 4.9 but for all irreps on the F6 lattice, using
the fixed-t0 method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.4: Same as Figure 4.9 but for all irreps on the F6 lattice, using
the window method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.5: Same as Figure 4.9 but for all irreps on the F7 lattice, using
the fixed-t0 method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)

98



4 5 6 7 8 9

0.265

0.270

0.275

0.280

0.285

aEeff

3.65
0.86 0.45 0.5 0.58 0.62

4 5 6 7 8 9

0.320

0.325

0.330

0.335

0.340

2.51 2.76
1.46 1.67 1.94

2.17

4 5 6 7 8 90.410

0.415

0.420

0.425

0.430

0.97 1.03
0.91

0.75
0.8

0.71

4 5 6 7 8 9

0.235

0.240

0.245

0.250

1.92 1.92 1.4 1.43 1.52 1.62

4 5 6 7 8 9

0.305
0.310
0.315
0.320
0.325
0.330

5.46

1.35
0.62 0.66

0.49
0.42

4 5 6 7 8 9

0.365

0.370

0.375

0.380

0.385

1.75 1.59
0.89 1.04 1.19 1.46

4 5 6 7 8 9

0.295
0.300
0.305
0.310
0.315
0.320

12.73

2.33
1.14 1.21 1.2 1.35

4 5 6 7 8 9

0.370

0.375

0.380

0.385

0.390

1.24
0.83

0.46 0.49 0.49
0.3

4 5 6 7 8 9

0.440
0.445
0.450
0.455
0.460
0.465

3.13

0.8
0.51 0.56

0.51
0.57

4 5 6 7 8 9

0.280

0.285

0.290

0.295

0.300

1.67 1.28 0.95 1.04 1.16 1.29

4 5 6 7 8 9

0.335
0.340
0.345
0.350
0.355
0.360
0.365

8.85

2.32
0.96 1.04

0.54
0.54

4 5 6 7 8 9

0.400

0.405

0.410

0.415

0.420

2.84
1.54 1.63 1.77 1.91 2.19

4 5 6 7 8 9

0.300

0.305

0.310

0.315

1.99 2.03 1.82 1.9 2.11 2.18

4 5 6 7 8 9

0.33

0.34

0.35

0.36

0.37

8.52
7.16

1.92
1.67

1.31

1.27

4 5 6 7 8 9

0.400

0.405

0.410

0.415

0.420

0.425

1.69
1.33

0.39 0.43
0.27

0.25

4 5 6 7 8 9

0.325
0.330
0.335
0.340
0.345
0.350

11.0

3.54
2.22 2.38 2.62

2.55

4 5 6 7 8 9

0.400

0.405

0.410

0.415

0.420

1.93
1.0

0.7 0.71 0.79
0.69

4 5 6 7 8 9

0.410
0.415
0.420
0.425
0.430
0.435

0.98 0.84 0.87
0.78

0.86

0.88

4 5 6 7 8 9

0.320

0.325

0.330

0.335

1.93
1.22 1.35 1.46 1.72

1.93

4 5 6 7 8 9

0.355

0.360

0.365

0.370

0.375

5.65
3.18

1.05
0.82 0.84

0.3

4 5 6 7 8 9 t/a
0.370

0.375

0.380

0.385

0.390

2.62
1.26

0.74 0.82 0.98

0.94

4 5 6 7 8 9

0.340

0.345

0.350

0.355

0.360

7.47

1.2
0.73 0.61 0.68 0.78

4 5 6 7 8 9 t/a
0.370
0.375
0.380
0.385
0.390
0.395
0.400

3.23 3.33
1.89

1.74

1.1 1.26

Figure A.6: Same as Figure 4.9 but for all irreps on the F7 lattice, using
the window method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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A.2 Energy spectrum

We are showing here the full energy spectrum which we extracted in our work.

The plots are similar to the ones shown in the main text in Figure 4.10 and

Figure 4.13 but now show all levels in all irreps.
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Figure A.7: Same as Figure 4.10 but for all irreps on the E5 lattice, using
the window method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.8: Same as Figure 4.10 but for all irreps on the E5 lattice, using
the fixed-t0 method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.9: Same as Figure 4.10 but for all irreps on the F6 lattice, using
the window method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.10: Same as Figure 4.10 but for all irreps on the F6 lattice, using
the fixed-t0 method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.11: Same as Figure 4.10 but for all irreps on the F7 lattice, using
the window method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Figure A.12: Same as Figure 4.10 but for all irreps on the F7 lattice, using
the fixed-t0 method. Irreps from top to bottom: (d2 = 0 : T1),(d2 = 1 :
A1),(d2 = 1 : E2),(d2 = 2 : A1),(d2 = 2 : B1),(d2 = 2 : B2),(d2 = 3 :
A1),(d2 = 3 : E2)
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Appendix B

Ratios
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Figure B.1: The three different ratios R1 (red) R2 (blue) and R3 (green)
defined in Chapter 4.4 and used to extract the matrix elements |AΨ| needed
for the computation of Fπ on E5, obtained using the fixed-t0 method and a
point-split (conserved) current.
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Figure B.2: Same as Figure B.1 but showing the ratios obtained using the
point-split (conserved) current on F6 and in the fixed-t0 method.
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Figure B.3: Same as Figure B.1 but showing the ratios obtained using the
point-split (conserved) current on F7 and in the fixed-t0 method.
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Figure B.4: Same as Figure B.1 but showing the ratios obtained using the
pointlike (local) current on E5 and in the fixed-t0 method. Not yet renor-
malised with ZV .
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Figure B.5: Same as Figure B.1 but showing the ratios obtained using the
pointlike (local) current on F6 and in the fixed-t0 method. Not yet renor-
malised with ZV .

111



0 5 10 15 20

0.020
0.022
0.024
0.026
0.028

R

0 5 10 15 20

0.010
0.012
0.014
0.016
0.018

0 5 10 15 20

0.004
0.006
0.008
0.010
0.012

0 5 10 15 20

0.002
0.004
0.006
0.008
0.010

0 5 10 15 20

0.024
0.026
0.028
0.030
0.032

0 5 10 15 20

0.006
0.008
0.010
0.012
0.014

0 5 10 15 20

0.020
0.022
0.024
0.026
0.028

0 5 10 15 20

0.008
0.010
0.012
0.014
0.016

0 5 10 15 20

0.002
0.004
0.006
0.008
0.010

0 5 10 15 20

0.006
0.008
0.010
0.012
0.014

0 5 10 15 20

0.024
0.026
0.028
0.030
0.032

0 5 10 15 200.002
0.004
0.006
0.008
0.010
0.012

0 5 10 15 20

0.008
0.010
0.012
0.014
0.016

0 5 10 15 20

0.018
0.020
0.022
0.024
0.026

0 5 10 15 20

0.002
0.004
0.006
0.008
0.010

0 5 10 15 20

0.020
0.022
0.024
0.026
0.028

0 5 10 15 20

0.000
0.002
0.004
0.006
0.008

0 5 10 15 20

0.006
0.008
0.010
0.012
0.014

0 5 10 15 20

0.010
0.012
0.014
0.016
0.018

0 5 10 15 20

0.012
0.014
0.016
0.018
0.020

0 5 10 15 20 t/a

0.020
0.022
0.024
0.026
0.028

0 5 10 15 20
0.014
0.016
0.018
0.020
0.022

0 5 10 15 20 t/a
0.012
0.014
0.016
0.018
0.020

Figure B.6: Same as Figure B.1 but showing the ratios obtained using the
pointlike (local) current on F7 and in the fixed-t0 method. Not yet renor-
malised with ZV .
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Figure B.7: Same as Figure B.1 but showing the ratios obtained using the
point-split (conserved) current on E5 and in the window method.
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Figure B.8: Same as Figure B.1 but showing the ratios obtained using the
point-split (conserved) current on F6 and in the window method.
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Figure B.9: Same as Figure B.1 but showing the ratios obtained using the
point-split (conserved) current on F7 and in the window method.
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Figure B.10: Same as Figure B.1 but showing the ratios obtained using
the pointlike (local) current on E5 and in the window method. Not yet
renormalised with ZV .
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Figure B.11: Same as Figure B.1 but showing the ratios obtained using
the pointlike (local) current on F6 and in the window method. Not yet
renormalised with ZV .
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Figure B.12: Same as Figure B.1 but showing the ratios obtained using
the pointlike (local) current on F7 and in the window method. Not yet
renormalised with ZV .
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Appendix C

Derivatives

For the computation of the timelike pion for factor, using Equation (5.6), the

computation of two derivatives is needed. It is possible to compute these deriva-

tives numerically, but in particular the modified zeta-functions in φ(q) have

some very steep sections where it is safer to compute the derivative explicitly.

The easier one of the derivatives is ∂
∂k
δ1(k). Using Ecm = 2

√
k2 +m2

π we

can parametrise δ1(k) via

δ1(k) = arccot

(
6π

g2
ρππ

(m2
ρ − 4(k2 +m2

π)) · 2
√
k2 +m2

π

k3

)
. (C.1)

Taking the derivative with respect to k yields:

∂

∂k
δ1(k) =

2 6π
g2ρππ

k2√
k2 +m2

π

2k2(m2
ρ − 6m2

π) + 3m2
π(m2

ρ − 6m2
π)

D
, (C.2)

with the denominator

D = 4

(
6π

g2
ρππ

)2(
16k6 − 8k4(m2

ρ − 6m2
π) + k2(m4

ρ − 16m2
ρm

2
π + 48m4

π)

+m2
π(m2

ρ − 4m2
π)2
)

+ k6 . (C.3)

For the other derivative, d
dq
φ(q), we are parametrising φ via

φ(q) = nπ − δ1(k) = nπ − arccot

(∑
l,m

αlmwlm(q)

)
, (C.4)

where we used q = Lk
2π

and

wlm(q) =
1

π3/2
√

2l + 1γ
q−l−1Zlm(1, q2) . (C.5)
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The derivative then is

∂

∂q
φ(q) =

1(∑
l,m αlmwlm(q)

)2

+ 1

(∑
l,m

αlm
∂

∂q
wlm(q)

)

=
1

cot2 δ1(k) + 1

(∑
l,m

αlm
∂

∂q
wlm(q)

)
, (C.6)

with

∂

∂q
wlm(q) =

1

π3/2
√

2l + 1
· ∂
∂q

(
γ−1q−l−1Zlm(1, q2)

)
=

q−l−2

π3/2
√

2l + 1

(
∂

∂q
(γ−1)qZlm(1, q2)− γ−1(l + 1)Zlm(1, q2)

+ γ−1q
∂

∂q
Zlm(1, q2)

)
, (C.7)

and

∂γ

∂q
=

∂

∂q

E

Ecm

=
∂

∂q

√
4((2π

L
)2q2 +m2

π) + P 2

2
√

(2π
L

)2q2 +m2
π

=
4(2π

L
)2qP 2

γE4
cm

, (C.8)

∂

∂q
γ−1 =

−1

γ2

∂γ

∂q
. (C.9)

Zd
lm(1, q2) has the form [87]

Zd
lm(1, q2) = a+ bδl,0δm,0 + c , (C.10)

a = γ

∫ 1

0

dt etq
2
∑

n∈Z3,n 6=0

eiπAn·d(−i)lYlm
(
−πγ̂n

t

)(π
t

)3/2

e−
(πγ̂n)2

t ,

(C.11)

b =
γ√
4π

∫ 1

0

dt (etq
2 − 1)

(π
t

)3/2

− γπ , (C.12)

c =
∑
r∈Pd

Ylm(r)
e−(r2−q2)

r2 − q2
. (C.13)

Starting from this expression, ∂
∂q

(Zlm(1, q2)) can be derived via:

∂

∂q
Zd
lm(1, q2) =

∂a

∂q
+
∂b

∂q
δl,0δm,0 +

∂c

∂q
, (C.14)
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∂a

∂q
= γ

∫ 1

0

dt 2tqetq
2
∑

n∈Z3,n6=0

eiπAn·d(−i)lYlm
(
−πγ̂n

t

)(π
t

)3/2

e−
(πγ̂n)2

t

+
∂γ

∂q

∫ 1

0

dt etq
2
∑

n∈Z3,n 6=0

eiπAn·d(−i)lYlm
(
−πγ̂n

t

)(π
t

)3/2

e−
(πγ̂n)2

t

+ γ

∫ 1

0

dt etq
2
∑

n∈Z3,n 6=0

eiπAn·d(−i)l ∂
∂q

[
Ylm

(
−πγ̂n

t

)](π
t

)3/2

e−
(πγ̂n)2

t

+ γ

∫ 1

0

dt etq
2
∑

n∈Z3,n 6=0

eiπAn·d(−i)lYlm
(
−πγ̂n

t

)(π
t

)3/2 ∂

∂q

[
e−

(πγ̂n)2

t

]
,

(C.15)

∂b

∂q
=

γ√
4π

∫ 1

0

dt 2tqetq
2
(π
t

)3/2

+
∂γ

∂q

1√
4π

∫ 1

0

dt (etq
2 − 1)

(π
t

)3/2

− ∂γ

∂q
π , (C.16)

∂c

∂q
=
∑
r∈Pd

Ylm(r)

(
2q − r∂r

∂q

)
e−(r2−q2) 1 + r2 − q2

(r2 − q2)2

+
∑
r∈Pd

∂

∂q
[Ylm(r)]

e−(r2−q2)

r2 − q2
, (C.17)

where

∂

∂q
[Ylm(r)] =

∂r

∂q
· ∇rYlm(r) , (C.18)

∂

∂q

[
e−

(πγ̂n)2

t

]
=

∂

∂(γ̂n)

[
e−

(πγ̂n)2

t

]
∂(γ̂n)

∂q

=
−2π2γ̂n

t
e−

(πγ̂n)2

t
∂

∂q
(γn‖ + n⊥)

=
−2π2γ̂n

t
e−

(πγ̂n)2

t n‖
∂γ

∂q
, (C.19)

n = n‖ + n⊥ . (C.20)
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Appendix D

Fπ and a
hvp
µ in the fixed-t0

method

We briefly present here the same plots shown in Chapter 5, but for the fixed-t0

method.
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Figure D.1: Same as Figure 5.1 but using the fixed-t0 method.
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Figure D.2: Same as Figure 5.2 but using the fixed-t0 method. The extremely
large χ2 / dof value on F6 comes from the tension of the two ground states,
mostly from the d2 = 1, A1 and d2 = 2, A1 irreps. Removing the first one
reduced the χ2 / dof to 11 and removing the latter one reduces it to 10.
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Figure D.3: Same as Figure 5.3 but using the fixed-t0 method. The extremely
large χ2 / dof value on F6 comes from the tension of the two ground states,
mostly from the d2 = 1, A1 and d2 = 2, A1 irreps. Removing the first one
reduced the χ2 / dof to 7 and removing the latter one reduces it to 9.
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Figure D.4: Same as Figure 5.5 but using the fixed-t0 method.
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Figure D.5: Same as Figure 5.6 but using the fixed-t0 method.

E5 F6 F7
0 to xcut

0 2.662(26) 3.131(52) 3.462(86)
xcut

0 to ∞ (1-exp/GS) 0.482(15) 0.818(52) 1.238(96)
xcut

0 to ∞ (Gud) 0.467(9) 0.839(16) 1.058(35)
xcut

0 to ∞ (Gρρ, n = 2) 0.476(15) 0.849(30) 1.234(56)
xcut

0 to ∞ (Gρρ, n = 3) 0.487(13) 1.027(45) 1.269(50)
0 to ∞ (1-exp/GS) 3.145(39) 3.949(99) 4.700(173)

0 to ∞ (Gud) 3.130(28) 3.970(59) 4.530(99)
0 to ∞ (Gρρ, n = 2) 3.138(31) 3.980(64) 4.696(105)
0 to ∞ (Gρρ, n = 3) 3.149(30) 4.158(74) 4.731(105)

Table D.2: Same as Table 5.4 but using the fixed-t0 method.

n E5 F6 F7
〈r2〉/r2

0 2 1.14(2) 1.36(1) 1.51(2)
〈r2〉/r2

0 3 1.15(5) 1.26(4) 1.48(5)
cV /r

4
0 3 3.45(8) 5.15(8) 3.21(7)

Table D.3: Same as Table 5.2 but using the fixed-t0 method.

n E5 F6 F7
〈r2〉/r2

0 2 1.20(2) 1.43(1) 1.59(2)
〈r2〉/r2

0 3 1.23(5) 1.32(4) 1.55(5)
cV /r

4
0 3 3.68(9) 5.43(7) 3.53(8)

〈r2〉/r2
0 1.18(5) 1.37(6) 1.61(10)

Table D.4: Same as Table 5.3 but using the fixed-t0 method.
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Figure D.6: Same as Figure 5.7 but using the fixed-t0 method.
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Figure D.7: Same as Figure 5.8 but using the fixed-t0 method.
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Appendix E

Next steps

E.1 Computation on a more chiral ensemble

It would be a logical next step of this work to perform the full analysis on the

CLS ensemble G8, which shares the lattice spacing with all ensembles used in

this work but has a lower pion mass. The G8 value for ahvp
µ , computed in [92],

was already shown in Figure 5.8. With a pion mass of mπ = 185 MeV and

a lattice extent of T · L3 = 128 · 643 this would cost a significant amount of

computer time and we would have to tweak the code we used for this work

due to the additional demand of memory required. When aiming for the same

number of eigenmodes per physical volume, Nev = 464 would have to be used.

With a Laplace-interlaced dilution of 16 and a time-interlacing of 8, the current

version of the production code can fit the required memory on the HPC Cluster

’Clover’ only if 128 nodes with 16 processors (with a memory of 2GB per core)

each are used, and takes ∼ 500s for the eigenvector computation, ∼ 500s per

source timeslice for the perambulators used to build quark lines connected to

the source timeslice and ∼ 1000s for the perambulators used for the sink-to-

sink lines. If one wanted to compute perambulators on four source timeslices,

this would amount to a total cost of about 2000 core-hours per configuration, of

which there are 349 currently stored on Clover. This would be everything that is

needed to extract the energy spectrum as well as the phase-shift information on

G8. The real challenge though would be to compute the meson-sink functions,

which are needed to compute the current elements used for the determination of

the timelike pion form factor and the hadronic vacuum polarisation to (g− 2)µ.

The way the code is currently written, the perambulators (from which the

pointlike sinks are computed) are stored in memory and then the pointlike sinks

are computed in a loop over all lattice sites and momenta, with a subsequent

Fourier transform acting on the object. This barely fits into Clover’s memory

and in order to compute the pointlike sinks efficiently, it would be desirable to

fully reorganise the code so that the meson sinks are computed at the same

time as the perambulators, so that memory can be released in the process, at
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the cost of re-computing some objects. It would also be strongly desirable to

have implement a Fast-Fourier Transform to speed up the computation.

E.2 Analysis for more chiral ensembles

It is already visible on F6 and F7 that the 4mπ threshold approaches the res-

onance region. Ensembles which are closer to the physical pion mass, where

mπ ≈ 140 MeV and mρ ≈ 770 MeV will certainly suffer from this and it re-

mains to be seen how well we will be able to resolve the phase shift δ(k) or

the pion form factor Fπ on more chiral ensembles. To get an idea of the uncer-

tainty introduced by having only the lowest levels of the spectrum below the

4mπ threshold and thus available for a Lüscher analysis, we are comparing the

fit results to the phase shift when only taking into account the lowest states on

each lattice. The results are shown for the window-method in Table E.1 and

for the fixed-t0 method in Table E.2. We can clearly see from this that the

E5 F6 F7
levels: all gs only all gs only all gs only
mρ 0.3156(8) 0.3147(9) 0.2933(8) 0.2923(10) 0.2800(11) 0.2786(13)
gρππ 5.70(9) 5.84(18) 6.08(13) 6.32(25) 5.90(21) 5.41(73)
χ2/dof 1.47 1.02 0.75 0.97 1.57 1.47

Table E.1: Resonance parameters extracted from the fit to the energy levels
using the Lüscher formalism. All levels are extracted using the window
method with tw=3, as described in Section 4.2.2. Compared are the fit
results to all levels below the 4mπ threshold (’all’) and fits only to the ground
states of the spectrum (’gs only’). On a more chiral lattice like G8, the
4mπ threshold moves closer to the lower lying states of the spectrum and
one would have to fit only to those parts, because the Lüscher theory only
applies there.

E5 F6 F7
levels: all gs only all gs only all gs only
mρ 0.3168(9) 0.3157(12) 0.2923(12) 0.2919(13) 0.2784(17) 0.2786(19)
gρππ 5.86(11) 6.12(22) 5.95(16) 6.32(37) 5.71(20) 5.56(58)
χ2/dof 1.28 1.07 1.27 0.90 1.64 1.46

Table E.2: Same as Table E.1 but for the fixed-t0 method.

error estimate on the result blows up, but that we still get an overall agreement

within errors between the two determinations. In practice, the situation will

not be quite as bad, because on a more chiral ensemble with a similar value of

mπL, there will be more levels available in the low-energy region, because the

number of two-pion energy levels between 2mπ and 4mπ is the same on lattices

which share the same mπL.

130



Bibliography
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the lattice at nearly physical quark masses and Nf = 2. Phys. Rev.,

D93(5):054509, 2016.

[14] John Bulava, Brendan Fahy, Ben Hörz, Keisuke J. Juge, Colin Morn-

ingstar, and Chik Him Wong. I = 1 and I = 2 π − π scattering phase

shifts from Nf = 2 + 1 lattice QCD. Nucl. Phys., B910:842–867, 2016.
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