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Abstract

Lattice QCD predicts that at extreme temperature and energy density, QCD matter

will undergo a phase transition from hadronic matter to partonic matter called as QGP.

One of the fundamental goals of heavy ion collision experiments to map the QCD phase

diagram as a function of temperature (T) and baryo-chemical potential (µB). There are

many proposed experimental signatures of QGP and fluctuations study are regarded as

sensitive tool for it. It is proposed that fluctuation of conserved quantities like net-charge

and net-proton can be used to map the QCD phase diagram. The mean (µ), sigma (σ),

skewness (S) and kurtosis (κ) of the distribution of net charge and net proton are believed

to be sensitive probes in fluctuation analysis. It has been argued that critical phenomena

are signaled with increase and divergence of correlation length. The dependence of nth

order higher moments (cumulants, cn) with the correlation length ξ is as cn ∼ ξ2.5n−3.

At LHC energy, the phase transitoin is a crossover and the crossover transition line will

appear close to the freeze-out line. The various order of cumulants of conserved quan-

tities are also directly proportional to respective order of susceptibilities. So the higher

moments analysis of fluctuations of conserved quantities like net charge and net baryon

(proton) will allow to compare the experimental results directly with lattice QCD predic-

tions. Moreover, recent theoretical developments suggest that the ratio of cumulants are

useful to quantify the freeze-out parameters at LHC.

The data analysis is carried out using the Pb+Pb collisions at
√
sNN = 2.76TeV data of

ALICE experiment of 2010 run at LHC. The analysis methodology and different methods

of statistical error estimations are discussed. Toy model study is carried out to under-

stand the behavior of higher moments results with detector and statistics effects. Various

methods for detector efficiency correction for higher moments are discussed with the help

of this toy model. The higher moments of net-charge and net-proton distributions are

calculated and compared with HIJING and HIJING+GENAT results. The systematic un-
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certainties are estimated and the pseudorapidity dependence of net-charge and net-proton

higher moments also studied. The baseline estimation from Poissonian and Negative Bi-

nomial Distributions are also compared with the data.

Keywords : QGP, QCD phase diagram, lattice QCD, Higher moments, Freeze-out pa-

rameters.
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Chapter 1

Introduction

The beauty and complexity of Mother Nature has amazed human being. The twinkling

stars, the deep sea, the rain, the biodiversity, everything around him, whatever he saw,

a most fundamental question always disturbed him: ‘where are we all from?’ The sky

touching rocky mountain, the singing fountain, the invisible soothing wind, the burning

sun, the blue-green algae to the most intellectually developed primate: human, ‘what they

are made up of?’ When he saw the blooming flower, the rising sun, the sprinkling cloud,

the running river, he asked himself, ‘who governs them?’ From the very early time of

human civilization, he has been searching the answers for his questions by unfolding the

mystery of Nature. From the very tiny particle to the vast Cosmos, from the hardest to

the deepest into the vacuum, he saw, he observed and he realized, may be we are all from

a common singular point, made up of some fundamental constituents and are governed

by some fundamental forces. Many civilizations came and went, this question must have

been scratched by many ideas, grown up in many thoughts, but there was no such history

of discovery of knowledge on fundamental forces or may have remained buried. Prob-

ably, Nature was so in details that she was in search of a mind where her every action

will be treated as the formula for the fundamentals behind its complexity. The milestone

of one revelation of secret of Nature was laid in the seventeenth century by a British

mathematician, philosopher and physicist, Sir Isaac Newton (1642 - 1727). He was the

first to discover one of the fundamental forces: Gravitational force. He was the first

in seventeenth century to formulate the basics of Gravitational force in the language of
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mathematics postulating about the motion of objects and planets. His powerful postula-

tion rules this macroscopic world; scientific community refers it as ‘Classical Physics’ or

‘Newtonian Physics’.

The ghost stone attracting small iron piece, the electric fish and the sparking thunder

in sky gave birth to the thought to human being about new kinds of forces: electric and

magnetic forces. The electric and magnetic phenomena had been realized even in B.C.

and many philosophers had mentioned about them afterwards, but in eighteenth century,

there were many scientist-philosophers who tried to understand about it in a different way

rather than taking it as ‘ghostly’ phenomena. Laws for both Electricity and Magnetism

were made by various scientists namely, Henry Cavendish, C.A. Coulomb, Alessandro

Volta, Georg Simon Ohm and Micheal Faraday. James Clerk Maxwell (1831-1879) was

also among them who explained both that electricity and magnetism are manifestation of

one single force and termed it as Electromagnetic force.

But some unexplained and anomalies in Newtonian physics and classical Electromag-

netic theories compelled the physicists to think beyond classical approach towards the

understanding of Nature. In the beginning of twentieth century, Max Planck (1858-1947)

made a revolutionized, breakthrough discovery, which is called as ‘Quantum Physics’.

His interpretation of light (photon) as a discrete packet of energy (quantum) to explain

the Blackbody radiation paved the way for countless discoveries in modern world. Al-

bert Einstein (1879-1955), the ‘genius of the millennium’, related the mass with energy

by famous E=mc2 equation using his special theory of relativity. He also gave totally a

new figure to Newtonian Gravitational force relating space, time and geometry, which

is called as General Theory of Relativity (GTR). Erwin Schrödinger’s wave equation,

Luis de Broglie’s theory of wave-particle duality and Werner Heisenberg’s uncertainty

principle profounded the quantum mechanics. Dirac’s relativistic approach to Quantum

mechanics made it a more powerful and complete theory. Relativistic quantum mechan-

ics and Electromagnetic theory could successfully explain the interactions at microscopic

or atomic level of any matter, about its phase and its dynamics also. In the mean time,

fundamental particles like electron and proton were discovered in the late nineteenth cen-

tury and early twentieth century. After discovery of neutron in 1932 by James Chadwick,
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electromagnetic theory failed to explain the composition of a nucleus. Soon after that,

Strong force was postulated to explain the nuclear phenomena. This Strong force is re-

sponsible for binding protons and neutrons together into a nucleus, which were believed

to be the building blocks of our material Universe. Enrico Fermi in 1933 put forward the

theory of Weak force and proposed the existence of another fundamental particle, called

‘neutrino’, to explain energy spectrum of beta-decay. This weak force can explain the

energy source of burning sun. Afterwards, many theoretical postulations and experimen-

tal findings by many great scientists have enriched our knowledge in understanding the

fundamental forces and fundamental constituents of matters.

A brief history of discoveries of fundamental forces down the time is discussed. It

is realized that the secret of Nature is encrypted in fundamental particles. With the help

of powerful technologies, he probed into the smallest possible length scale and more and

more fundamental laws of physics were digged out. Without going into the details, let

us emphasize our introduction on fundamental forces and fundamental constituents: the

most fundamental in nature and mother of all scientific discoveries. So far according to

our knowledge, quarks and leptons are the most fundamental particles with no other sub-

structure and four types of fundamental forces are governing the whole Universe obeying

certain conservation laws. Whatever we see and whatever we even can’t see, but feel its

presence, it may be matter or may be in the form of energy, can be classified under two

fundamental groups of particles obeying certain laws of statistics. These are fermions

and bosons. Fermions are particles with half-integral spin which follows Pauli’s exclu-

sion principle and Fermi-Dirac statistics. Similarly, bosons are particles with integral spin

which obey Bose-Einstein statistics. Any particle under any type of forces interact with

each other by some intermediating particles, which are called as force carriers. And more

interesting is that those force carriers are again fundamental particles or elementary par-

ticles. A thorough investigation of all the forces reflects that they are different from each

other in terms of the ranges and their own characteristic ways of interactions among the

particles. Meanwhile, speculation of unification of all forces among themselves has been

done by saying that at a certain scale of energy or time, all the forces merge into a single

one. James Clerk Maxwell, a Scottish physicist, was the first man who talked about the
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unification of electric and magnetic field and together called it as Electromagnetic force.

Later in 1979, Abdus Salam, Sheldon Glashow and Steven Weinberg successfully unified

Electromagnetic force to the Weak force and termed it as Electroweak force for which

they were awarded the Nobel Prize. The unification theory of Electromagnetic, Weak and

Strong interaction is known as Grand Unified Theory (GUT), which is not yet verified

because of the complexity of the theory itself. The theory of unifying Gravity with other

three forces is called as the Theory of Everything. Many theoretical works are going on

and to test it we need also very high-energy scale called as Planck scale which is beyond

the reach of today’s technology. But this noble endeavor will be continued for the quest

of knowledge. Detailed discussions about all four types of interactions are beyond the

scope of this thesis. For the sake of completeness, a comparison of relative strength, their

ranges and the force carriers of the four types of interactions are given in Table 1.1.

Table 1.1: Four fundamental forces: their force carriers, relative strength and range

Interaction Force carrier Relative Strength Range(m)

Strong Gluons 1038 10−15

Electromagnetic Photon 1036 ∞
Weak W and Z bosons 1025 10−18

Gravitation Gravitons (not detected yet) 1 ∞

Today, we have many theories on these topics, but the Standard Model of particle

physics proposed by many scientists all over the world is the most well tested and estab-

lished theory, which is discussed briefly in the following section.

1.1 Standard Model

Electromagnetic, Weak and Strong force all together are studied in a very comprehensive

model known as Standard Model[1]. In Standard model, all particles and their interac-

tions are classified in a very smart way. The studies are carried out using the language of

mathematics and certain physics nomenclatures called as ‘quantum numbers’ like charge,

spin, parity etc. and the theory is called as quantum field theory. The Standard model

particles are shown in Figure 1.1. In Standard model, quarks and leptons are divided

into three generations according to their hierarchy in mass. Leptons participate both in
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Electromagnetic and Weak interactions and with exception, only neutrinos are weakly in-

teracting particles. All charged particles can have Electromagnetic interactions. Up (u),

charm (c) and top (t) quarks have +2/3 unit of charge, down (d), strange (s) and bottom (b)

quarks have -1/3 unit of charge. Quarks can have all three types of interactions. Strong

interaction is mediated by gluons and Electromagnetic interaction is mediated by photons.

Both gluon and photon are massless, charge neutral, having unit spin. Weak interaction

is mediated by W± and Z0 which are massive and of spin one. Quarks and leptons are

fermions and all the force carriers are bosons.

Figure 1.1: The Standard model of elementary particles with three generations of matter,

the gauge bosons and the Higgs boson.

Standard Model incorporates another interesting phenomenon called as ‘symmetry’,

which is also another fundamental property of Nature. The symmetry of all these three

interactions implies that their Lagrangian is invariant under certain transformations. This

is studied by gauge theory and the field is known as gauge field and the quantum of

gauge field is called as gauge bosons: the force carriers. In the language of mathematics,

Standard Model is a non-abelian gauge theory with U(1)×SU(2)×SU(3) symmetry group

with twelve gauge bosons (photon, three weak bosons and eight gluons). Symmetry of

these groups implies that the gauge bosons should be massless. But after the discovery of

W and Z bosons as massive in 1973, Higgs mechanism was adopted to explain about the
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origin of mass. Higgs mechanism and Higgs Boson were proposed in 1964 by Peter Higgs

and five other scientist to overcome Goldstone’s theorem limitation and to explain the non-

zero mass of gauge bosons in spontaneous symmetry breaking. Then it was incorporated

by Steven Weinberg and Abdus Salam in electro-weak unification. This was the one of the

most essential theory to answer how the quarks and leptons got mass in Standard Model.

According to Higgs mechanism, particle acquires mass from the interaction with Higgs

field [2, 3]. Search for the existence of Higgs boson, famously known as ‘God particle’,

was an essential need to validate or reject the Standard Model. With one of the main

goal in search of the Higgs Boson, the most expensive experiment in particle physics

to date, the Large hadron Collider (LHC) experiments were built and in March 2013,

ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) confirmed

the discovery of a Higgs boson like particle with mass 125.3±0.4(stat)±0.5(sys) GeV/c2.

For this great discovery, F. Englert and Peter Higgs were awarded the Nobel Prize in

2013. LHC experiments also do search and will verify many other extensions of Standard

Model predictions, e.g. exotic particles, extra dimensions, supersymmetries and existence

of dark matter and dark energy.

In the context of Standard model, all these three types of interactions are equally

important. However, a special emphasis is put on Strong interaction keeping in mind its

relevance with the work of this thesis and is discussed below.

1.1.1 Strong Interaction

The smallest unit of all matter is an atom and the nucleus at the center of the atom com-

posed of protons and neutrons; gives 99.9999% mass of atom. Proton and neutrons are

called as nucleons, are bound together by Strong force. Strong force is the strongest of

all the forces, short range in nature and demands conservation of all quantum numbers.

Strong force is important in making the building blocks of all matter. Nucleons are not

the elementary particles. Inside the nucleons, there are also other sub-structures exist

called as quarks and was confirmed in 1968 by deep inelastic scattering (DIS) experi-

ment at Stanford Linear Accelerator (SLAC) [4]. Quark model was proposed by Murray

Gell-mann and George Zweig with six flavours of quarks (up, down, strange, charm, top
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and bottom). After the discovery of particles, like ∆++ (uuu), Ω− (sss), to explain its

quark composition, another quantum number called as ‘color charge’ was assigned to the

quarks. There are three types of color: red, green and blue. Like electric charge is the

cause of electromagnetic interactions, here the color charge is responsible for Strong in-

teraction. All hadrons are composed of quarks and divided into two groups: Baryons and

Mesons. Baryons are made up of three quarks and mesons of two quarks called as valency

quarks. Inside the nucleons, quarks are bound with each other by Strong force and gluons

are the mediator of Strong force. Taking all combination of colors, there are eight types

of gluons exist. Both quarks and gluons together called as partons. Theory of Strong

interaction is known as Quantum Chromodynamics (QCD). Mathematically it is studied

under a non-abelian SU(3) gauge group. The Strong interaction can be expressed by the

QCD Lagrangian as follows.

LQCD = ψ̄i

(

i (γµDµ)ij −mδij

)

ψj −
1

4
Ga
µνG

µν
a (1.1)

where ψ is the space-time quark field, γµ is the Dirac matrices. Dµ = ∂µ + ieAµ is gauge

covariant derivative. Ga
µν = ∂µA

a
µ − ∂νA

a
µ + gfabcAbµA

c
ν ; represents the gauge invariant

gluon field strength tensor with Aaµ as the covariant four-potential of Strong force. The

interaction strength among the partons is determined by strong coupling constant. The

most interesting and peculiarity in the QCD coupling constant which is known as running

coupling constant αs is that, it is energy dependent. The expression for αs is given below

in the equation 1.2.

αs
(

Q2
)

=
αs (Λ

2)

1 + αs(Λ2)
4π

(

11− 2Nf

3

)

lnQ
2

Λ2

(1.2)

Here Q is the momentum exchanged, Λ is the QCD scale parameter and Nf is the number

of flavours. The values of αs calculated from QCD and measured in various experiments

at different momentum range are given in Figure 1.2. From the Figure 1.2, it is clear

that at very large momentum transfer or conversely at very short distance, the coupling

strength decreases logarithmically. This implies that, at very high-energy regime, quarks

and gluons will behave like free. This phenomenon is know as ‘asymptotic freedom’.

‘Asymptotic freedom’ was discovered by Frank Wilczek, David Gross [5] and David
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Politzer [6] in 1973 and for which they were awarded the Nobel prize in 2004. This

fantastic idea changed the fate of the QCD theory. It was a very successful theory to

explain many perturbative nature of QCD at high energy, e.g. (i) the evolution of parton

distribution function at low Bjorken x, (ii) the production of jet in elementary collision,

(iii) the properties of charmonium and bottomonium bound states. As we see, in the

high momentum transfer region, perturbative QCD (pQCD) can be applied successfully

to predict the phenomena. However, on the other hand, at low momentum transfer region,

where αs ∼ 1 (Q2 ∼ 1 GeV/c2), the Λ−1
QCD ∼ 1fm; perturbative QCD (pQCD) can not

be used to describe the hadronic spectrum because of highly non-linear nature of Strong

force. This is the regime where quarks bind together to form hadrons [7]. To overcome

this issue, Lattice-Gauge theory was proposed by K. Wilson in 1974.

Figure 1.2: The summary of measurement of running coupling constant (αs) as a function

of respective scale of momentum transfer Q. Open and filled symbols are from NLO and

NNLO QCD calculations, respectively. The curves are obtained from QCD predictions

for the combined world average value of αs(Mz0), in 4-loop approximation and using

3-loop threshold matching at the heavy quarks pole masses Mc = 1.5 GeV and Mb = 4.7

GeV. [8].
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1.1.1.1 Lattice Gauge Theory

In the forbidden region of pQCD, there were many questions to be explained by QCD the-

ory, like hadron masses, hadron structures and other nuclear properties. There were many

effective models developed, but the Lattice Gauge theory was the most successful theory.

It is commonly known as Lattice QCD which provides a non-perturbative tool to calculate

the hadronic spectrum and to address the mechanism of confinement and chiral symme-

try breaking and many others on a discretized Euclidean space time grid [9]. In lattice

QCD, quarks are placed in the lattice site with finite lattice spacing “a” and are connected

by the gauge fields (gluons). The advantage of lattice QCD formulation is that it can

be regularized and renormalized by putting some finite value of “a”, hence, ultra-violate

divergence is avoided in the non-perturbative approach. As it involves many numerical

computations using Monte Carlo methods, so it has limitation over choosing the value of

“a”. More smaller the value of “a”, more the computational resources are needed and

today this is done by super computers and results are extrapolated to a = 0. Lattice QCD

can be solved numerically where strong coupling constant and the bare masses of quarks

are the input parameters; which are again the most fundamental parameters in the theory

of QCD. Hence, it should be emphasized that the predictions of lattice QCD became the

most crucial demand to match the experimental findings to validate the theory of QCD, if

it is a correct theory of Strong interaction at all.

Lattice QCD framework is based on Feynman’s path integral approach to avoid the

involvement of operators to make it possible for numerical simulation. As it uses the

path integral formulation of quantum field theory, it enables to establish the connection

with statistical mechanics. That is why, it can also explain the thermodynamics, equation

of state and phase diagram of QCD matter in terms of state variables like temperature,

energy density, entropy etc [10]. Temperature and baryo-chemical potential (µB) are

used as control parameters to observe the response of other observables in Lattice QCD

calculation to understand the phase diagram of QCD matter. There are many interesting

results from lattice calculation on QCD matter at extreme conditions. One of the lattice

QCD calculation predicts a spectacular transition of QCD matter at high temperature and

vanishing µB [11] which is shown in Figure 1.3. In Figure 1.3, the variation of energy
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Figure 1.3: Variation of energy density as a function of temperature of hadronic matter

at zero baryo-chemical potential from the lattice QCD calculation at finite temperature.

Figure is taken from [11].

density (can be scaled with pressure also) with respect to temperature of QCD matter

for different flavours is given. From Figure 1.3, it is observed that there is a strong and

abrupt change of energy density (ǫ) from the low hadronic value to almost 80% of the

ideal gas limit at a critical temperature Tc and then saturates above the value of 2Tc. At

the temperature Tc, the energy density below the ideal gas limit implies that there is

still substantial interaction among the quarks and gluons in that phase. The change of

energy density also depends on the number of flavours taken in lattice calculation. This

is a clear indication of phase transition of hadronic colorless phase to a de-confined phase

where quarks and gluons are basic degrees of freedom. This phase is known as Quark-

Gluon Plasma (QGP) phase. The temperature and energy density corresponds to this

de-confinement transition suggested from lattice QCD calculation is ∼170 MeV and 0.7

GeV/fm3, respectively [11]. This QGP phase is treated as a noble state of matter because

it is believed that Universe was at this phase of matter just after few micro-second of the

Big-Bang and now at the core of neutron stars. Today, the prediction of lattice QCD and

hence, the study of QGP keeps special importance to understand the early time evolution

of universe and in search of fundamental properties of nature. A brief description of QGP,
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its experimental realization in connection to this thesis is discussed in next sections.

1.2 Quark-Gluon Plasma and Heavy-ion Collision Exper-

iment

At extreme environment, like high temperature and (or) energy density, normal hadronic

matter undergoes a phase transition to a plasma phase where the color singlet state dissoci-

ates, quarks and gluons are no longer confined inside bound state hadrons (de-confinement)

and they become the basic degrees of freedom in this phase. This is the implication of

theory of asymptotic freedom, which tells that, at sufficiently large momentum transfer

and very small space-time intervals, the coupling strength becomes weak and quarks and

gluons move asymptotically free. As pointed earlier, QGP is believed to be existed just

after few micro-second of Big-Bang where the temperature was very high and at the core

of neutron stars where the nuclear density is very high because of its strong gravitational

pull. Therefore, study of QGP will shed some light on the theory of evolution of Universe

like how the phase transition is resulted in relics of gravity waves, formation of nuclear

matter and baryon density inhomogeneities in the cosmic fluid [12, 13]. To answer these

questions, in late 1970, particle and nuclear physicist thought of heavy-ion collision ex-

periment to recreate a situation in laboratory to study the QCD matter at extreme condi-

tions. To meet this noble goal, collider experiments, like Super Proton Synchrotron (SPS)

at CERN, Relativistic Heavy Ion Collision (RHIC) at BNL and Large Hadron Collider

(LHC) at CERN, are built. In this collider experiments, heavy nuclei, like Au, Pb, are

collided at relativistic energies to recreate the condition just after the Big Bang, known as

little Big Bang or micro Big Bang (Note that all the conditions in heavy-ion collisions are

not similar to the Big Bang).

Here is a carton shown in Figure 1.4 to understand the scenario of a typical heavy-ion

collision. In Figure 1.4, two heavy nuclei are moving at relativistic speed, approaching

towards each other, look like thin discs due to the Lorentz contraction in the center of

mass frame. When they collide with each other, a large fraction of transverse energy

is deposited in the reaction zone producing a very high energy density region and very
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Figure 1.4: Various stages of a typical heavy-ion collision event. Figure is taken from

[14].

high temperature [15]. The reaction zone is called as fireball and just after the collision

the fireball expands and cools down to hadronize via the process of many types of par-

ticle production. During this brief time of creation and expansion of fireball, depending

upon the energy of colliding system, the degree of interaction among the particles de-

cides the faith of it, like, the life time, its bulk properties, the composition and spectra

of produced particles. During the evolution of the fireball and the hadronization process,

it comes across two freeze-out boundaries: chemical freeze-out and kinetic freeze-out.

After chemical freeze-out, the inelastic scattering among the particles stops and there will

be only elastic scattering. The particle numbers or the chemistry of the system is fixed

after this. When system cross the kinetic freeze-out boundary, the mean free path of the

particles is comparable to the system size, so the elastic scattering among the particles

also stops, only particles are left as stable hadrons (proton, neutron, pion and kaon), pho-

tons and leptons (mostly muons and electrons). They come out as the end product of the

reaction and hit the detector. Many sophisticated detectors are installed in these exper-

iments to record the events to study the matter produced in the collision. The study is

carried out through those end products where there is a chance of washout of the early

stage information. So far there is no such smoking gun signature for the study of the QGP.

However, there are some proposed theoretical signatures used to probe the QGP, which

are potentially sensitive to the dynamics of QGP and can retain the memory of early stage

even after the hadronization. Some of them are discussed below briefly with the recent

experimental findings.
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1.2.1 Jet Quenching and Parton Energy Loss

At large momentum transfer, hard scattering process among the partons produces two or

more outgoing final state partons. They subsequently radiate gluons and (or) split into

quark-antiquark pairs. Such process happens in a branching fashion and its probabil-

ity can be described in a perturbative way by DGLAP equations [16–18]. At the end,

those produced partons fragments in non-perturbative way to a set of collimated spray

of hadrons called as jets. In heavy-ion collision, the production and propagation of jets

are different than those in elementary collision because of the presence of hot and dense

partonic medium. Bjorken first suggested that there would be a significant energy lose

of the partons passing through the medium. Later more theoretical studies suggested that

the partons will lose energy via gluon radiation [19]. The energy loss (∆E) of the partons

basically governed by two mechanisms: radiative and collisional, and can be expressed in

a following empirical way [20, 21].

∆E ∼ αs × CR × q̂(ρg)× L2 (1.3)

where αs is the strength of strong interaction, CR is the color charge factor, q̂ is the

transport co-efficient which depends on the gluon density (ρg) of the QGP medium and L

is the thickness of the medium. From equation 1.3, it is clear that gluons will lose more

energy than quarks due to its color charge factor (QCD color Casimir factor of gluon

CA/CF=9/4 times higher than quark). Heavy quarks will lose less energy in comparison

to light quarks due to the dead-cone effect [22]. The consequences due to energy loss

of the partons in the colored dense medium will be observed in the fragmentation of

partons and results in the reduced production of hadrons. This phenomenon is known

as jet quenching. Jet quenching is a final state effect and it can provide the information

like opacity, diffusion constant and transport co-efficient of the medium produced in the

collision. The first observation of jet quenching was reported in the di-hadron correlation

study in the azimuthal plane at RHIC in Au+Au collision at
√
sNN=200 GeV [23–26].

Figure 1.5 shows the results from p+p, d+Au and Au+Au collisions by STAR ex-

periment [23]. The correlation is measured as a function of difference of azimuthal an-
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Figure 1.5: Left hand figure:(a) The two-particle azimuthal distributions for minimumbias

and central d+Au collisions and for p+p collisions, (b) Comparison of two-particle az-

imuthal distributions for central d+Au collisions to p+p and central Au+Au collisions.

Right hand side figure: Nuclear modification factor as a function of pT for minimum bias

and central d+Au collisions and central Au+Au collisions [23].

gle ∆φ for a high pT trigger particles with respect to low pT associated particles where

∆φ = φassociated−φtrigger. Both in p+p and d+Au, the azimuthal correlations show a clear

double peak, which represents a di-jet event. In Au+Au collisions data, one of the peaks

is strongly suppressed. In an explicit way, one of the jet is fragmented outside the medium

gives the near-side peak at ∆φ = 0 and the other one is passed through the medium, lost

its energy and fragments into hadrons giving the heavily suppressed away-side peak at

∆φ = 1800. This observation is in contrast to p+p collision where medium is absent

and can be inferred in a simpler way in terms of nuclear modification factor. The nuclear

modification factor (RAA) is defined as,

RAA =
d2N/dpTdη

TAAd2σpp/dpTdη
(1.4)

where d2N
dpT dη

is the differential yield per event in Au+Au collision, TAA = <Nbin>
σpp
inel

de-

scribes the nuclear geometry of the collision and d2σpp

dpT dη
is the differential cross section in

p+p. In the absence of medium effect, the value of RAA should be 1. But the plot in

the right panel of Figure 1.5, indicates a clear suppression of high pT hadrons in Au+Au

data. This implies that the jet quenching is a final state effect and it is a clear indication

of energy loss of hard-scattered partons due to interaction with a colored dense medium.
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However, more experimental evidence is needed to confirm about the QGP formation.

More studies are going on in this area at RHIC and LHC energies. Current results from

LHC in Pb+Pb collisions at
√
sNN = 2.76 TeV show RAA value around 50% less than the

RHIC results in the range of pT = 6-7 GeV/c. The rise of RAA value at around pT = 8

GeV/c is consistent with models. However, the magnitude of predicted slope varies from

model to model [27].

1.2.2 Collective Flow

The medium produced in heavy-ion collision undergoes hydrodynamical expansion be-

cause of large pressure gradient created in the collision process. During this expansion,

the constituents of the medium interact among themselves via the momentum transfer to

achieve local thermal equilibrium. Particularly in non-central collision, when the impact

parameter is non-zero, the spatial anisotropy in the reaction zone is converted into mo-

mentum anisotropy in the transverse momentum space after sufficient interaction among

the partons and a collective flow is built up. There will be more pressure gradient along

the minor axis than major axis and the reaction zone will attain symmetry during ex-

pansion. But the initial state information will be encrypted in the hadrons after freeze-out

and will be reflected in the transverse momentum spectra of the produced particles. As the

anisotropic flow is a self-quenching in nature, non-trivial results of it can be a unique tool

to probe the early stage and hints about the degree of thermalization. Experimentally, it

is measured by the transverse momentum distribution of particles with respect to reaction

plane [28]. Reaction plane is defined as the plane spanned by the impact parameter and

beam direction. The momentum anisotropy can be expressed by the Fourier expansion

co-efficient of triple differential invariant distribution of produced particles as follows.

E
d3N

d3p
=

1

2π

d2N

pTdpTdy
[1 + 2

∑

n

vncos[n(φ−Ψn)]], n = 1, 2, 3, ... (1.5)

where vn are the flow harmonics and Ψn are the angle of the initial state spatial plane

of symmetry. The first term of the right hand side of the equation measures the radial flow,

which is isotropic in nature and it gives a blue shift in the transverse momentum spectra

15



CHAPTER 1. INTRODUCTION 1.2. QUARK-GLUON PLASMA AND HEAVY-ION COLLISION EXPERIMENT

of the produced particles. The first term of the flow harmonics, v1, and second harmon-

ics, v2, is referred as directed flow and elliptic flow, respectively. It is believed that, v2

is sensitive to the early stage evolution, freeze-out conditions and equation of state (EoS)

of the medium created [29]. Theoretically it can be connected with the shear viscosity to

entropy ratio (η/s) using ADS/CFT correspondence [30] and can tell about the bulk prop-

erties of the medium. First evidence of collectivity was observed in heavy-ion collision

experiments at AGS and SPS energies [31, 32]. Later the anisotropic flow measurements

were done in more extensive ways with much higher energies at RHIC. STAR collabora-

tion reported first results on various order of flow harmonics by measuring the anisotropy

of azimuthal distribution of particles at
√
sNN = 200 GeV in Au+Au collisions [33].

The most interesting finding of this measurement was the scaling of v2 with the num-

ber of constituent quarks, which implies the partonic level of collectivity and possible

formation of a QGP medium. The RHIC results on v2 in comparison with different hy-

drodynamic and hybrid model signals a strongly interacting matter and appears to behave

like an almost perfect fluid [34]. Now measurement of v2 has drawn special attention at

LHC energy. The energy dependence study of v2 from RHIC to LHC shows an increasing

trend suggesting that more hotter with longer life time partonic phase is created in Pb-Pb

collision [35]. Because of higher multiplicity at LHC energy, the v2 measurement at LHC

energy will give more precision measurement of η/s to nail down the contribution from

a partonic fluid. Other higher order harmonics, like v3, v4 and v5, also can be used to put

constraint on the theoretical models and will help for better understanding of the matter

created.

1.2.3 Quarkonia Suppression

Suppression of heavy quarkonia as one of the signature of deconfinement was first pro-

posed by Matsui and Satz in 1986 [36]. Quarkonia, like J/Ψ and Υ, are bound state of cc̄

and bb̄ pairs, respectively. A non-relativistic model for interaction potential for quarkonia

spectrum in vacuum can be described by Cornell potential as follows.

V (r) = σr − α

r
(1.6)
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where r is the inter-quark distance, σ is the string tension and α is a constant (∼ 0.411).

In the relativistic heavy-ion collision, because of the high energy density, light quarks

anti-quarks are produced. In the mean time, cc̄ and bb̄ quark pairs are produced via gluon

fusion process. So the interaction potential of quarkonia will be heavily affected and will

be screened by the presence of other free color charges in the medium as the electromag-

netic Debye screening happens in the plasma. Then a screening constant will arise in

the potential and it is a function of temperature of the medium. If the bound state radius

rB (rB = 1
αmq

, mq is mass of the quark) is greater than the Debye screening distance,

then the quarkonia states will melt down and inhibits the production. This phenomenon is

called as quarkonia suppression. As rB is dependent on the mass of the quarkonia mass,

so the degree of suppression of various quarkonia states represents the thermometer for

the medium. Experimentally, first anomalous J/Ψ suppression was observed in NA50

experiment at SPS [37]. Later in RHIC, detailed studies have been done on the formalism

of nuclear modification factor by taking the invariant yield of Au+Au, d+Au collisions

with respect to p+p collisions [38–40]. However, suppression of J/Ψ observed in d+Au

collision which accounts for the cold nuclear matter (CNM) effects [41]. So it is difficult

to interpret the J/Ψ suppression as the signal of QGP. There are many theoretical argu-

ments suggest that there will be a J/Ψ enhancement because of recombination process

in the hadronization stage at higher energy [42, 43]. Pb+Pb collisions data at LHC have

already reported less suppression in comparison to SPS and RHIC. This provides a hint

in favor of recombination process [44]. So, more precise measurement and theoretical

understanding of the quarkonia production is needed for a definitive conclusion. Mean-

while, upcoming results from p+Pb collision at LHC, the J/Ψ and open charm elliptic

flow will help to determine the degree of thermalization of the medium.

1.2.4 Chiral Symmetry Restoration

We know that chiral symmetry is a symmetry of QCD Lagrangian in vacuum (where

mq=0). But at low temperature and large distance (∼ 1fm), at non-zero or finite value of

quark masses, chiral symmetry is broken, quarks are confined to form hadrons, and this is

the phase of QCD where we live in. The basic observables of chiral properties of QCD is

17



CHAPTER 1. INTRODUCTION 1.2. QUARK-GLUON PLASMA AND HEAVY-ION COLLISION EXPERIMENT

known as chiral condensate or quark condensate (〈ψψ̄〉) and for a spontaneously broken

chiral symmetry, it has non-zero value. So in summary,

〈ψ̄ψ〉







= 0, T > Tc,

> 0, T < Tc.
(1.7)

where Tc is critical temperature for the phase transition and this transition is known as

chiral phase transition [45]. The breaking of chiral symmetry because of non-zero quark

masses can be understood with an example of phase transition of paramagnetism to fer-

romagnetism in the presence of external magnetic field as follows. In paramagnetic ma-

terial, the spins are aligned in a random manner such way that the resultant spin is zero

and hence the symmetry is maintained. But when external magnetic field is applied, all

the spins are aligned along the direction of applied magnetic field. So the net spin will

be nonzero, which is a case of ferromagnetism. Due to this preferential alignment, there

is a breaking of symmetry of spin alignment. With an analogy to it, we can think of that

chiral symmetry is broken because of non-zero quark masses.

Chiral phase transition has been studied in Lattice QCD and it suggests that at the limit

of zero baryo-chemical potential and high temperature, hadronic matter will show a phase

transition to de-confinement and chiral symmetry will be restored. In the de-confinement

(QGP) phase, because of screening, the effective mass of the quark will be zero and chiral

symmetry will be restored. But, there was a speculation that whether the de-confinement

phase transition and chiral phase transition where chiral symmetry is restored, occur at

same temperature?

To answer this, the behavior of Polyakov loop susceptibility (χL) and chiral suscep-

tibility (χm) are studied as a function of coupling (β ∼T) which is shown in Figure

1.6. Polyakov loop susceptibility is related to the de-confinement at pure gauge limit

(mq → ∞) and chiral susceptibility is related to chiral symmetry breaking in the chi-

ral limit (mq → 0). Interestingly, rapid change in the Polyakov loop order parameter

(〈L〉) and chiral order parameter (〈ψψ̄〉) are observed at a particular temperature. In other

way, both the susceptibilities attain their maxima corresponding to the same critical tem-

perature. Therefore, the de-confinement and chiral symmetry restoration will happen at
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Figure 1.6: Deconfinement and chiral symmetry restoration in 2-flavour QCD: 〈L〉 is the

order parameter for deconfinement in the pure gauge limit (m → ∞) (left plot). 〈ψψ̄〉 is

the order parameter for chiral phase transition in the chiral limit (mq → 0) (right plot).

The Polyakov susceptibility (χL) and chiral susceptibility (χm) are also shown in right

and left figure, respectively as a function of coupling β = 6/g2 [45].

same transition temperature. There are also many lattice calculations done at non-zero

baryo-chemical potential to understand the phase diagram of QCD matter.

The physical observables of chiral symmetry restoration in the light meson spectrum

are (i) formation of massive Goldstone bosons (pion, kaon) and (ii) degenerate state of

scalar and pseudo-scalar, vector and axial vector meson [46]. Experimentally, it can be

observed from the spectral function of ρ, ω and φ mesons. Many theories suggest that the

masses of the ρ and a1 meson may merge with mixing of their spectral functions and will

show similar strength at both the masses, or there may be a smearing of spectral function

over the entire range of mass. The mass shift and in-medium width modification of ρ

meson can give a signature of chiral symmetry restoration. This can be done studying the

di-lepton continuum [47]. This has been studied by CERES experiment at SPS energies

and also has been continuing at RHIC and LHC energies. However, the thermal di-leptons

are the main backgrounds for this study. So more model study is needed to interpret the

data.
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1.2.5 Correlation and Fluctuation

It is proposed that correlation and fluctuations are sensitive to the phase transition and to

the thermodynamical properties of matter created [48–51]. One of the scientific break-

through in the measurement of correlations and fluctuations of the cosmic microwave

background radiation (CMBR) [52] carried out by COBE [53] and WMAP [54], which

revealed the interesting correlations due to Big-Bang. The anisotropies in the temperature

spectrum of WMAP experiment come from the quantum fluctuations during the epoch

of very early inflation as described in the Big Bang model. In a similar fashion, heavy-

ion collision experiment aims at the creation of little Big Bang in the laboratory and to

study the phase transition of QGP to hadronic matter using correlations and fluctuation

as a tool. Here some of the basics of the correlations and fluctuation measurements in

heavy-ion collision experiments are discussed.

1.2.5.1 Correlation

Basically two types of correlations studies are done in heavy-ion collision experiments.

One is, Fourier transformation of two particles Bose-Einstein correlation measurement

in momentum space, which is used to determine the space-time structure of the fireball.

This method is based on the Hanbury-Brown-Twiss (HBT) effect, which was used to

determine the size of distant star. Although HBT effect arises after the freeze out of the

strong interaction, but the measured correlation function contains the contribution from

all the time during the fireball expansion. So one has to be careful about the collective

behavior at partonic and hadronic level to interpret the result [55].

Similarly, second one is the di-hadron correlation of high pT particles in pseudora-

pidity and azimuthal space. These are studied to address the in-medium modification of

jet fragmentation function which is believed to be a direct manifestation of parton energy

loss in the medium [56, 57]. This is called as jet-like correlation and the correlation func-

tion is defined with respect to azimuthal angle difference (∆φ = φtrigger−φassociated) and
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pseudorapidity difference (∆η = ηtrigger − ηassociated) as follows.

C(∆φ,∆η) =
1

Ntrig

d2Nassociated

∆φ∆η
(1.8)

These types of di-hadron correlation results are studied in two ways: azimuthal corre-

lation and pseudorapidity correlation. Quenching of the away side peak of azimuthal

correlation is accounted for energy loss of the parton inside the medium and the away

side broadening is interpreted as collective mode of medium in the form of a wake of

lower energy gluons with Mach cone type angular emissions. Mach cone are created by

a Mach shock of the supersonic recoiling parton traversing the medium and emission of

secondary partons from the plasma in a preferential direction [58–60]. Similarly, the near-

side “ridge” in pseudorapidity correlation is an indication of long range correlation and

is a contribution from bulk matter, not from the jet fragmentation. However, still many

debates are going on this to explain the origin of “ridge”. Moreover, Ref [61] suggests

that medium-modification of the parton shower can result in significant changes in the

jet hadrochemistry. This can be observed via di-hadron correlation of identified particles.

The ratio of yield of baryon to meson in between heavy-ion and p-p collision both in

bulk and jet region counts for the radial flow and coalescence or recombination mecha-

nism [62]. Recently, in ALICE, di-hadron correlation of proton and pions are studied and

compared with PYTHIA. But no significant change is observed [63].

1.2.5.2 Fluctuation

Whenever we talk about fluctuation of a variable, it implies the deviation of its value

from the mean value. Fluctuation can be statistical or dynamical. Due to finite num-

ber of particles, there will be always a statistical fluctuation in the medium. Dynamical

fluctuations are related to the dynamics of the system. In heavy-ion collisions, there is a

trivial fluctuation arises due to volume which directly depends on the number of particles.

So fluctuation study of those variables are done which are volume independent. Event-

by-event measurement of mean pT fluctuations, particle ratio fluctuations and specially

fluctuation of conserved quantities, like net-charge, net-baryon, can be unique signature
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of QGP [64, 65]. Recent result on net charge fluctuation measurements shows some devi-

ation from hadron resonance gas and more towards the theoretically predicted QGP value

[66]. Moreover, there are many theoretical predictions about higher moments of con-

served quantities, like net-charge, net-baryon distributions which will signal the location

of critical point in the QCD phase diagram [67]. The higher moments of the distribu-

tion of conserved quantities are directly related to the correlation lengths. So the higher

moments will tell about the nature of the phase transitions and will help to quantify the

freeze out parameters on the QCD freeze-out curves. In short, this is the motivation of

doing higher moments of net-charge and net-baryon study in heavy ion collision. In the

next section, a comprehensive introduction to higher moments of conserved quantities in

connection to map the QCD phase diagram is given.

1.3 Higher moments of conserved quantities

In day-to-day life, we see matters transform from one phase to another, like melting of

ice, an iron rod becomes magnet when a magnetic material placed nearer to it, etc. The

response of matter with respect to applied external agents like temperature, pressure, mag-

netic fields are studied in terms of a diagram called as phase diagram. In a similar fashion,

according to lattice QCD predictions, under extreme conditions, QCD matter exhibits its

phase transition from colorless hadrons to a quark-gluon soup and the phase diagram of

QCD is studied by temperature versus baryo-chemical potential. As it is discussed ear-

lier, study of QCD matter always has been subject of interest, challenging and motivated

for the quest of fundamental knowledge. Lattice QCD has predictions about the phase

diagram and the nature of phase transition with respect to different quark flavours at zero

as well as non-zero baryo-chemical potential. So first, let’s have a tour on the QCD phase

diagram and then a connection of higher moments of conserved quantities with it will be

shown.
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1.3.1 The QCD Phase Diagram

From the lattice QCD point of view, the QCD phase diagram can be understood in the

following ways.

1.3.1.1 At vanishing baryo-chemical potential limit (µB = 0):
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Figure 1.7: 3-flavour QCD phase diagram at µB = 0 from lattice QCD calculations for

degenerated u and d quark [45].

Lattice QCD is successfully implemented in study of the QCD at µB = 0. At this

limit, phase transition of QCD depends on number of quark flavours (nf ) and their masses.

Then the most obvious question arises that at what temperature the transition occurs to

the plasma phase and what is the nature of the phase transition. This can be answered in

terms of global symmetry of QCD Lagrangian, which exists at either vanishing or infinite

quark masses. A qualitative picture of QCD can be drawn on the basis of universality

argument for the symmetry breaking in the heavy as well as light quark mass regime. As

discussed in section 1.2.4, the transition temperature can be evaluated by lattice QCD both

for heavy and as well as light quark mass limit using Polyakov limit and chiral condensate

limit, respectively [45]. Remaining question is the order or nature of the phase transition.

According to universality argument, the phase transition is of first order in the infinite
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quark mass limit. For the light quark mass limit, Pisarski and Wilczek formulation is

used to find out the quark mass and number of flavour dependence on the order of phase

transition [68]. According to it, the transition is of first order for nf ≥ 3 and is of

second order for nf = 2 which is shown in Figure 1.7. It is also evident from the figure

that the transition temperature is decreasing with increase of nf and chiral symmetry

is restored in the vacuum above a critical numbers of flavours. The most interesting

observation from this figure is that the occurrence of a second order phase transition line

as a boundary of first order phase transition in the light quark mass regime. The transition

on this line is controlled by an effective 3-dimensional theory with global Z(2) symmetry,

which is not a symmetry of the QCD Lagrangian. Here neither Plyakov loop nor the

chiral condensate will be the order parameter. That is why it is the most important for

the critical or crossover behavior of QCD at realistic quark mass limit. According to Ref

[45], the critical exponent, α, is positive for the 3-d Z(2) symmetry models, whereas it

is negative for O(4) model. This will induce a large density fluctuation in the vicinity of

chiral critical point. Therefore, it is important to determine the location of the physical

point (the chiral critical point) in the QCD phase diagram.

1.3.1.2 At finite baryo-chemical potential limit (µB 6= 0):

The finite temperature QCD phase diagram of the world we live in is of non-vanishing µB

and with physical quark mass is more complicated and interesting. Figure 1.8 represents

the QCD matter in a three dimensional plane of temperature, physical quark mass and

µB [69]. As discussed earlier, at vanishing light quark mass, the QCD matter undergoes

a phase transition corresponds to a temperature called as critical temperature (Tc) where

chiral symmetry is restored. But for non-zero value of light quark masses, the chiral phase

transition is a crossover transition and it is characterized by pseudo-critical temperature

Tpc. Meanwhile, for non-vanishing quark mass, the first order transition ending at the

vanishing quark mass in Ttri will end at a point called as critical point (CP) corresponds

to temperature Tcp and chemical potential µcp [69]. A lattice simulation with 2+1 flavours

by Ref [71] has given some evidence of existence of this CP in T-µB plane. Moreover, in

Ref [71] it is argued that CP has much richer structure instead of point like.
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Figure 1.8: Three dimensional QCD phase diagram in the temperature, baryo-chemical

potential and physical quark mass space [69, 70].

There is another line in Figure 1.8 which is called as the chemical freeze-out line. In

heavy-ion collision experiment, it is characterized by the temperature and µB at which

the expanding fireball forms hadrons. This is a parameterized line obtained by comparing

particle ratios of hadrons with hadron resonance gas (HRG) model. It is seen that, for

small value of µB, the freeze-out temperature and Tpc with physical light quark masses

are more close to each other and the difference increases with increasing value of µB. In

Ref [69], it is suggested that the freeze-out curve will remain close enough to the QCD

critical point at Tcp which is yet to be established.

Figure 1.9 is the theoretically sketched most simpler and widely accepted QCD phase

diagram in T-µB plane. It represents phases of QCD matter at different µB and T. As can

be seen, a first order phase transition line separates the QGP phase and hadron gas phase

and prediction of presence of critical point at the end of first order phase diagram. At

very high temperature and very small µB, there will be crossover. Similarly, at very high

µB and low temperature, there will be QGP phase which is believed to be the conditions

at the core of neutron stars where color superconductivity may arise. Like critical point

in other phase diagram in most common condensed matter, locating this CP in QCD

phase diagram is interesting and challenging too. Lattice QCD has been used to study
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Figure 1.9: QCD phase diagram [72].

the phase diagram extensively at finite T with µB = 0. However, at µB > 0, because of

severe fermion sign problem, study of QCD phase transition is prohibited in lattice QCD.

There are many efforts tried to deal with this sign problem, Taylor expansion in µB is one

of the method to circumvent this sign problem [73–75]. By this method, various order

of derivatives of pressure are calculated at µB = 0 and plugged into the Taylor series

expansion. These derivatives are defined as quark number susceptibilities

χnq =
∂n[p(T, µ)/T 4]

∂(µq/T )n
(1.9)

The divergence of quark number susceptibilities as a function of temperature will signal

about the critical behavior on the QCD phase diagram. However, there are certain limita-

tion and theoretical complication in this type of lattice simulation. So, how this gap can

be overcome by the experimental measurements is discussed in the next section.
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1.3.2 Higher Moments of Conserved Quantities As a Probe for QCD

Phase Transition and Freeze-out Condition In Heavy-ion Col-

lisions

In this course of discussion, there are two most fundamental questions to be answered on

the QCD phase diagram, which are given below:

(1) The co-ordinate of the critical point (CP) in the T-µB plane.

(2) Determination of freeze-out parameters in the vicinity of chiral cross-over transition

line.

Beyond certain limitation of lattice QCD calculation, according to theoretical sugges-

tions, the common answer to the above questions can be drawn by fluctuation analysis of

conserved quantities, like net-charge, net-baryon and net-strangeness. It is argued that, in

the vicinity of critical point, various thermodynamical quantities will show large fluctu-

ations and divergence in the correlation length. The higher moments of the multiplicity

distributions of conserved quantities are directly related to the correlation length (ξ). The

variance (σ2), the second order central moment, varies with ξ as σ2 ∼ ξ. The skewness

(S), which is the ratio of third order central moment to cube of σ, varies with ξ as S

∼ ξ4.5. Similarly, kurtosis (κ), is the ratio of fourth order to square of second order of

central moments, varies with ξ as κξ7. As the higher moments and their products have

larger dependence on ξ, that is why, they are treated as most sensitive tool to locate the

QCD critical point. In heavy-ion collision experiment, the measurement of higher mo-

ments of net-charge and net-protons can be used to determine the critical point. This

can be done by varying collision energy (
√
sNN ) to scan the QCD phase diagram. The

non-monotonic behavior of the higher order moments with respect to
√
sNN will signal

the location of critical point. First experimental results on net-proton higher moments at

RHIC did not see any indication of CP by their measurements based on three different

energies: 19.6 GeV, 62.4 GeV and 200 GeV. However, they don’t rule out the possibility

of existence of CP for the entire region in QCD phase diagram of µB below 200 GeV [76].

The search for QCD critical point is going on by RHIC beam energy scan (BES) program
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to investigate the range of µB from 100 MeV to 550 MeV using this higher moments anal-

ysis of conserved numbers, like net-charge, net-baryon (net-proton) and net-strangeness

(net-kaon).

On the other hand, the determination of freeze-out parameters is also important to

localize the freeze-out boundary in the QCD phase diagram. In heavy-ion collision ex-

periments, the temperature and baryo-chemical potential at which chemical freeze-out

occurs are called as freeze-out parameters (Tf and µfB) [77]. The determination of this

freeze-out parameters are done by measuring the particle yield ratios and then comparing

with them with thermal statistical model like Hadron Resonance Gas (HRG) model. This

HRG models are very successful in describing the QCD thermodynamics in the hadronic

phase [78, 79]. In this model, they use the thermal parameters Tf and µfB which corre-

sponds to the last interaction of the hadrons participating in the collective expansion and

cooling of the hot and dense medium. It is observed that, at µB = 0 and physical quark

mass value, the chemical freeze-out seems to occur at very near to the QCD transition re-

gion. But at larger values of µB/T , some discrepancy between the slope of the freeze-out

curve and current lattice QCD results is observed on the chiral phase transition line. The

limitation of HRG model is that neither it exhibits any critical behavior nor it accounts for

the sudden change of the degrees of freedom during the transition of hadronic to partonic

phase. This can be accomplished by experimental measurements of higher order moments

or cumulants (in chapter 3, a detail discussion on moments, cumulants and their relation-

ships are discussed) of net-charge and net-proton number fluctuations at RHIC and LHC.

At top RHIC energy and at LHC energy, we are at the chiral limit, where the µB value is

very small. It is the crossover region in the QCD phase diagram as shown in Figure 1.8.

According to Ref. [80], the chiral crossover transition line will appear close to the freeze-

out line. It is proposed that there will be non-trivial behavior of higher order cumulants of

net-charge and net-baryon multiplicity distributions, which will appear because of O(4)

criticality. In lattice QCD, the observation is made through the various order of quark

number susceptibility (χnq ) which can be directly connected to the respective order of

cumulants of the probability distribution of net-charge and net-baryon. The sign change

and ratio of those cumulants are suggested as sensitive probe for the critical behavior and
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rapid change of degrees of freedom. According to Ref [80], “If freeze-out occurs close to

Figure 1.10: Temperature dependence of ratio χB8 /χ
B
2 (right) and χB6 /χ

B
2 (left figure) are

calculated for different µB/T corresponding to values at chemical freeze-out in heavy

ion collisions in the Polyakov loop extended quark meson (PQM) model with functional

renormalization group (FRG) approach. The shaded area indicates the region of the chiral

crossover transition at µB/T = 0 [80].

the chiral crossover temperature the sixth order cumulant of the net baryon number fluc-

tuations will be negative at LHC energies as well as for RHIC beam energies
√
sNN &

62.4 GeV, corresponding to µB/T . 0.5. This is in contrast to hadron resonance gas

model calculations which yields a positive sixth order cumulant”. It means, the 6th order

cumulant of net-baryon will be negative in the vicinity of pseudo-critical temperature for

chiral symmetry restoration and ratio of sixth to second order cumulants of net-baryon

(χ6
B/χ

2
B) will be negative for freeze-out at LHC and RHIC high energy runs.

Table 1.2: Freeze-out conditions obtained from ratio of various order cumulants of net-

charge and net-baryon for the case that freeze-out appears well in the hadronic phase

(third row) or in the vicinity of chiral crossover temperature Tpc (fourth row) using lattice

QCD calculation. Second row gives the result from HRG model calculations [80].

Freeze-out conditions χB4 /χ
B
2 χB6 /χ

B
2 χQ4 /χ

Q
2 χQ6 /χ

Q
2

HRG 1 1 ∼ 2 ∼ 10
QCD:T freeze−out/Tpc ≤ 0.9 ≥ 1 ≥ 1 ≥ 2 ∼ 10
QCD:T freeze−out/Tpc ≃ 1 ∼ 0.5 < 0 ∼ 1 < 0

Figure 1.10 shows the temperature dependence of ratio of higher order cumulants cal-

culated at different µB/T corresponding to values at chemical freeze-out in heavy-ion
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collisions at RHIC. Moreover, it also predicts about the freeze-out conditions in com-

parison to HRG model and lattice using the ratio of cumulants which is given in Table

1.2.

In addition to this, ratio of cumulants can be used to determine the freeze-out param-

eters which are as follows [81].

• Even-odd ratios of cumulants are good observables to determine the value of

the baryon chemical potential at freeze-out.

• Even-even ratio of cumulants especially of the net-charge will allow to deter-

mine the freeze-out temperature.

From the above discussion, here is the summary of the key motivation for measur-

ing the higher moments of net-charge and net-proton multiplicity distribution at LHC.

The higher order moments of conserved quantities, like net-charge and net-baryon multi-

plicity distribution, can be directly connected with various quark number susceptibilities,

which allows the comparison of lattice QCD results directly with experiemntal measure-

ments. At LHC energy, where there is a prediction of crossover, the freeze-out curve will

be close to the chiral phase transition. Thus, freeze-out parameters can be determined

independent of any model by taking the ratio of higher order cumulant of conserved num-

ber fluctuations and their sign will reflect about the chiral crossover transition which will

allow to map the QCD phase transition and freeze-out curve at LHC energy.

1.4 Scope and organisation of thesis

The main motivation of the work in this thesis is to measure the higher moments of net-

charge and net-proton number fluctuations in Pb+Pb collision data of ALICE at LHC.

This study will help to explore the QCD phase diagram at very high temperature and

small µB, which will allow to compare the experimental findings with the lattice QCD

predictions and determination of freeze-out parameters in model independent way.

This thesis is organized as follows. In Chapter 2, a brief introduction to LHC experi-

ment, ALICE detector, the online and offline analysis framework of ALICE are discussed.
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In Chapter 3, an introduction to higher moments is given and its connection to lattice

QCD observables is drawn. Meanwhile, a brief description about lattice QCD, hadron

resonance gas model and baseline methods are discussed. Then the analysis methodology

of higher moments, like centrality bin-width correction, central limit theorem, statistical

error estimation, are discussed. Chapter 4 is devoted to simulation study to understand

the dependence of higher moments results on event statistics, detector effects and con-

tamination. Then two methods on efficiency correction for higher moments are discussed

using toy model. The analysis results are presented in Chapter 5. In this chapter, the

event selection, track selection, higher moments measurement and comparison of the re-

sults with HIJING are discussed. Then net-charge and net-proton higher moments, the

systematic error estimation and comparison of data with baseline values are done. At the

end the evolution of higher moments results with pseudorapidity coverage is discussed.

In Chapter 6, a summary of the analysis and outlook for future study are described.
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Chapter 2

Experimental Facilities

“In the matter of physics, the first lessons should contain nothing but what is experimental

and interesting to see. A pretty experiment is in itself often more valuable than twenty

formulae extracted from our minds.” -Albert Einstein

In late sixty of twentieth century, European Organization for Nuclear Research (CERN)

was established after eminent Noble laureate Louis de Broglie put the first official pro-

posal for it [82]. It started its first run in 1957 with the first 900 MeV SynchroCyclotron

(SC), a begin of new era, an endeavor in experimental nuclear and particle physics. It

was a leap of human mankind to a new world of knowledge towards the search of basic

fundamental laws of Universe. Thereafter, its journey still continues not only limited for

basic science but also all kind of services to mankind starting from medical science to

information technology. Today, CERN stands at the edge of the most advanced technol-

ogy the modern world has. It is one of the mega science projects and the biggest collider

experiment all over the world.

2.1 The Large Hadron Collider

In December 1994, CERN council released its approval for the Large Hadron Collider

(LHC) and decided to convert and reuse the Large Electron-Positron (LEP) tunnel for

LHC experiment[83]. The LHC tunnel of circumference 26.7 km is situated 170 me-

ter under the ground of French-Swiss border near Geneva. Inside the tunnel, there are
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two separate beam pipes surrounded by superconducting dipole magnets operating below

2K and are enclosed in a single cryogenic system(vessel) by “twin-bored” design [84].

Dipole magnets, which are used to bend the beam can provide a maximum of 8.33T of

magnetic field. There are total 1232 numbers of dipole magnets with several quadrupoles

and sextupole-dipole corrector magnets made up of NbTi superconducting coil accommo-

dated inside the LHC tunnel. Superfluid helium is used to keep all the magnets below 2K

for smooth operation at such high magnetic field. RF cavities are also used to accelerate,

to keep beam focused and to compensate synchrotron radiation loss of the accelerating

beam. A cross-sectional view of cryo-dipole containing two beam pipes, superconduct-

ing coil and other accessories with support structures is shown in Figure 2.1.

Figure 2.1: Cross section of LHC dipole with its support structures [83].

With the present setup, LHC is capable of colliding both proton beam as well as ion

beam (Pb82+) at maximum center of mass energy 7 TeV and 2.76 TeV, respectively. The

schematic view of LHC ring and CERN facilities for beam production to beam injection

is shown in Figure 2.2. Injection procedures for proton beam and Pb ion beam to the main

LHC ring involve multi-stage process, which are discussed herewith.

Proton beams are produced by stripping hydrogen atoms at Linear Accelerator (LINAC

-2) and then injected to BOOSTER. BOOSTER injects the beam to Proton Synchrotron
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Figure 2.2: The LHC complex at CERN.

(PS) and then PS to Super Proton Synchrotron (SPS). In SPS ring, they are accelerated

up to 450 GeV and then injected to main LHC ring for a 7 TeV p+p collisions where they

are further accelerated to 99.999% of speed of light. Each proton beam has 2808 bunches

with bunch spacing 25 ns and each bunch consists of 1.15 × 1011 protons to provide a

nominal luminosity of 1034cm−2s−1 [83].

Producing Pb ions are little bit complex than proton beam. The Pb atoms are produced

by vaporizing pure lead sample when it is heated up to 5500C. After that lead vapor is

initially ionized by passing electrical current. Now these ions are accelerated in LINAC

3 and then passed through carbon foil for further stripping of electrons to make Pb54+.

After it, they follow the same path as the proton beam. Before injecting to PS, Pb54+

are accelerated to 72 MeV per nucleon in Low Energy Ion Ring (LIER). In the PS ring,

final stripping of electrons are done to make Pb82+ and again accelerated to 5.9 GeV per

nucleon. SPS accelerates the beams to 177 GeV per nucleon before injecting to the LHC

ring. In Pb beam, there are 592 bunches with each bunch consisting of 7.0 × 107 ions to

give a nominal luminosity 1.0× 1027cm−2s−1 [83].

The beams from SPS are injected and circulated clock-wise and counter clock-wise in
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the LHC ring. The circulating beams are made to collide at 4 main interaction points. At

each interaction point, depending upon the physics goal, detector facilities are established

to record the collision data. A Toroidal LHC ApparatuS (ATLAS) and Compact Muon

Solenoid (CMS) are two high luminosity experiments situated diametrically opposite in

LHC ring at Point 1 and Point 5, respectively. They are mostly designed for p+p collision

to address the standard model predictions: the Higgs Boson. Apart from Higgs Boson

search, they also look for physics beyond Standard Model like Super-symmetry (SUSY)

particle and extra dimensions. However, ATLAS and CMS are also capable of taking

Pb+Pb collision data. Large Hadron Collider beauty (LHCb) experiment is built at Point

8, which takes data only during p+p collisions. This is a small dedicated experiment to

deal with matter anti-matter puzzle in the Universe. A Large Ion Collider Experiment

(ALICE) is located at Point 2. ALICE can take data both for p+p and Pb+Pb collisions. It

is a dedicated experiment for Pb ion collisions to study matter which is believed to have

existed after one micro-second of Big Bang: the Quark-Gluon Plasma. The design and

purpose of ALICE detector and its sub-detectors are described in the next section.

2.2 A Large Ion Collider Experiment (ALICE)

Towards the end of 1990, the idea of making a general purpose heavy-ion detector was

conceived in a workshop sponsored by ECFA [85]. The dream of building ALICE came

into a reality when it was approved in 1997. Today what we see the ALICE detector is a

contribution from its collaborators counting over 1000 physicists and engineers from 105

institutes in 30 countries across the world. ALICE experimental facilities are setup inside

the old L3 LEP cavern. Although ALICE is a slower detector in comparison to ATLAS

and CMS, it is optimized for high multiplicity environment. It is also well known for

its versatility among all LHC experiments. It can be operated for p+p, p+Pb and Pb+Pb

collisions to cover a wide range of physics topics. It has excellent tracking and particle

identification (PID) capabilities over a wide range of momenta to address both soft and

high pT physics (e.g. jet physics). ALICE has total 18 sub-detectors assembled in central

barrel part and in the forward region; together accounts overall dimensions 16× 16× 26
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m3 and weight of approximately 10,000 tons [86]. In Figure 2.3, various sub-detectors in

ALICE are shown.

Figure 2.3: Schematic view of ALICE detector.

In this section, the descriptions of various sub-detectors are given by grouping them

in central region and then the forward region according to their position in ALICE.

2.2.1 The Central Barrel

The central barrel extends from -0.9 to 0.9 in pseudorapidity with full azimuthal coverage

covering polar angles from 450 to 1350. It consists of Inner Tracking System (ITS), Time

Projection Chamber (TPC), arrays of Time Of Flight (TOF), Ring Imaging Cherenkov

(HMPID), Transition Radiation detector (TRD), Photon Spectrometer (PHOS) and Elec-

tromagnetic Calorimeter (EMCAL). All detectors have full azimuthal coverage around

the beam pipe except HMPID, PHOS and EMCAL. The design and primary physics ob-

jectives of each detector will be discussed according to their geometrical position starting

from interaction point in radially outward direction.
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2.2.1.1 Inner Tracking System (ITS)

ITS is also known as vertex detector and is comprised of 6 cylindrical layers formed by

3 groups of silicon detectors having 2 layers each located in between 4 cm to 43 cm

covering rapidity range of |η| < 0.9. Only the first layer is extended up to |η| < 1.98

together with the Forward Multiplicity Detectors (FMD) for continuous measurement

of charged-particle multiplicity. ITS has relative momentum resolution better than 2%

for pions within the transverse momentum 100 MeV/c to 3 GeV/c [87]. It can detect

simultaneously more than 15,000 tracks having spatial resolution of the order of few tens

of µm.

The two innermost layers are called Silicon Pixel Detector (SPD). It is made up of

hybrid silicon pixels consisting of two-dimensional matrix of silicon detectors diodes

operating in reverse-biased mode. Its readout chips are mixed signal ASIC developed in

an IBM 0.25 µm CMOS processor having high radiation-tolerant design. It is used for

the determination of position of primary vertex and measurement of impact parameter of

secondary tracks coming from weakly decaying particles, like strange baryons (Λ,Ξ and

Ω) and D-mesons. SPD is relatively radiation hard and can handle track density as high

as 50 tracks/cm2. SPD has the best spatial resolution which is 12 µm.

The two intermediate layers of the ITS are called Silicon Drift Detectors (SDD) made

up of 300 µm homogenous high-resistivity Neutron Transmutation Doped (NTD) silicon.

Three types of ASICs, namely PASCAL, AMBRA and CARLOS, are used in its front-end

electronics. Its working principle is like a gaseous drift chamber. When a charged particle

passes through it, it creates electron-hole pairs. The drifting electrons are collected by the

readouts and from the drifting time, its spatial position is determined. SDD has spatial

precision of 35 µm. It also provides energy-loss information which is used for particle

identification.

The two outermost layers of ITS are made from double sided Silicon Strip Detectors

(SSD). The detection module consists of one sensor of 300 µm thick each. SSD provides

two-dimensional measurement of track position with spatial precision 20 µm and is cru-

cial for matching the TPC tracks with ITS. Both SDD and SSD have analog readout to

provide dE/dxmeasurement for which ITS can identify the low momentum particles [86].
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2.2.1.2 Time Projection Chamber (TPC)

TPC is the main tracking device in the central barrel region and also known as the heart of

the ALICE detector system [88]. It has full azimuthal coverage and with pseudorapidity

coverage from |η| < 0.9. TPC is designed with a cylindrical shape surrounding the ITS.

The longitudinal length of TPC is 5 m and its inner and outer radii are 0.85 m and 2.5 m,

respectively. It is a gaseous detector of volume 90 m3 filled with mixture of Ne, CO2 and

N2 in 90:10:5 proportions. The schematic view of TPC is shown in Figure 2.4.

Figure 2.4: Three dimensional view of TPC.

The central electrode is kept at 100 kV and the field cage is operated at high volt-

age gradient of 400 V/cm. Whole TPC is provided with an uniform magnetic field of

0.5 T along the z-direction by the L3 magnet. Maximum drift time of TPC is 90 µs

which defines the limiting factor for TPC to handle maximum luminosity and trigger

rate. TPC trigger rates for p-p events and Pb-Pb events are 1kHz and 300Hz, respectively

[88]. Becuase of this, pile up events are expected. For example, at luminosity of about

5 × 1030cm−2s−1 in p-p collision with interaction rate 350 kHz, 30 p+p interactions are

recorded with triggered events. Those pile-up tracks are removed during reconstruction

by applying suitable vertex cuts.

When a charged particle passes through the gaseous medium, it ionizes the gas produc-
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ing electrons. The liberated electrons drift from central electrode to the cathode pad read-

outs at each end plate, which are made up of Multi-Wire Proportion Chambers (MWPC).

Each end plate has 18 sectors in azimuth and again each sector is segmented into 2 cham-

bers radially. There are about 560,000 readout pads mounted in inner and outer chambers.

Readout chambers are closed by gating grid to prevent space charge due to positive ions

from drifting back from multiplication region of non-triggered and background interac-

tions. Laser systems are provided for precise position inter-calibration and online moni-

toring of temperature and space charge distortion at the order of few mm. The digitization

and signal processing is done by a chip called ALTRO (ALice Tpc ReadOut) which can

handle 16 channels. Typical event size is about 30 MB at dNch/dη = 2500.

Typically a track can have maximum 160 measured clusters. These measured clusters

provide the information about the energy loss (-dE/dx) of the particle passing through the

gaseous volume. Particle identification (PID) is done using this information based on the

theoretical expectation obtained by famous Bethe-Bloch energy loss formula,

〈dE
dx

〉 = 4πNe4

mec2
Z2

β2

(

ln
2mec

2β2γ2

I
− β2 − δ (β)

2

)

(2.1)

where me is the rest mass of electron, Z is the charge of the particle, N is the number

density of electrons in the gas medium, I is the mean excitation energy of the atom and β

is the velocity of the charged particle (ALICE uses a parametrized form of Bethe-Bloch

formula proposed by ALEPH experiment [89]). TPC can identify charged particles of

transverse momentum from 0.1 GeV/c to 100 GeV/c. The momentum resolution is ∼6%

below 10 GeV/c and the dE/dx resolution is better than 5% for isoloated tracks [88].

TPC can give a 3-dimensional information of charged particle tracks which is done by

Kalman filtering. The TPC only tracking efficiency saturates around 90%. The azimuthal

resolution and longitudinal resolution are within 1110 to 1250 µm. So TPC is referred as a

3D camera. TPC, in conjunction with other detectors, is also used for vertex determination

and generation of fast online High-Level Trigger (HLT) for the selection of rare events.
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2.2.1.3 Transition Radiation Detector (TRD)

Transition Radiation detector is installed in between TPC and TOF at radial position of

2.9 m to 3.68 m from interaction point in the central barrel region. It has pseudorapidity

coverage −0.84 < η < 0.84 and 2π azimuthal coverage. It has 18 super modules and

each one consists of 30 modules arranged in five stacks along z-direction and 6 layers

in radius. Each individual layer consists of a radiator, a drift chamber and MWPC with

readout electronics. The radiator is composed of different inhomogeneous materials [90].

The drift chamber contains Xe+CO2 (85:15) as counting gas. The readout electronics are

realized as ASICSs.

The physics goal of TRD is to identify electrons from pion of momentum above 1

GeV/c to study the light and heavy meson resonances and dilepton continuum both in p+p

as well as in Pb+Pb collisions. Electron-pion disentangling is done by transition radiation

mechanism. When a charged particle passes through a medium of different dielectric

constants, transition radiation occurs in terms of soft X-ray photons. The number of

photon creations is directly proportional to the Lorentz factor γ of that charged particle.

For example, a charged particle of p = 1GeV/c, the ratio of γ factor for electron to pion

is 2000/7. This X-ray photons in turn produce electron clusters in the gas volume of the

detector and after amplification it induces signal in the readout. Depending on the pulse

height and average drift time, pions and electrons are separated [91]. At 90% efficiency

of electron identification, only 1 pion out of 100 is misidentified as electron.

Using the tracklet information from its 6 layers, TRD is also used as a tracker to

improve the momentum resolution in the central barrel. TRD uses L1 trigger to increase

the yield for Υ and high pT J/ψ produced directly from B-decay [92].

2.2.1.4 Time of Flight (TOF)

Time of Flight detector is made up of Multi-gap Resistive Plate Chambers (MRPC) tech-

nology [93]. TOF is cylindrical in design placed after TRD with inner and outer radii 370

cm and 390 cm, respectively. It covers the pseudorapidity range of −0.9 < η < 0.9 and

full azimuthal space in the central barrel region. It has 18 sectors in φ with 5 segment in

z-direction. Each sector has one module, which counts in total 90 modules. The active el-
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ements of TOF detector are 10-gap doubly-stacked MRPC strips which are placed inside

each module (15 in the central, 19 in the intermediate and external modules) in a tilted

manner to minimize the traversed path of the charged tracks through the chamber strips

and to minimize the dead area. The tilting angle of those strips with respect to axis of the

cylinder increases from 00 (central part) to 450 (most peripheral modules). These MRPC

strips are enclosed inside the modules with a gas mixture of C2H2F4 (90%), i-C4H10 (5%)

and SF6 (5%) at atmospheric pressure. The MRPC strips are connected with the readout

electronics. So in total 1638 MRPC strips have 157248 numbers of readout pads. The

intrinsic time resolution is 40 ps and with other uncertainties, its overall time resolution

is 150 ps and efficiency is close to 100% [86].

The MRPC are kept in high and uniform electric filed. When a charged particle passes

through the gas volume, it produces avalanche immediately, which are collected by the

readouts as signal with almost zero drift time. The particle identification is done by the

time of flight technique. If t is the time of flight and L is the particle trajectory length,

then mass of the charged particle can be calculated as,

m2 =
p2

c2

(

c2t2

L2
− 1

)

(2.2)

Then two charged particles of unequal masses of m1 and m2 with same track length and

same momentum p can be identified from the number of standard deviations in the time

of flights difference as shown in equation 1.3.

nσ =
t1 − t2
δt

(2.3)

where

t1 − t2 =
L

2c

(

m2
1c

2 −m2
2c

2

p2

)

(2.4)

and δt is the time resolution of the TOF detector. The basic physics goal of TOF in

ALICE is to provide good PID capability in the intermediate momentum range. Using

TOF information, pions to kaons and kaons to protons can be separated better than 3σ

below 2.5 GeV/c and 4 GeV/c, respectively. ITS, TPC and TOF all together also used
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for vertex reconstruction and for dE/dx measurement below 1 GeV/c. This helps to study

open heavy-flavor physics and vector meson resonances, like φ meson and ω meson.

2.2.1.5 High-Momentum Particle Identification Detector (HMPID)

The High-Momentum Particle Identification Detector (HMPID) has only acceptance of

5% in the central barrel region. It has only 5 modules which extends from 1.20 to 58.80

in azimuthal angle and has only pseudorapidity coverage of −0.6 < η < 0.6. HMPID

working principle based on Ring Imaging Cherenkov radiation. A 15 mm thickness of

liquid perfluorohexane (C6F6) is used as radiator. When a fast moving charged particle

passes through the radiator it emits Cherenkov photons and these photons are detected

by thin layer of CsI deposited onto the cathode pads of a MWPC. In between radiator

and the MWPC, CH4 is used as detector gas. The main goal of HMPID is to enhance

PID capability beyond the momentum range attainable by ITS, TPC and TOF [94]. It

can discriminate π/K and K/p on track-by-track basis up to 3 GeV/c to 5 GeV/c [86].

Its geometry is optimized for particles with large opening angle required for two-particle

correlation measurements. HMPID can be used to identify high momenta light nuclei

(3He, α) also.

2.2.1.6 PHoton Spectrometer (PHOS)

PHoton Spectrometer (PHOS) is a single-arm high resolution electromagnetic spectrom-

eter with high granularity. Its geometrical position is 460 cm from the interaction point

and is placed at bottom part of ALICE detector. It covers −0.12 < η < 0.12 and up

to 1000 in azimuthal angle. It has two parts, one is highly segmented electromagnetic

calorimeter (PHOS) and other one is a Charged particle Veto (CPV) plane. There are 5

modules of PHOS and each module has 3584 detection cells arranged in a 56×64 matrix.

The detection cells are made up of lead-tungstate crystal (PbWO4) coupled to Avalanche

Photo-Diode (APD). The CPV is a MWPC with cathode-pad readout placed on the top of

PHOS module. CPV has better than 99% of charged particle detection efficiency. PHOS

readout concept is adopted from TPC. The time resolution is about 2 ns at energies above

1.5 GeV [86][95].
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PHOS is used for the measurements of neutral mesons, like π0 and η, via their decayed

photons. Direct photon measurements are done against decay photons by doing shower

shape analysis. It also helps to study jet quenching and γ-jet correlations.

2.2.1.7 ElectroMagnetic Calorimeter (EMCAL)

The ElectroMagnetic CALorimeter (EMCAL) is a large Pb-scintillator sampling calorime-

ter with cylindrical geometry. It is placed ∼4.5 m from the beam line. The position of

EMCAL is opposite to PHOS in azimuth and adjacent to HMPID. Its construction started

in 2008 and its design is heavily influenced by its location within ALICE L3 magnet. It

covers |η| ≤ 0.7 and δφ = 1070. EMCAL is used to measure the neutral energy compo-

nents of jet for full jet reconstruction in all collision systems. It also provides L0 and L3

trigger [96].

2.2.1.8 ALICE Cosmic Ray Detector (ACORDE)

ALICE Cosmic Ray DEtector (ACORDE) is an array of 60 plastic scintillators placed on

the upper surface of L3 magnet. The azimuthal coverage is -600 < φ < 600 and pseu-

dorapidity coverage −0.13 < η < 0.13. ACORDE provides a fast L0 trigger to ALICE

Central Trigger Process when atmospheric muons pass through the ALICE detectors. It

is mainly used for calibration, alignment and performance of tracking detectors like ITS,

TPC, TOF and HMPID. ACORDE can measure atmospheric muons which allow to an-

alyze the muon momentum spectra from 100 GeV to 2 TeV with very high precision

[86].

2.2.2 The Forward Detectors

There are some specialized small detector systems installed in the forward region of AL-

ICE. They are used for triggering or to determine global event characteristics like collision

time, collision vertex, centrality and event plane. These detectors are namely, ZDC, PMD,

FMD, V0 and T0.
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2.2.2.1 Zero Degree Calorimeter (ZDC)

There are two sets of hadronic ZDCs located at 116 m away from both side of the inter-

action point (IP). Each ZDC has two set of distinct detectors: one for spectator neutron

(ZN) placed with almost 00 angle relative to LHC beam axis, other one is for spectator

protons (ZP). ZP is placed externally to the outgoing beam pipe because the protons will

be deflected by the magnetic element of beam pipe. This hadronic beam pipe is quartz fi-

bres sampling calorimeter. When a particle passes through the dense absorber, it produces

Cherenkov radiation in the quartz fibres. The signal is collected by optical readouts and

fed to PMT and further to counting room. There are also two electromagnetic calorime-

ters (ZEM) used to compliment ZDC. A combination of signals coming form ZDC and

ZEM provides three L1 triggers meant for event classification (central, semi-central and

minimum bias events) [86].

2.2.2.2 Photon Multiplicity Detector (PMD)

The Photon Multiplicity Detector (PMD) is ingeniously developed by the Indian group.

It is placed in the forward pseudorapidity region of 2.3 < η < 3.7. The active element

of the detector is made up of large array of honeycomb structured gas proportional coun-

ters installed in two planes perpendicular to the beam pipe. Each plane of PMD has 24

modules and each module is populated by 4608 numbers of honeycomb cells. One of the

plane is called Charge Plane Veto (CPV) and another one is called preshower. In between

the two planes, a lead converter of thickness 1.5 cm is kept. A charged particle is distin-

guished from photon by its shower size. Generally a charged particle does not produce

any shower and it affects only one cell but when a photon passes through the lead con-

verter it produces a shower of electrons and affects many cells of the pre-shower plane.

By using the information from CPV and preshower plane, photon identification is done.

PMD measures photon multiplicity on event-by-event basis which is used for the study

of many physics topics, like limiting fragmentation, disoriented chiral condensates and

fluctuations of global observables. PMD is also used to determine the event plane [97].
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2.2.2.3 Forward Multiplicity Detector (FMD)

Forward Multiplicity Detector (FMD) consists of 5 rings and classified into three accord-

ing to their position (FMD1, FMD2 and FMD3). FMD2 and FMD3 consist of both an

inner and an outer ring. These are installed on either side of ITS detector. FMD1 is placed

at 320 cm away from IP. FMD2 and FMD3 have same coverage in pseudorapidity in ei-

ther side of IP (FMD2: 1.7 < η < 3.68 and FMD3: −1.7 > η > 3.68). FMD1 covers

pseudorapidity range 3.68 < η < 5.03. Each inner detector ring is mounted by 10 and

outer ring by 20 silicon strips. The signals from each silicon strip are collected and pro-

cessed. ALTRO chips are used as Analog-to-Digital Converter (ADC). FMD plays a big

role in providing a continuous multiplicity distribution in the forward region. FMD also

allows to measure reaction plane required for azimuthal anisotropic measurement within

the FMD’s pseudorapidity coverage [86].

2.2.2.4 V0 detector

Two scintillator counters V0A and V0C are together called as V0 detector. V0A expanses

over pseudorapidity range 2.8 < η < 5.1 and is located 340 cm from IP on the oppo-

site side of Muon spectrometer. V0C is situated at 90 cm from IP with pseudorapidity

coverage −3.7 < η < −1.7. The scintillating materials consist of BC404. V0 serves

as minimum-bias triggers provider to the central barrel detectors both in p+p and Pb+Pb

collisions.

2.2.2.5 T0 detector

T0 detector consists of two arrays: T0-A and T0-C. Each array has 12 Cherenkov coun-

ters. The Cherenkov counters are made from Photo-multiplier tube, PMT-187. T0-C has

pseudorapidity range −3.28 < η ≤ −2.97 and T0-A has 4.61 ≤ η ≤ 4.92. T0 is a very

fast detector with dead time less than 25 ps. The main objective of T0 is to generate a start

time for TOF detector. It can determine vertex position with a precision of ±1.5 cm. It

also provides L0 triggers and sends an early ‘wake-up’ signal to TRD prior to L0 trigger

[86].
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2.2.3 The Muon Spectrometers

Muon spectrometer is specially designed for muon detection and is installed in the C side

of ALICE. It consists of an absorber to absorb hadrons and photons, 10 planes of high

granular tracking system, a large dipole magnet, a passive muon-filter wall and four planes

of trigger chambers. The 4.13 m length front absorber of radiation length ∼ 60X0 is

placed inside the solenoid magnet 503 cm away from IP in negative z-direction. There are

total 5 tracking stations to provide two-dimensional hit information with spatial resolution

about 100 µm. Out of them, two are placed before dipole magnet, one inside and one

outside the dipole magnet. Each tracking system had two chambers; each chamber has

again two cathode planes. An iron wall of 1.2 m is used as muon filter. There are also two

trigger detectors placed in two planes each made from RPC modules. Each trigger plane

has 18 RPC modules. The dipole magnet is placed outside the L3 magnet at -z = 9.94 m

from IP to allow reconstruction of muons momentum.

Muon Spectrometer can measure muon in the pseudorapidity region −4.0 < η <

−2.5. This allows us to study vector meson resonances like φ meson to quarkania, i.e.

J/Ψ, Υ and Υ
′

through their µ+ and µ− decay channels. It also allows to study the unlike

sign di-muon continuum up to masses 10 GeV/c2. Taking measurement of electrons from

TRD and muons from Muon Spectrometer, e-µ coincidence study can also be done in

ALICE [86].

2.3 ALICE Online systems

During data taking, the main role of ALICE online systems is to select physics events in

an efficient way and finally to archive them to permanent data storage for later analysis.

ALICE online system can be divided into four subsystems: Data Acquisition (DAQ),

Central Trigger Processor (CTP), High Level Trigger (HLT) and Control Systems. Below,

their working principle is discussed briefly how they accomplish the ALICE experiment.
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Figure 2.5: Schematic architecture of ALICE DAQ with interface to HLT [86].

2.3.1 Data AcQuisition (DAQ)

The main role of DAQ is to collect the collision data from different sub-detectors and save

it to tape. ALICE uses several triggers to collect data, which use a large fraction of total

data acquisition bandwidth. So the ALICE DAQ has to be really efficient to handle the

demand of large data flow. A schematic architecture of DAQ system is shown in Figure

2.5. When a detector receives a trigger signal from CTP through a dedicated Local Log-

ical Unit (LTU), it starts collecting data. The Fron-End Read-Out (FERO) electronics of

detectors are interfaced with the Detector Data Links (DDL). Local Data Concentrators

(LDCs) receive event fragments via DDL and then assemble them logically into sub-

events. LDC decides the destination of each sub-event. The Event-Destination Manager

(EDM) informs the LDCs about the availability of Global Data Collectors (GDCs). Then

LDCs send the sub-events to GDCs where the full event building is done with appropri-

ate trigger. The event building is managed by Event Building and Distribution System

(EBDS) whose role to synchronise all LDCs and their destination GDC to balance the

loads on different GDCs. Once event building is done and after a fixed size of data is

obtained, GDCs archive the data in Transient Data Storage. These GDCs produced files

are registered by AliEn and then TDS mover export them to CERN Computing Center
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(CCC) to record them in Permanent Data Storage (PDS). DAQ comunicate with its var-

ious elements via TCP/IP protocol. The software used for DAQ is Data Acquisition and

Test Environment (DATE), which uses UNIX system tools and its configuration is real-

ized with MySQL. Monitoring Of Online Data (MOOD) is used to monitor the quality

and visualisation of data created by ALICE detectors. MOOD is interfaced with DATE

and it can handle online and offline data streams available on LDCs and on GDCs. DAQ

framework has also Automatic Monitoring Environment (AMORE) to monitor the data

quality by checking against some reference. If any data quality does not meet the desired

reference, it gives alrams and initiates automatic recovery. ALICE DAQ has capability to

process data at 1.25GB/s in Pb-Pb collisions.

2.3.2 Central Trigger Processor (CTP)

ALICE Central Trigger Processor (CTP) is designed to select events satisfying the re-

quirements of physics demand and conditions imposed by the DAQ. CTP has broadly

two categories of trigger levels. The first category is known as ‘fast’ part used for those

detectors which have GASSIPLEX front-end chip. This ‘fast’ part has two levels: Level

0 (L0) and Level 1 (L1). L0 signal reaches detectors in 1.2 µs and receives all trigger

inputs very fast. L1 signal is delivered after 6.5 µs and it picks all the remaining fast

inputs. The second category of trigger is final level of trigger: Level 2 (L2). At high lu-

minosity environment, event pile-up is a common issue. To make events reconstructable,

ALICE uses a past-future protection circuit. Past-future protection circuit rejects events

if any other event occurs within a specified time window. The time window depends on

detectors response time. TPC is the slowest one with response time 88µs. So L2 trigger

has to wait for the end of past-future protection interval (88µs) to verify whether an event

can be recorded or not. The trigger signals are sent to the detectors using Local Trigger

Unit (LTU). CTP has seven different types of 6U VME boards which mediate the trig-

ger signals. There are 50 trigger classes and 60 trigger inputs (24 L0, 24 L1 and 12 L2)

for ALICE. Triggers inputs are provided by various trigger detectors and synchronized to

LHC clock cycles. Trigger class is defined by some logical conditions demanded for in-

puts from a set of detectors required for readout. A maximum of six combinations (called
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as detector clusters) can be defined at a time.

CTP also records several types of data related to its operations. For each accepted

event, it sends information about orbit number, bunch crossing number, trigger informa-

tion in L2 accept (L2a) message to detectors. It also records scalers and checks at regular

intervals to check the correct information of triggers. To avoid any loss of rare events,

all trigger classes are grouped into two groups: those corresponding to rare processes

and those corresponding to common processes. At the initial stage, all trigger classes are

activated and can generate triggers. When a temporary storage exceeds some predefined

maximum limit, DAQ sends signal to disable the common classes to make available the

band width for rare classes. Again when the temporary storage has gone below some

corresponding minimum limit, the common classes are again enabled by DAQ.

2.3.3 High Level Trigger (HLT)

Figure 2.6: The six architectural layers of HLT [86].

High Level Trigger (HLT) does online analysis for event analysis and data compres-

sion to face the data volume. A single central Pb+Pb collision produces data of 75 MB and

after all detectors information and trigger selection, the data flow rate becomes 25 GB/s.

But in real, physics content is very small. So for a better management and compression of
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collision data, HLT follows a six layers of architecture which is shown in Figure 2.6. All

detectors are connected with HLT by Detector Data Links (DDLs) and there are such 454

DDLs in ALICE. In the layer 1, raw data is collected via these DDLs. The Calibration,

hit and clusters information extraction are done in layer 2. Individual reconstruction of

events for each detector are done in third layer. Assembling of all detectors information

and full event building is done in layer 4. In layer 5, selections of events are done based

on the run specific physics selection criteria. At the end, data compression is done in sixth

layer.

To perform this online analysis of events, HLT needs huge computing resources. This

demand is met by a PC farm (located in the counting room in ALICE at Point2) of up

to 1000 multi-processor computers running in parallel on the nodes. In order to keep

inter-nodes traffic minimum, data processing is done in a hierarchical structure. Raw data

processing is done directly on the Front-End Processors hosted by HLT-REadout Receiver

Card (H-RORC) and the Global data processing is done in the computing nodes. HLT

output DDLs are the mediator to send the trigger decision, Event Summary Data (ESD)

of reconstructed events and compressed data to DAQ for data recording and archiving.

2.3.4 Control System

The main goal of ALICE Control System is to ensure safe, smooth and correct operation

of the experiment. It has the ability to take pre-programmed decisions and automatic

actions with least human intervention. Configuring, monitoring and controlling of both

hardware and software equipments are done through a user interface from ALICE Control

Room (ACR). It has two parts: Detector Control System (DCS) and Experiment Control

System (ECS), which are discussed briefly below.

2.3.4.1 Detector Control System (DCS)

DCS checks the experimental environment, like cooling, water leakage and temperature

in the experimental area. There are 8 sub-detectors, which has gas systems with their

associated control system. DCS checks regularly those parameters and warns if it shows

any anomaly. DCS has interlocks systems, which provides protection to the sub-detectors
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by switching of the electronics equipment, for example, when high temperature is detected

on its electronics board. DCS also exchanges information with LHC machine about the

magnet control system and other primary services.

2.3.4.2 Experiment Control System (ECS)

As we know there are several online systems in ALICE (DAQ, CTP, HLT, DCS), which

work independently, as well as concurrently in partition during an experimental run. But

during the commissioning phase, each detector is tested and debugged independently.

This testing mode is called as ’standalone mode’. The role of ECS to coordinate the

operations of online systems by receiving and sending commands to them through inter-

faces based on Finite-State-Machines (FSM). The major components of ECS are Detector

Control Agent (DCA), Partition Control Agent (PCA), Detector Control Agent Human In-

terface (DCAHI) and Partition Control Agent Human Interface (PCAHI). DCA handles

the standalone data acquisitions for the detectors running alone and it receives commands

from the human interface (DCAHI). PCA job is to handle data acquisition runs using all

the detectors active in the partition. PCA receives command from human interface PC-

AHI and can exclude/include any detector from a partition. For a overall coordination

among all the online systems, there interfaces like DCS/ECS, ECS/DAQ, ECS/HLT and

ECS/TRG are provided.

2.4 ALICE Offline Analysis Framework

The data recorded during the experiment are stored in the permanent storage by the on-

line systems for later analysis to explore the physics topics for respective experiment.

The goal of ALICE offline analysis framework to process those data in various steps to

extract the physics content. For that, ALICE Offline framework does various task such

as simulation, reconstruction, calibration, alignment and visualization. The amount of

computing resources required for data processing is huge which is not possible to do in

a concentrated single place. Therefore, distributed computing facilities are made avail-

able around the world and this is coordinated by the Worldwide LHC Computing Grid
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(WLCG) project. For an end-user to access the experimental data, a middleware for AL-

ICE user is developed to connect with the Grid network called as Alice Environment

(AliEn). AliRoot (Alice Root) is the framework on which the data analysis is carried out.

A brief description of ALICE Grid, AliEn is given in next paragraph.

All the collision data are stored at large computing center called Tier-0. The large

regional computing centers are called Tier-1, where the bulk jobs are done in organized

way. There are also smaller computing centers all over the world called Tier-2, which

are basically cluster around the Tier-1 facilities in a logical way. The end-user’s jobs and

simulation jobs are done in Tier-2. Data processing is done in a hierarchal manner. During

data taking, data delivered from DAQ is moved to CERN Advance Storage (CASTOR)

tapes ( Tier-0) and first pass processing like reconstruction, calibration and alignment is

done in CERN Analysis Facilities (CAF). This analysis is sometime called Quasi-online

operation. During the first phase of reconstruction, a first set of Event Summary Data

(ESD) files are generated. These data files contain the information of reconstructed tracks

and global events properties. After data collection, a copy of raw data is stored at CERN

and second copy is shared among the Tier-1 centers across the globe by Grid network.

Second stage analysis, data reduction and Monte Carlo productions are done in all Tiers.

Alien plays a very vital role as a Middleware for the user to interact with the distributed

computing environment. AliEn is built on Open Source components and it uses web

services and standard network protocols.

AliRoot framework is used for simulation, reconstruction, calibration and analysis of

experimental data which was developed in 1998. It is based on Object-Oriented tech-

niques for programming and ROOT is used as supporting framework. All frameworks

are written in C++ language and AliEn system compliments it for access to Grid comput-

ing. Out of all jobs of AliRoot, only simulation and reconstruction framework are briefly

discussed below.

2.4.1 Event Simulation

The offline event simulation framework is developed for efficient simulation for p-p and

nucleus-nucleus collisions and the transport of particles through detectors to study the
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detector response. Different event generators, like PYTHIA [98], HIJING [99] with and

without parameterized η and pT distribution are used for simulation. Sometimes ’After-

burners’ are used to introduce user-defined particle correlation. The detector response

simulation is done by different transport Monte Carlo packages, like GEANT3 [100],

GEANT4 [101] and FLUKA [102]. They are interfaced with AliRoot and ROOT via

Virtual Monte Carlo interface where signal processing in terms of summable digits are

done. The geometry of all detectors, absorbers, beam pipe, solenoid and dipole magnets

are described in a parameterized form in those packages.

2.4.2 Reconstruction Framework

The raw data is stored in terms of digital signals (ADC counts or summable digits) with

the time information. The reconstruction framework uses digits from the detectors, mod-

ule numbers, readout channel number, time bucket number, etc. as input for event re-

construction. The reconstruction involves these steps: cluster finding for each detectors,

primary vertex reconstruction, track reconstruction and secondary vertex reconstruction.

After reconstruction is done the output is written in Event Summary Data (ESD) files with

the name of AliESDs.root. Later on depending on the requirements of different Physics

Working Group (PWG), events are filtered and stored in Analysis Object Data (AOD)

files. The AOD files (AliAODs.root ) are smaller in size and very specific with respect to

analysis type which is more user friendly and also takes less computing time.

54



Chapter 3

Higher Moments Analysis Methodology

In day-to-day life, we come across many events, whose observations are studied through

probability theory and statistical methods. A collection of samples, e.g. marks secured

by students in a class, demography of human population, economical growth rate etc.

always has a distribution. Most widely used terms in interpretation of a distribution are

mean and standard deviation; the mean (µ) of the distribution represents average value

or expected value of the sample, standard deviation (σ) indicates the variation or disper-

sion of the sample from the average value. Mathematically, µ is the first moment of the

distribution, whereas σ are the square root of second moments of the distribution. Apart

from these two moments, we can also have other higher moments of a given distribution,

which are more sensitive towards the nature of the distribution and regarded as minia-

ture probe for the samples under study. These higher moments play very important role

in every sector of human life, e.g. industrial, economics, Biology and most remarkably

in Physics. As discussed in Chapter 1, many models having statistical background are

successful in describing the heavy-ion collision system. Here, the discussion of higher

moments will be done with a specific physics interest as pointed out in the introduction

chapter. In this chapter, details of the analysis method will be done by giving mathemat-

ical introduction for higher moments and then a connection between the higher moments

and the observables of lattice QCD is drawn. Then the interpretation of higher moments

of conserved quantity in a heavy-ion collision system in Hadron Resonance Gas (HRG)

model along with some baseline study is given. In section 3.6, various methodologies of
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higher moments analysis are discussed.

3.1 Mathematical Background

If ‘x′ is a real-valued random variable and f(x) is the probability density function of x,

then the nth raw moment (m′
n) is given as,

m′
n =

∫ +∞

−∞

xnf(x)dx⇒ m′
n = 〈xn〉 (3.1)

Alternatively, moment generating functions are used in place of probability density func-

tion to find out the moments of a random variable. In terms of moment generating function

Mx(t),

Mx(t) = 〈etx〉, t ∈ R (3.2)

the nth order raw moments can be found out in the following way,

m′
n =

dnMx(t)

dtn
|t=0 (3.3)

provided the expectation value of Mx(t) exists.

Cumulants are also treated as alternative to the moments. The relation between cumu-

lant generating function, g(t), and moment generating function, Mx(t), is

g(t) = log[Mx(t)] (3.4)

and the nth order cumulants can be obtained as the nth derivative of the cumulant gener-

ating function evaluated at t = 0.

cn =
dng(t)

dtn
|t=0 (3.5)
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3.1.1 Relation Among Various Order Moments and Cumulants

Using Equation 3.3 and 3.5, one can find the relation among the various order moments

and cumulants. Here are few examples given below.

m′
1 = c1 (3.6)

m′
2 = c2 + c21 (3.7)

m′
3 = c3 + 3c2c1 + c31 (3.8)

m′
4 = c4 + 4c3c1 + 3c22 + 6c2c

2
1 + c41 (3.9)

m′
5 = c5 + 5c4c1 + 10c3c

2
1 + 15c22c1 + 10c2c

3
1 + c51 (3.10)

m′
6 = c6 + 6c5c1 + 15c4c2 + 10c23 + 60c3c2c1 + 20c3c

3
1 + 15c32 + 45c22c

2
1

+45c22c
2
1 + 15c2c

4
1 + c61 (3.11)

Conversely, relation among cumulants and moments can be written by a recursion for-

mula,

cn = m′
n −

n−1
∑

m=1

(

m− 1

n− 1

)

cmm
′
n−m (3.12)

So far raw moments or non-central moments and their relation with cumulants are dis-

cussed. Central moments are computed with respect to deviation from the mean, whereas

non-central moments are calculated with respect to zero. Now the nth order central mo-

ments can be written by the following Equation 3.1 as,

mn =

∫ +∞

−∞

(x− µ)nf(x)dx⇒ mn = 〈(x− µ)n〉 (3.13)

where µ is the mean of the distribution. Consequently, the moment generating function

and cumulant generating function will change accordingly. The common feature of non-

central and central moments is that the zeroth order moment is always one. For central

moment, the first order moment is zero. So the relation among central moments and

cumulants can be evaluated from Equation 3.6 to 3.10 by putting c1 = 0 as follows.
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m1 = 0 (3.14)

m2 = c2 (3.15)

m3 = c3 (3.16)

m4 = c4 + 3c22 (3.17)

m5 = c5 + c3c2 (3.18)

m6 = c6 + 15c4c2 + 10c23 + 15c32 (3.19)

The second central moment is called as variance and the square root of it is called as

Figure 3.1: The pictorial representation of Skewness and kurtosis.Figures are taken from

Ref. [103]

standard deviation and represented as σ. Skewness (S), which is equal to ratio of third

order cumulant to cube of σ. The value of skewness represents the asymmetry of the

samples in a particular direction. For example, for positive skewness, the distribution has

longer tail in right side of it and for negative value, it has longer tail in left side. However,

for a symmetric distribution, which may have tail on both sides, then the asymmetries

cancel out and gives zero skewness. A typical positive and negative skewed distribution

is given in Figure 3.1. Similarly, kurtosis (κ) is used to quantify the degree of peakedness

of a distribution, which is represented pictorially in Figure 3.1. It is defined by ratio of
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fourth order cumulant to square of second order cumulant as follow.

S =
m3

σ3
=

c3

c
3/2
2

(3.20)

κ =
c4
c22

=
m4

m2
2

− 3. (3.21)

3.1.2 Properties of Moments and Cumulants

Here some properties of moments and cumulants under mathematical operations are given.

3.1.2.1 Translational invariance

If cn and mn are nth order cumulant and moment of the probability distribution function

of a random variable x, then

• cn(x+ k) = cn(x) + k

• cn(x+ k) = cn(x), for n ≥ 2

• cn(kx) = kncn(x)

• mn(x+ k) = mn(x) + k

• mn(kx) = knmn(x)

where k is a constant.

3.1.2.2 Additive property

If cn(x) and cn(y) are nth order cumulants of the probability distribution function of

random variables x and y. Similarly, If mn(x) and mn(y) are nth order moments of the

probability distribution function of random variables x and y. Then,

• cn(x+ y) = cn(x) + cn(y)

• mn(x+ y) = mn(x) +mn(y), for 1 ≤ n ≤ 3
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3.2 Lattice QCD In Short

Lattice QCD has been successfully used to test the theory of Strong interaction. Wilson

is first to use Euclidean gauge theories in the lattice to study the confinement and work

in the non-perturbative regime of QCD. It is based on Feynman path integral techniques

for its numerical implementation. It is described by the regular set of space-time grid

where quarks are placed at lattice site with finite spacing and they are connected by gauge

fields (gluons). The most commonly used terminologies for lattice formulation are: site,

link, plaquette. Sites are the lattice points defined by coordinates in the unit of lattice

spacing. Link is the shortest distance connecting two sites characterized by coordinates

and direction. Plaquette represents the elementary square bounded by four lines having

both coordinates and two-dimensional directions. A schematic representation of lattice

space is given in Figure 3.2. The basic inputs for the lattice calculations are, lattice spac-

ing, light quark masses and heavy quark masses. The lattice spacing is fixed by equating

with bare coupling constant and can be determined by mass of hadron. The u, d and s

are treated as light quark with the sense of mu,d,s < ΛQCD, whereas, c and b quarks are

treated as heavy quarks.
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11 2 3 4 5

site link

plaquette

Figure 3.2: Schematic representation of a lattice in two dimensions [104].

The numerical implementation of lattice QCD is done in the following steps [10]:

1. Discretization of space-time grid: The possible ways are hypercubic, body-centered

cubic and random lattice.

2. Transcription of the gauge and fermion degrees of freedom: The transcription of
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field variables like the quark field is represented by anti-commuting Grassmann

variables (mathematically constructed) and the fermionic function integral is done

by the sum over all possible paths touching each site a maximum of one time. In

lattice theory, the symmetry group of continuum theory (Poincare invariance) is

reduced to a discrete group. So in addition to local gauge symmetry, the lattice

action is invariant under parity, charge conjugation and time reversal.

3. Construction of the action: The lattice action are formulated again in two classes:

gauge action and fermionic action. Gauge action can be expressed in terms of

closed loops and gauge action for SU(3) are called as Wilson action. There are many

ways of formulation of fermionic action, e.g. Wilson fermions, staggered fermions,

domain wall fermions etc. Naive Fermionic actions have “doubling” problem while

discretization of Dirac action and is partially fixed till now.

4. Definition of the measurement of integration in the path integral and transcription

of the operators used to probe the physics

Numerical implementation of lattice QCD is done by evaluating the Euclidean-space par-

tition function. The partition function is defined as [105],

Z =

∫

d[U ]
∏

f

d[ψf ]d[ψ
′
f ]e

−Sg [U ]−
∑

f ψ
′

f
(D[U ]+mf )ψf (3.22)

where ψ and ψ′ are Grassmann quark and anti-quark fields of flavour f, D[U] is the chosen

lattice Dirac operator with mf the quark mass in the lattice units.

After integrating quarks and anti-quark fileds,

Z =

∫

d[U ]e−Sg[U ]
∏

f

det (D[U ] +mf ) (3.23)

As it involves many integration, direct numerical integration is impractical, so it is done

by Monte-Carlo techniques. As we know, in any Monte-Carlo methods, one has to com-

pute the ensemble average of a physically relevant observable. Similarly, in lattice QCD,

the basic ingredients of calculations are expectation values of multi-local gauge-invariant
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operators,

〈O(U, q, q̄)〉 = 1

Z

∫

[dU ]
∏

f

d[ψf ]d[ψ
′
f ]O(U, q, q̄)e

−Sg [U ]−
∑

f ψ
′

f(D[U ]+mf)ψf (3.24)

For a 104 space-time lattice, there will be approximately 4×104 number of links. For

SU(3), each link variable is a function of 8 real parameters. Hence, there will be 3,20,000

integrations to be done, which is CPU intensive. To do an effective computing, several

algorithms are used, like Metropolis algorithm, Langevin algorithm, Molecular dynamics

method, Hybrid Monte Carlo (HMC) algorithm.

Study of QCD both at high and low temperature is important in terms of thermo-

dynamical observables, which can be numerically calculated in the framework of lattice

QCD. Finite temperature lattice QCD has made remarkable progress in establishing the

ground for the test of theory of QCD and has predicted many interesting QCD phenomena

like QCD phase transition and chiral symmetry breaking.

3.3 Higher Moments in Connection With Lattice QCD

A single entity has not much to say about itself. A segregation of single entities has some

group characteristics, reflects the bulk nature and hence, entitled to statistical interpreta-

tion. For example, a single water molecule (H2O) has only few physical and chemical

properties to be described about. But a collection of Avogadro’s number of H2O forms a

medium, has specific boiling and freezing point, has bulk properties like viscosity, con-

ductivity, the temperature of all molecules follows certain statistical distribution etc. Its

thermodynamical variables like pressure, temperature and volume can be calculated by

certain statistical methods at equilibrium. These variables are called as state variables

categorized into two. These are, (i) extensive: scales linearly with the system size (e.g.

volume V , particle number N , total energy E, magnetization M) (ii) intensive: indepen-

dent of system size (e.g. p, T , chemical potential µ). In statistical mechanics, instead of

looking properties of individual entity, it provides information of the whole system in an

average sense. This is done by considering many copies of the system called as ensemble,

62



CHAPTER 3. HIGHER MOMENTS ANALYSIS METHODOLOGY 3.3. HIGHER MOMENTS IN CONNECTION WITH LATTICE QCD

which may have different possible states. In other words, it is a probability distribution

of the state of the system under study. There are three types of ensemble to describe

the thermodynamics of a system under statistical equilibrium: micro canonical, canoni-

cal and grand canonical ensemble. In micro canonical ensemble, the system is isolated

from surrounding so that both the number and energy of the system is fixed. In canonical

ensemble, the system can exchange the energy with the surrounding, not the particles.

Grand canonical ensemble, the system can exchange both particles and energy with the

system. In spite of going details of it, some exemplary exercises are discussed below to

articulate the relations between the higher moments of conserved quantities and lattice

QCD observables.

As mentioned earlier, in grand canonical ensemble, the numbers are fluctuating be-

tween system and surrounding. Then the average number of particles can be found out as

follows [106].

〈N〉 =

∑

NzNQN
∑

zNQN
(3.25)

= z
∂

∂z
lnQ(z, V, T ) (3.26)

= kT
∂

∂µ
lnQ(z, V, T ), (3.27)

where, Q(z, V, T ) =
∑∞

N=0 z
NQN (V, T ) is the grand canonical partition function, QN(V, T )

is the partition function of canonical ensemble, z = exp(µ/kT ) is the fugacity and µ is

the chemical potential. Similarly, the mean-square fluctuation will be,

〈N2〉 − 〈N〉2 =

∑

N2zNQN
∑

zNQN
−
[

∑

NzNQN
∑

zNQN

]2

(3.28)

= z
∂

∂z
z
∂

∂z
lnQ(z, V, T ) (3.29)

= (kT )2
∂2

∂µ2
lnQ(z, V, T ) (3.30)

In the left hand side of Equation 3.25 and 3.28 are the first and second order cumulants,

respectively. Thus, other higher cumulants of the particle numbers can be evaluated by

taking higher derivatives of partition function with respect to chemical potential. Mean-
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while, in lattice QCD, the partition function can be numerically calculated as discussed

earlier, and then the dimensionless pressure ( p
T 4 ) [107],

p(T, µB, µQ, µS)

T 4
= lim

V→∞

1

V T 3
lnZ(T, µB, µQ, µS, V ) (3.31)

where Z is the QCD partition function and µB, µQ, µS are the chemical potential of net-

Baryon, net-charge and net-strangeness, respectively. Net-Baryon, net-charge and net-

strangeness are the conserved quantities. Now the nth order generalized susceptibility of

conserved quantities can be calculated by taking the derivative of dimensionless pressure

as [107],

χ(n)
q (T, µB, µQ, µS) =

∂n(p/T 4)

∂(µq/T )n
(3.32)

=
1

V T 3

∂nlnZ

∂(µq/T )n
(3.33)

where, q = Q,B or S. Now looking at Equation 3.26, 3.29, and 3.32, the relation among

mean and variance to the quark number susceptibility of conserved quantities are,

〈N〉 = V T 3χ(1)
q (3.34)

〈N2〉 − 〈N〉2 = V T 3χ(2)
q (3.35)

In heavy-ion collision experiment, one can measure the net-charge (∆N), net-proton (∆p)

and net-strangeness (∆S) number event-wise. For a large number of events, various order

cumulants of the distributions can be calculated. In lattice QCD, only the quark number

susceptibilities are physical observables. Now from above equations, a most generalized

relation between quark number susceptibilities to the cumulants can be drawn as follow

[107].

cn = V T 3χ(n)
q (3.36)

The left hand side of Equation 3.3 is experimentally measured quantity and the quantity

of right hand side is lattice observable. This is why the study of higher moments (cumu-

lant) of conserved quantities is an excellent tool to compare directly to the lattice QCD
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predictions with experimental findings.

As measurement of volume of the system in heavy-ion collision experiment is a cum-

bersome job, the data are most often interpreted as the ratio of cumulants to cancel the

volume term or in other way, in lattice QCD, the predictions are done as the ratio of

various order of susceptibilities, which are given below.

Sσ =
χ
(3)
q

χ
(2)
q

(3.37)

κσ2 =
χ
(4)
q

χ
(2)
q

(3.38)

σ2

M
=

χ
(2)
q

χ
(1)
q

(3.39)

c6
c2

=
χ
(6)
q

χ
(2)
q

(3.40)

3.4 Hadron Resonance Gas (HRG) Model

Hadron Resonance Gas model has successfully used to explain the thermal abundances of

hadrons in heavy-ion collisions at appropriately chosen temperature and chemical poten-

tial [108]. Like in lattice QCD, the partition function of HRG model contains all relevant

degrees of freedom of the confinement of QCD matter and also includes the interactions

which involves formation of resonances. The dimensionless pressure is defined as [109],

pHRG(T, µB, µQ, µS)

T 4
=

1

V T 3

∑

i∈mesons

lnZmesons
mi

(T, µB, µQ, µS, V )

+
∑

i∈Baryons

lnZBaryons
mi

(T, µB, µQ, µS, V ) (3.41)

where

lnZBaryons/Mesons
mi

= ∓V di
2π2

∫ ∞

0

dkk2ln
(

1∓ zie
−εi/T

)

(3.42)

with energies εi =
√

k2 +m2
i , di is the degeneracy factor and zi is the fugacities.

zi = exp
(

(

∑

a

Xa
i µXa

)

/T
)

(3.43)
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Here Xa is considered as all possible conserved charges. In the Boltzmann approxima-

tion, the thermodynamic pressure now can be written as [107],

p

T 4
=

1

π2

∑

i

di(mi/T )
2K2(mi/T )× cosh [(BiµB + SiµS +QiµQ)/T ] (3.44)

Here the summation is taken over stable hadrons and resonances. Looking at Equation

3.31 and Equation 3.45, it can be proved that,

χ
(3)
q

χ
(2)
q

= 1,&
χ
(4)
q

χ
(2)
q

= 1 (3.45)

There is an interesting consequence of the HRG model for net-Baryon number, i.e

κBσ
2
B = 1,& κBMB = SBσB (3.46)

and for µS = µQ = 0,

SBσB = tanh(µB/T ) (3.47)

This Equation is a good approximation in heavy-ion collisions, the µS and µQ are much

smaller than µB. In Figure 3.3, a comparison of HRG model predictions at freeze-out with

RHIC results of net-proton number fluctuations is shown. This suggests that the HRG

model provides a good description of ratio of different moments of net-proton at RHIC

[76]. Similarly, in Table 3.1, the values of ratio of various order moments of net-Baryon

and net-charge fluctuations are given for several values of collision energies starting from

RHIC low energy to current LHC energy.

However, there are some deviations of HRG model with respect to lattice QCD cal-

culations reported at vanishing baryon chemical potential and for the temperature close

to the transition temperature. Like, in lattice QCD, as a consequence of chiral symmetry

restoration, all moments (χnB) will diverge for n ≥ 6 at TC . Similarly, at mq 6= 0, χnB

will be oscillatory in nature. χ6
B will vanish at the transition temperature. At the tran-

sition region, the value of χ8
B will be negative. But on the other hand, in HRG model,

all moments of net-baryon are positive. Lattice QCD calculation suggests that, χ6
B/χ

2
B
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Table 3.1: Ratios of the moments of baryon number and electric charge fluctuations cal-

culated in HRG model for RHIC low energy to LHC energy.√
sNN χ

(2)
B /χ

(1)
B χ

(3)
B /χ

(2)
B χ

(2)
Q /χ

(1)
Q χ

(3)
Q /χ

(1)
Q

7.7 1.01 0.99 4.18 0.49

11.5 1.05 0.95 5.39 0.39

19.6 1.23 0.81 7.95 0.27

39.0 1.87 0.53 14.25 0.15

62.4 2.75 0.36 21.97 0.09

200.0 8.20 0.12 67.80 0.03

2760 111.1 0.09 922.4 0.02

0.1

1.0

10.0

5     10 20   50     100 200

sNN
1/2 [GeV] 

χB
(2)/χB

(1)

χB
(4)/χB

(2)

χB
(3)/χB

(2)

HRG: 3/2
4/2
2/1

STAR:  3/2
4/2
2/1

Figure 3.3: Ratios of various order cumulants calculated in the HRG model on the feeze-

out curve are compared with RHIC results. Figure is taken from Ref [107].

vanishes at pseudo-critical temperature and rapidly rises for temperature below it con-

trary to the HRG model where its ratio is one. Ref [107] states that, “ if the critical point

exist in QCD and if the freeze-out occurs within the critical region, then already the sec-

ond moments of baryon number and electric charge fluctuations should deviate from the

HRG model result. The higher order cumulants should exhibit even stronger sensitivity

to critical fluctuations showing larger deviations from the model predictions”. Moreover,

they suggests that the higher order moments at LHC energies will reveal the difference

between the HRG model and lattice QCD calculations and will help to find the critical

behavior at µB/T ≃ 0.
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3.5 Baseline Study

Before going to experimental measurements on higher moments of charged and proton

number fluctuations, there are some baseline studies, which can be done on the mathe-

matical basis with physics reasoning. There are two baseline studies discussed below.

3.5.1 Poissonian Expectation

Assuming the multiplicity distribution of positive and negative charged particles to be

Poissonian distribution, then the net number of the conserved charges (electric charge,

baryon number of strangeness) can be described by Skellam probability distribution func-

tion. This Skellam distribution has been used in HRG models [110, 111]. In probability

and statistical language, the resultant distribution of difference between two probability

functions of two independent random variablesX and Y will be a Skellam distribution. If

the probability distribution of positive and negative charged particles are of the Poissonian

form:

f(n1;µ1) =
µn1

1

n1!
e−µ1 , f(n2;µ2) =

µn2

2

n2!
e−µ2 (3.48)

where µ1 and µ2 are the mean of the probability distribution of random variables X and

Y . Then the probability distribution of ∆N = X−Y will be a Skellam distribution given

by

f(k;µ1, µ2) = e−(µ1+µ2)

(

µ1

µ2

)k/2

I|k|(2
√
µ1µ2) (3.49)

where I|k| is the modified Bessel function and k = n1 − n2. Now different moments of

the Skellam distribution can be found by these simple expressions,

µ = µ1 − µ2 (3.50)

σ =
√
µ1 + µ2 (3.51)

S =
µ1 − µ2

(µ1 + µ2)
3/2

(3.52)

κ =
1

µ1 + µ2
(3.53)

Sσ =
µ1 − µ2

µ1 + µ2
(3.54)

κσ2 = 1 (3.55)
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3.5.2 Negative Binomial Expectation

Recently Ref [112] has proposed that Negative Binomial Distribution (NBD) can be used

to describe the behavior of the higher moments of net-charge and net-proton distributions

in heavy-ion collisions. They argue that, as (negative) binomial distribution (NBD) de-

scribes the experimental multiplicity distributions in better way; so it can be used for the

baseline study. The negative binomial distribution is also known as the Pascal distribution

and it describes the probability of r-1 successes and x failures in x + r − 1 trials, and

success on the (x+ r)th trial. The NBD probability density function is

Pr,p(x) =

(

x+ r − 1

r − 1

)

pr(1− p)x (3.56)

where p is the probability. Before calculating the cumulants of the net-charge or net-

proton distributions, first one has to find the various order cumulants of individual dis-

tributions. For a NBD distribution, if µ and σ are the mean and sigma of the individual

distribution, respectively, then nth order moments can be calculated as follows.

m1 =
r(1− p)

p
(3.57)

m2 =
r(1− p)

p2
(3.58)

m3 =
r(p− 1)(p− 2)

p3
(3.59)

m4 =
r(1− p)(6− 6p+ p2 + 3r − 3pr)

p4
(3.60)

where p = µ/σ2 and r = µp/(1 − p). Now accordingly the nth order cumulants of

individual distributions can be calculated. Then the generalized expression for nth order

cumulants of the resultant distribution will be,

cn = cn,+ + (−1)ncn,− (3.61)

where cn,+ and cn,− are the nth order cumulants of positive and negative particles dis-

tributions, respectively. The variance of NBD is larger than the mean. The Poissonian

69



CHAPTER 3. HIGHER MOMENTS ANALYSIS METHODOLOGY 3.6. ANALYSIS METHODOLOGY

distributions are the limiting case of NBD where the mean and variance are same.

3.6 Analysis Methodology

In higher moments analysis, here are the methodologies followed throughout the analysis.

3.6.1 Centrality Bin Width Correction

In heavy-ion collision physics, centrality is used as costumed term to characterize the

events with different multiplicities. Centrality is directly related to the impact parameter

and impact parameter is defined as the distance between the centers of the two colliding

nuclei in a plane transverse to the beam axis. The Monte-Carlo simulation of geometrical

Glauber model is used to infer the multiplicity distribution and to determine the centrality.

The centrality percentile c of an A-A collision with an impact parameter b is defined as,

c =
1

σAA

∫ b

0

dσ

db′
db′ (3.62)

where σAA is the total nuclear interaction cross section of A-A collision. In this model,

the initial overlap region is expressed by the number of participating nucleons (Npart),

which have undergone one or more binary collisions with nucleons of the other nucleus.

In experiment, the geometrical variables, like impact parameter, Npart or Ncoll can not be

measured. In ALICE, the centrality is determined by comparing the Monte-Carlo Glauber

model to the multiplicity of the events or from the energy deposited in ZDC detector. But

particle multiplicity not only depends on the physics process but also depends on initial

geometry. It implies that the particle multiplicity and impact parameter don’t have one-

to-one correspondent. So there may be fluctuations of particle numbers even for a fixed

impact parameter. In experiment, there will be a centrality resolution factor because of

the finite detector resolution, as if we look at the smaller centrality bin, the particle multi-

plicity will be largely reduced. So in an event-by-event measurement, for different impact

parameters, the corresponding multiplicity and hence the centrality will be same. This

will add extra fluctuations to each centrality and will largely affect the higher moments
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measurements at wider centrality bin. So to eliminate this bin width effect, centrality

bin width correction (CBWC) is done to calculate the various moments for each multi-

plicity in one wide centrality bin. In this CBWC method, the moments are calculated

by weighted average of the number of events in each small centrality bin. The general

formula for CBWC is as follows [113].

mn =

∑

r nrmn,r
∑

r nr
=
∑

r

ωrmn,r (3.63)

where r is the number of bins within the centrality range under consideration, nr is the

number of events in the rth bin and mn,r is the nth moments measured in rth bin.

3.6.2 Central Limit Theorem

According to the theory of probability, Central Limit Theorem (CLT) states that after suf-

ficiently large number of iterations of independent random variables, each with a well

defined expected value (mean) and well defined variance, will lead to a normal distribu-

tion, regardless of the underlying distribution. Here two points have to be emphasized;

the random variables must be identically distributed and they are independent. As these

higher moments analysis of net-charge and net-proton distributions are statistical in na-

ture, CLT can be applied to it. CLT is used to understand the evolution of various order

moments with respect to events belonging to certain centrality (impact parameter) class.

Here, the assumption used is that the colliding system consists of a large number of iden-

tical, independent emission source (IIES) and the final multiplicity of particles can be

accounted as the sum of the contribution of multiplicities from all those individual emis-

sion sources [114]. Now under the assumption of IIES, nth order moment of ith centrality

will be,

mn,i = Nimn,i(x), for n = 1, 2, 3, ...., n (3.64)

where Ni is the number of emission sources in the ith centrality and mn,i(x) is the nth

order parent moments of those identical sources labeled as x. Now various order moments
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can be derived as follows.

µi = Niµ(x) (3.65)

σ2
i = Niσ

2(x) (3.66)

Si =
S(x)√
Ni

(3.67)

κi =
κ(x)

Ni

(3.68)

Now again the following identity can be found from the above equations,

µi
∑n

i=1 µi
=

σ2
i

∑n
i=1 σ

2
i

=
1/S2

i
∑n

i=1 §2i
=

1/κi
∑n

i=1 κi
=

Ni
∑n

i Ni

(3.69)

The centrality evolution of these moments can be found by fitting the normalized mean

value (µi/
∑n

i=n µi) with a function f(〈Npart〉) where 〈Npart〉 is the average number of

participant nucleon. The relations are,

µ(〈Npart〉) =
(

n
∑

i=1

µi

)

f(〈Npart〉) ⇒ µ α 〈Npart〉 (3.70)

σ(〈Npart〉) =

√

√

√

√

(

n
∑

i=1

σ2
i

)

f(〈Npart〉) ⇒ σ α
√

〈Npart〉 (3.71)

S(〈Npart〉) = 1/

√

√

√

√

(

n
∑

i=1

1/S2
i

)

f(〈Npart〉) ⇒ S α 1/
√

〈Npart〉 (3.72)

κ(〈Npart〉) = 1/

[

(

n
∑

i=1

1/κi

)

f(〈Npart〉)
]

⇒ κ α 1/〈Npart〉 (3.73)

It is clear from the above equations that Sσ, κσ2 are constant as a function of 〈Npart〉.

3.6.3 Statistical Error Estimation Methods

For any experimental data analysis, there are two types of errors or uncertainties associ-

ated with the results: statistical and systematic. Statistical error estimation is one of the

most crucial parts of the higher moments analysis for proper interpretation of the results.
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There are three types of methods adopted to estimate the statistical errors associated with

the higher moments, which are discussed below.

3.6.3.1 Subgroup Method

In Subgroup method, the sample is randomly divided into several subgroups having the

same statistics each. Then the calculation of all higher moments is done for each sub-

group. Let’s say, if there are n number of subgroup created and then the errors on the

higher moments are estimated by taking the root mean square of them. This has to be

done for each centrality bin.

3.6.3.2 Bootstrap Method

In Bootstrap method, instead of dividing the parent event sample, there are n numbers of

clone samples created by random selection from the parent sample with same statistics

[115]. This should be done for each centrality bin. Then various moments are calculated.

At the end, n values of a particular moments will be obtained. Now the errors of the

corresponding moments are obtained by taking the root mean square of those values.

3.6.3.3 Delta Theorem Method

In Delta theorem method, the errors for various order moments are calculated as described

in Ref [116], and given as

V ar(σ) = (x4 − 1)σ2/(4n) (3.74)

V ar(S) = [9− 6x4 + x23(35 + 9x4)/4− 3x3x5 + x6]/n (3.75)

V ar(κ) = [−x24 + 4x34 + 16x23(1 + x4)− 8x3x5 − 4x4x6 + x8]/n (3.76)

V ar(Sσ) = [9− 6x4 + x23(6 + x4)− 2x3x5 + x6]σ
2/n (3.77)

V ar(κσ2) = [−9 + 6x24 + x34 + 8x23(5 + x4)− 8x3x5 + x4(9− 2x6)

−6x6 + x8]σ
4/n (3.78)
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where xn = mn/σ
n and mn is the nth moment. Now the error of the nth order moments

for a wide centrality bin will be,

Err(mn) =

√

√

√

√

∑N
i=1 V ar(mi)n2

i
(
∑n

i=1 ni
)2 (3.79)

where N is the total number of bins within that wide centrality range, ni is the number of

events in the ith centrality bin.
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Chapter 4

Simulation Study

In heavy-ion collision experiments, the collected data have limited statistics. On top of

that the detectors involved in the data taking have limited acceptance and efficiency. That

is why we need to have a complete idea of detector inefficiencies on the physics analyses

and how to do the correction for the detector effect. This is addressed through the GEANT

MC study. In ALICE, depending on physics demand various event generators are used

for Monte Carlo (MC) study. The simulated data were generated by taking many event

generators like HIJING, AMPT, DPMJET, PYTHIA. For the study of higher moments of

net-charge and net-proton distributions, HIJING events are used for MC study. However,

producing simulated data of heavy-ion collision events with GEANT is a CPU intensive.

So there are only about 1.2 × 106 numbers of good HIJING events for the Pb+Pb colli-

sion data at
√
sNN = 2.76 TeV with 2010 ALICE geometry (Official production name:

LHC11a10a bis). Higher moments analysis is a statistics hungry analysis. Meanwhile,

there are limited numbers of HIJING simulated events in ALICE. Hence, it is difficult

to have various possible studies, like statistical effect on higher moments, efficiency cor-

rection etc. with least statistical uncertainties. Therefore, a toy model is introduced to

understand the effect of efficiency and statistics on the higher moments of net-charge and

net-protons. The toy model is discussed below for different studies in great details.
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4.1 Toy Model

For the toy model study of net-charge (net-proton) number distributions, the N+ and N−

(p and p̄) numbers are the basic ingredients in event-by-event basis. It is already discussed

in Section 3.5.1 that the resultant distribution of subtraction of two Poissonian distribu-

tions is a Skellam distribution. So evaluation of higher moments of a Skellam distribution

is simple and convenient assumption because if the mean values of the individual Poisso-

nian distribution are known, then the mean and other higher moments can be calculated

by using Equations 3.50 to 3.55. Meanwhile, by knowing the N+ and N− (or p and p̄)

numbers in event-by-event basis, higher moments can be evaluated as stated in Equation

3.13. Now the first and foremost step is to get the mean numbers of N+ and N−. To

mimic the event multiplicity of HIJING event generator, the mean numbers of N+ and

N− are calculated at generator level from 0 to 80% centrality range by dividing it into 80

bins by taking 1% centrality bin-width using LHC11a10a bis data. Those charged parti-

cles are taken which fall within the required pT and η range. Then these mean numbers

are used as input in this toy model to generate N+ and N− numbers randomly using the

Poissonian distribution function event-wise. Now the N+ and N− (or p and p̄) are un-

derstood as total number of positive and negative charged track of an event, respectively.

Now according to the requirement of various studies, further sub-steps are implemented

at track levels, which will be discussed in the subsequent sections. At the end of event

and track generation, all information are stored event-wise. As stated earlier, the mean

numbers of N+ and N− (or p and p̄) are taken from HIJING for 80 centrality bins. Now

instead of saying centrality bin, they are referred as “multiplicity bin” throughout this toy

model study. Then higher moments are calculated for each multiplicity bin. The final

values of higher moments are calculated in wider bin (10% bin width) using centrality

bin width correction (CBWC) method. Here the final results are further classified into

8 multiplicity classes, e.g. 70-80% multiplicity bin corresponds to multiplicity class 1,

60-70% multiplicity bin corresponds to 2 and 0-10% corresponds to multiplicity class 8.

The statistical uncertainties are calculated using Delta Theorem as discussed in Section

3.6.3.3.
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4.1.1 Higher Moments of Net-charge Distributions

In this section, the effect of event statistics, detector effect and contaminations on the

higher moments of net-charge distributions are studied. They are discussed below.

4.1.1.1 Event statistics

In order to check the effect of event statistics on the results of higher moments and their

statistical uncertainties, five sets of events with different statistics are generated. Figure

4.1 (a) represents the mean of the net-charge distribution verses multiplicity classes for

different statistics. The figure suggest that within error bars, mean is almost independent

of event statistics above
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Figure 4.1: Event statistics dependence of (a) mean, (b) sigma, (c) skewness and (d) kur-

tosis values of net-charge distributions at different multiplicity classes (toy model study).

1×106 events per multiplicity class are taken. In Figure 4.1 (b), sigma of the net-

charge distribution as a function of multiplicity classes suggests that the width of the
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Figure 4.2: Event statistics dependence of (a)Sσ and (b)κσ2 values of net-charge distri-

butions for different multiplicity classes (toy model study).

net-charge distribution is independent of event statistics. Figure 4.1 (c) and (d) repre-

sent the skewness and kurtosis as a function of multiplicity classes. The skewness and

kurtosis are oscillating in nature and it decreases with increasing statistics. Their values

become almost same in all multiplicity classes when more than 100×106 events are taken.

Similarly, as shown in Figure 4.2 (a) and (b), oscillating behavior of Sσ and κσ2 values

are also approaching saturation over all the multiplicity classes for more than 100×106

events. The solid line of panel (b) in Figure 4.2 corresponds to κσ2 = 1 which is equal

to the expectation value of Skellam distribution. It is also observed that the κσ2 values

are equal to one only at very high statistics of more than 100×106. But even after taking

200×106 numbers of events per multiplicity class, still the statistical error bars of Sσ and

κσ2 are of 50% of their value. This study clearly indicates that as we go for higher order

moments and their ratios, we need very large number of events, at least on the order of

500×106 per multiplicity class.

4.1.1.2 Detector efficiency

Due to finite detector efficiency there is always a finite probability of recording or missing

a track during data taking and reconstruction. So a study is done to check what is/are the

effect(s) of detector inefficiency to the measurement of higher moments of net-charge

and net-proton number distributions. In this toy model, we get N+ and N− numbers

randomly using the Poissonian distribution function event-wise. They are treated as the
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total numbers of positive and negative tracks of that event at generator level and are called

generated tracks. Now using the real pT distributions of the tracks in HIJING, pT are

assigned to those tracks randomly. Same flat reconstruction efficiency are applied to both

positive and negative tracks as a function of pT . They are called as reconstructed tracks.

Now the generated tracks and reconstructed tracks are stored on event-by-event basis.

In the mean time, an argument is placed to conclude whether we can do an event-wise

or track-wise detector efficiency correction for higher moments analysis or not. These

scenarios are discussed in the following subsections.

• Event-wise detector efficiency correction: It is not advisable to do event-wise

efficiency correction to sensitive study like higher moments because it may bias

the fluctuation on event-by-event basis. However, an attempt is made to go for

an event-wise efficiency correction. This method can be validated by comparing

the moments results before and after efficiency correction at different multiplicity

classes. For simplicity, a flat reconstruction efficiency of 80% both for positive

and negative tracks is used for this study. The average reconstruction efficiency

(ǫ) at event level is calculated for each multiplicity bin by taking the division of

average number of reconstructed (positive or negative) tracks to average number

of generated tracks. Then to do efficiency correction, ǫ is multiplied with the total

reconstructed tracks for each events of the whole event sample. So in total, there

are three sets of results of higher moments from this toy model: (i) higher mo-

ments of the generated events, (ii) higher moments of reconstructed events and (iii)

higher moments of the reconstructed event with event-wise efficiency correction.

The results are shown in Figure 4.3.

The lower panel of each figure (Figure 4.3) shows the relative difference (R.D) as a

function of multiplicity class. The relative difference, R.D. is defined as

R.D. =
Generated value − efficiency corrected value

Generated value
(4.1)

In Figure 4.3 , the blue open circle corresponds to the values for generated events,

the red filled circles corresponds to the values from reconstructed events and black
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Figure 4.3: Different moments of net-charge distributions for different multiplicity classes

of event-by-event basis efficiency correction (toy model study).

star markers corresponds to the values obtained after event-wise efficiency correc-

tion to the reconstructed numbers. The solid blue lines are the expected value ob-

tained from Skellam distribution using the Equation 3.50 to 3.55.

The first observation to this study is that there is always substantial effect of detector

inefficiency to the nature of net-charge distributions. This is clear from Figure

4.3 that mean, sigma and other higher moments of reconstructed distributions are
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different from the generated distributions. The second observation is to be made

about the event-wise efficiency correction. If the event-wise efficiency correction is

an appropriate method, then the R.D. should be ∼ 0. It is clear that, except, mean

values of the net-charge, the efficiency corrected values are not matching (more

than 10% of R.D. and more than 100% for ratio of cumulants) with the generated

values. Interestingly, it is observed that the reconstructed values are more closer to

the generated values for skewness, kurtosis and the ratio of cumulants. This study

shows that it is not possible to do an event-wise detector efficiency corrections for

net-charge higher moments analysis.

• Track-wise detector efficiency correction: The next toy model study is carried

out to see whether it is possible to correct the detector inefficiency for each track in

the whole phase space (pT , η and φ) and then to evaluate total positive and negative

tracks. The difference of efficiency corrected total positive to total negative charge

number gives the efficiency corrected net-charge of that event. At the end of large

number of event sample, the higher moments of the net-charge distributions are

estimated for these track-wise efficiency corrected numbers. Now these results are

called as track-wise efficiency corrected values. The same strategy is adopted for

event and track generation, reconstruction as before. The reconstruction efficiency

considered for this study is flat as a function of pT and is 80% for both positive

and negative tracks. During the course of efficiency correction to the tracks, each

reconstructed tracks are multiplied by a weight factor to correct the reconstruction

inefficiency. The weight of a single track determined by taking the inverse of the

efficiency of that track according to its pT . The results are shown in Figure 4.4. In

Figure 4.4, the open circle represents the results of generated events, filled red circle

represents the reconstructed events and black star marker represents the results of

the events with track-wise efficiency correction. It is observed from the 4.4 (a) that

the mean value of the generated and track-wise efficiency corrected events of all

multiplicity classes are same as the relative difference is close to zero. But in the

panel (b) of Figure 4.4 shows that, the width (sigma) of the net-charge distribution

is increased after track-wise efficiency correction. For skewness and kurtosis, the
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Figure 4.4: Net-charge higher moments results for track-wise efficiency correction (toy

model study).

efficiency corrected results are almost same with the reconstructed values and differ

from the generated values. The same scenario is true for Sσ and κσ2 results (panel

(e) and (f) of Figure 4.4). This study suggests that track-wise efficiency correction

can’t be used to correct the detector effect to get back the higher moments of net-

charge distributions except for mean values.
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4.1.1.3 Contamination

During track reconstruction, there is some probability that a secondary track can be con-

sidered as a primary track. These tracks are called as contamination to the primary tracks.

This toy model study is carried out to see the effect of contamination to the higher mo-

ments results of net-charge distributions. In this toy model, two cases of contaminations

are taken: one with flat 2% of contamination and another with flat 5% contamination for

each multiplicity bin.
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Figure 4.5: Effect of contamination on the (a) mean, (b) sigma (c) skewness and (d)

kurtosis of net-charge higher moments in eight multiplicity classes (toy model study).

In Figure 4.5 and 4.6, the filled black markers are the results from pure sample (gener-

ated events), the open square represents the sample which have 2% contamination and the

open triangle represents the result for the event sample with 5% contamination. In Figure

4.5 (a), it is observed that the mean values of the higher multiplicity classes is slightly

increased when the contamination is added and it increases with increase of contamina-
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tion. The effect of contamination is less in low multiplicity event classes. The similar

observation is also made for the width of the net-charge distribution of Figure 4.5 (b).

The skewness values of the contaminated and pure events are within the error bars and

the effect is negligible. In the case of kurtosis, the effect of contamination is substantial

in the first four low multiplicity classes and more prominent in case of 2% contamination

and then it is almost same for last two higher multiplicity classes. In Figure 4.6 (a), again

it is observed that the contaminated sample and pure sample has almost same Sσ values.

Only the κσ2 values of the sample with 2% contamination largely differ from the pure

sample, otherwise, the 5% contamination sample has same values with the pure sample

(Figure 4.6 (b)). Hence, it is concluded that there is always some effect of contamination

to the results of net-charge higher moments.
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Figure 4.6: Effect of contamination on the ratio of cumulants of net-charge higher mo-

ments in eight multiplicity classes (toy model study).

4.1.2 Higher Moments of Net-proton Distributions

In this section, the effect of event statistics, detector effect and contaminations on the

higher moments of net-proton distributions are discussed.

4.1.2.1 Event statistics

The dependence of results of higher moments of net-proton distributions on event statis-

tics are studied. The procedure is exactly same as described in Section 4.1.1.1. Here

84



CHAPTER 4. SIMULATION STUDY 4.1. TOY MODEL

instead of N+ and N−, the p and p̄ numbers are taken from HIJING. The results of five

sets of event statistics are studied in eight multiplicity classes. The results are shown in

Figure 4.7 and Figure 4.8. It is observed from Figure 4.7 that the mean values of the

lowest event statistics (black diamond marker) has larger statistical uncertainties and dif-

ferent from the other four sets of statistics. The mean values become same when more

than 1×106 events are taken per multiplicity class. Like net-charge higher moments, the

sigma values are same irrespective of number of events. The skewness, kurtosis of Fig-

ure 4.7 and Sσ, κσ2 values of Figure 4.8 are oscillating from one multiplicity bin to

the other and error bars are very large when statistics is low. When statistics reaches at

100×106 of events per multiplicity bin, then their values are not changing so much and

the statistical uncertainties are very small and of the order of 10%. This study shows that,

for net-proton analysis, around 100×106 of events are required for each multiplicity bin.

Another observation is made from this toy model study that one can achieve a small sta-

tistical uncertainty with less statistics for the higher moments of net-proton compared to

net-charge. This is because, the statistical error also depends on the value of the σ of the

net-charge or net-proton distribution. This study clearly indicates that for net-proton and

net-charge higher moments analysis, very large event statistics are required.

4.1.2.2 Detector efficiency

To study the detector effect on net-proton higher moments results, another set of toy

model study is carried out. The event generation, the reconstruction of tracks and analysis

procedure are same as the previously discussed method in section 4.1.1.2. The results are

discussed below.

• Event-wise detector efficiency correction: The event-wise efficiency correction

is done same as the net-charge higher moments toy model analysis. The results of

mean, sigma, skewness, Sσ and κσ2 are shown in Figure 4.9 and 4.10. In Figure

4.9 and 4.10, the blue open circle represents the values for generated events, the

red filled circles are the values from reconstructed events, black star marker repre-

sents the values obtained after event-wise efficiency correction to the reconstructed

numbers. The solid blue lines correspond to the expected value obtained from Skel-
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Figure 4.7: Dependence of (a) mean, (b) sigma, (c) skewness and (d) kurtosis of net-

proton distributions at eight different multiplicity classes on event statistics (toy model

study).
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Figure 4.8: Dependence of (a) Sσ and (b) κσ2 of net-proton higher distributions at eight

different multiplicity classes on event statistics (toy model study).

lam distribution. Again it is clear from the Figure 4.9 that only mean value can be

corrected back by this method and others are not. In contrast to net-charge toy
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Figure 4.9: (a) mean, (b) sigma, (c) skewness and (d) kurtosis of net-proton distributions

for different multiplicity classes of event-by-event basis efficiency correction (toy model

study).

model study, it is observed from Figure 4.10 (a) and (b) that the generated and re-

constructed values are almost same when the ratio of cumulants (e.g. Sσ and κσ2)

are taken. However, the efficiency corrected value of κσ2 is far above the generated

value in all multiplicity classes. Now it is clear that event-wise efficiency correction

is also not working for net-proton higher moments analysis.

• Track-wise detector efficiency correction: The same strategy which was used for

the net-charge toy model analysis in Section 4.1.1.2 is adopted to test whether the

track-wise efficiency correction works for net-proton higher moments analysis or

not. The generated events, the reconstructed events and the events with track-wise

efficiency correction are studied and the results are shown in Figure 4.11.

In Figure 4.11 the open circle represents the results of generated events, filled red

circle is for reconstructed events and black star marker represents the results of the
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Figure 4.10: (a) Sσ and (b) κσ2 of net-proton distributions for different multiplicity

classes of event-by-event basis efficiency correction (toy model study).

events with track-wise efficiency correction. Figure 4.11 (a) shows that the mean

values of track-wise efficiency corrected sample of the higher multiplicity classes

are not matching with generated values. The sigmas of all multiplicity classes are

increased after doing the track-wise efficiency correction. But the skewness and

kurtosis values of efficiency corrected events towards the higher multiplicity classes

are almost same with the generated and reconstructed values. But it can be seen

from panel (e) and (f) that in Sσ and κσ2 results, the efficiency corrected values

are not matching with the generated values which is clear from their relative differ-

ences. So the similar conclusion is drawn from this toy model study that track-wise

efficiency correction is not a good method of doing detector efficiency correction

for net-proton higher moments analysis.

4.1.2.3 Contamination

For net-proton higher moments analysis, there are two types of contamination. First is the

secondary track and second one is the weak decays. This toy model study is carried out to

see the effect of contamination to the higher moments of net-proton distributions similar

to the way discussed in Section 4.2.3. The results are shown in Figure 4.12 and Figure

4.13.

In Figure 4.12 and 4.13, the filled black markers are the results from pure sample

(generated events), the open square represents the sample which have 2% contamination
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Figure 4.11: Results for net-proton higher moments in track-wise efficiency correction

(toy model study).

and the open triangle represents the result for the event sample with 5% contamination.

Here also, the mean and sigma values are increased due to the contamination and it is

more for higher multiplicity classes. The skewness and kurtosis values of sample with

2% contamination is deviating more than the 5% contaminated sample. The reason is

not clear as far as this toy model is concerned. But unlike net-charge, the Sσ and κσ2

values are deviating from the pure sample and the deviation is random in case of Sσ, but
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Figure 4.12: Effect of contamination on net-proton higher moments (toy model study).

systematically increased in case of κσ2 for high multiplicity classes. So this toy model

study shows that there are substantial changes in the values of the higher moments of

net-proton distributions because of contamination. Hence, it is necessary to reduce the

contamination level as much as possible during the data analysis.

4.2 Proposed Methods for Detector Efficiency Correction

for Higher Moments

A conclusion drawn from the toy model study discussed in the previous section about the

main concern of higher moments analysis is that neither event-wise nor track-wise effi-

ciency correction works. So those methods are discarded so far this analysis is concerned

and looked for other alternative possible methods to remove the detector effects from the

data to extract the relevant physics message. Here are few methods proposed recently
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Figure 4.13: Effect of contamination on net-proton higher moments (toy model study).

by various authors for detector efficiency corrections which are discussed below with toy

model study to see the feasibility for higher moment analysis.

4.2.1 Unfolding Method

Unfolding method is widely used in various analyses of heavy-ion collision experiments

to correct the detector effect [117–119]. First time in [120], it is proposed that unfolding

method can be used to eliminate the known detector inefficiency while studying the higher

moments of net-charge and net-proton distributions from collision data. This method uses

the basics of Bayesian unfolding method first proposed by G. D’Agostini [121]. Unfold-

ing can be done using the software tool called as RooUnfolding [122]. Bayesian un-

folding method is used to remove the known effect of measurement resolutions, detector

inefficiency and systematic biases from the measured distributions (data) to get the true

distribution. Basically it uses a response matrix to encode the known effects, which can

be determined by MC simulation where both the true distributions and measured distri-

butions are known. Then later on this response matrix is used to unfold the data. Detail

descriptions of Bayesian unfolding method and algorithm of RooUnfolding are given in

Ref [121, 123]. In this toy model, the procedure given in Ref [120] is followed for this

study. In Ref [120], HIJING event generator is used, whereas in this thesis the toy model

is used. In Ref [120] , it is shown that the true or generated values of higher moments

of net-charge and net-proton distributions can be faithfully unfolded back by using Bayes
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method. However, a drawback of their method is pointed out during this toy model study.

The drawback in their method is that they have used HIJING events as training sample as

well as for unfolding where the multiplicity is same in both the cases. In this toy model,

an attempt is made to address this drawback by showing that event generators with dif-

ferent multiplicities can not be used for successful unfolding of all the higher moments.

Here, two cases are considered in the present context of argument. In the first case, the

events with same mean of N+ and N− are used for training as well as unfolding sample.

In the second case, the unfolding sample is different from the training sample. The detec-

tor efficiency is kept same for both the cases. Here, the results of unfolding is shown for

both the cases in Figure 4.14 and Figure 4.15, respectively.
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Figure 4.14: Unfolding results with event sets of same multiplicity used for training and

unfolding (toy model study).

In Figure 4.14, the red filled circles are the moments value from the generated or real

events, blue squares represent the moments value of the reconstructed events and black

triangles are for the moments value obtained from the unfolded events. It is clear from

Figure 4.14, when the events sample whose mean of the event multiplicity (< N+ >=

92



CHAPTER 4. SIMULATION STUDY 4.2. PROPOSED METHODS FOR DETECTOR EFFICIENCY CORRECTION FOR HIGHER MOMENTS

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

Mean

Generated(Training sample)
Reconstructed(Training sample)
Generated
Reconstructed
Unfolded

Mean

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
4.2

4.21

4.22

4.23

4.24

4.25

4.26

4.27

4.28

4.29

4.3

SigmaSigma

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

SkewnessSkewness

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

KurtosisKurtosis

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

σSσS

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

2σκ 2σκ

Figure 4.15: Unfolding results with two type of events with different multiplicity used for

training and unfolding, respectively (toy model study).

50, < N− >= 50) is same as the events taken for training; the mean, sigma and other

higher moments of the distributions are successfully unfolded back to the generated val-

ues. The results for the second case is shown in Figure 4.15. In Figure 4.15, the in-

verted triangles of magenta colors are the moments value of the generated events used for

training, star markers for the moments values of the reconstructed events of the training

sample. The red filled circles are of the generated events, the green square markers of

reconstructed events and the blue triangles are the moments value for unfolded events for

the event sample whose multiplicity is different from the training sample. It can be seen

in Figure 4.15 that the generated and reconstructed values of all the higher moments of

both type of event samples are same. This ensures the credibility of the toy model chosen

to test the validity of the study reported in Ref [120]. It is observed in this study that when

a different kind of event samples, whose mean values (< N+ >= 51, < N− >= 50) are

slightly different than the training sample, are used for unfolding, only mean and sigma of

the distributions are unfolded back successfully, but not the other higher moments. This
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can be observed in Figure 4.15. This conclusion is made from Figure 4.14 and 4.15 that

even if the detector effect is same for both the events sample with different multiplicities,

RooUnfolding method is unsuccessful to unfold back to the higher moments to the true

distribution. It implies that, while using unfolding method to correct the detector effect,

we need a model for training whose mean number of positive and negative charged parti-

cles (the multiplicity) of the events, particle ratios, pT spectra etc, should be same as the

real data. This is also mentioned in [121]. The HIJING event generator doesn’t describe

the experimental data well. So one has to be very careful to implement the unfolding

method to real data by taking HIJING events as training sample. From this simple toy

model study, it is concluded that this unfolding method can’t be used to correct the de-

tector effect for the higher moments and cumulants study of net-charge and net-proton

distributions with the present available event generators.

4.2.2 K-cumulants Methods Using Factorial Moments

This method is proposed in Ref [124]. The binomial probability distribution is used to

model the correction methods and

p (n1, n2) =

∞
∑

N1=n1

∞
∑

N2=n2

P (N1, N2)
N1!

n1!(N1 − n1)!
pn1

1 (1− p1)
N1−n1

× N2!

n2!(N2 − n2)!
pn2

2 (1− p2)
N2−n2 (4.2)

where p(n1, n2) describes the probability distribution of the measured particles n1, n2 and

P (N1, N2) is the probability distribution of the generated particles N1, N2. The param-

eters p1 and p2 take care of the detector efficiency. The subscript “1” and “2” represent

the positive and negative particles, respectively. In this method, factorial moments is used

in a convenient way to connect them with the generated and measured (reconstructed)

94



CHAPTER 4. SIMULATION STUDY 4.2. PROPOSED METHODS FOR DETECTOR EFFICIENCY CORRECTION FOR HIGHER MOMENTS

probability distributions as given in equation 4.3 and 4.4.

Fik ≡ 〈 N1!

(N1 − i)!

N2!

(N2 − k)!
〉 =

∞
∑

N1=i

∞
∑

N2=k

P (N1, N2)
N1!

(N1 − i)!

N2!

(N2 − k)!
(4.3)

fik ≡ 〈 n1!

(n1 − i)!

n2!

(n2 − k)!
〉 =

∞
∑

n1=i

∞
∑

n2=k

p (n1, n2)
n1!

(n1 − i)!

n2!

(n2 − k)!
(4.4)

Fi,k and fi,k are the factorial moments of generated and measured numbers, respec-

tively. Then a relation between the generated and measured factorial moments can be

established as follows.

fi,k = pi1.p
k
2.Fi,k (4.5)

For simplicity, the formula to correct the measured cumulants when the detector efficiency

of both positive (p) and negative (p̄) charged tracks are same (i.e. p1 = p2) is deduced and

later more generalized formulae of the corrected cumulants denoted asKn in the appendix

of Ref [124] in terms of various factorial moments are given. To test this method, a toy

model study is carried out by considering several cases. First the binomial efficiency type

is considered and it is done only for a single centrality class of highest multiplicity bin of

net-proton and net-charge. The probability in the binomial function used for positive par-

ticles and negative particles are 80% and 79%, respectively. This probability is basically

the efficiency of the detector. This p1 and p2 are the average efficiency of the detectors for

positive and negative particles, respectively, which can be evaluated from this toy model

as follows.

Average Efficiency =
Average number of measured positive (negative) charge tracks

Average number of generated positive (negative) charge tracks

(4.6)

The toy model results for net-proton and net-charge are presented in Figure 4.16 and

Figure 4.17, respectively. In Figure 4.16 and 4.17, the red marker represents the moments

values of generated events, the square marker represents the value obtained from mea-

sured events and blue triangle marker is for the moments results after doing the efficiency

correction using K-cumulant method. For both the cases, it can be seen that the corrected

mean and sigma values of net-proton and net-charge distributions match with the gener-
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Figure 4.16: Efficiency corrected results of net-proton higher moments compared with

the generated and reconstructed values using the K-cumulant method considering detector

efficiency as binomial type (toy model study).

ated values. In Figure 4.16, except κσ2, the corrected values of skewness, kurtosis and Sσ

are close to generated values. However, it is observed in Figure 4.17 that skewness, Sσ

and κσ2 do not match with the generated results except kurtosis. This disparity from net-

proton to net-charge results can be inferred as follows. While correcting small numbers

(e.g. p and p̄ numbers are around 40 each in most central collisions) with some factor, the

small uncertainties in the correction factor may not make such change in the final results,

but if you consider higher numbers (e.g for net-charge, the number of positive and nega-

tive tracks are around 900 each in most central collisions), even a 0.1% of uncertainties

in correction factor can make a large difference. However, to be sure about the earlier ob-

servations, a more extensive toy model study for net-charge for all eight centrality classes

is done which is given in Figure 4.18. In this study, total 160×106 numbers of events

are taken (each centrality bin has 2×106 events). The reconstruction efficiencies used are
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Figure 4.17: Efficiency corrected results of net-charge higher moments compared with

the generated and reconstructed values using the K-cumulant method considering detector

efficiency as binomial type (toy model study).

80% and 79% for positive and negative tracks, respectively.

In Figure 4.18, the red marker represents the moments values of generated events,

the square marker represents the value obtained from measured events. The blue triangle

marker is for the moments results after doing the efficiency correction using K-cumulant

method. The lower panel of each figure is the ratio of corrected value to the generated

values for eight centrality classes. It is observed that the mean and sigma values are

corrected back to the generated values. For other higher moments and ratio of cumulants,

the corrected values are more closer to the generated values. But the difference goes on

increasing while moving from lower multiplicity class to the higher multiplicity class.

It is also hard to conclude for the other higher moments, as the error bars are so large.

This method has one drawback that it uses an average efficiency for each centrality class

for correction. But in real, the detector efficiency varies with respect to pT , η and φ of
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Figure 4.18: Net-charge higher moments using K-cumulants efficiency correction method

(toy model study).

tracks. Recently, the same authors have proposed another method to correct the detector

effect over all the phase space and is called as method of local efficiency correction to the

cumulants [125]. This method is under study.
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Chapter 5

Results and Discussion

The technicalities involved in collecting the data are discussed in details in Chapter 2.

After passing through a lot of quality checks, the data are stored in a data container with

all the global and individual track information of each event. Depending on the physics

analysis, all desired selection criteria are applied to data. Sensitive analysis, like the study

of fluctuations of conserved numbers, i.e. net-(electric) charge and net-proton, needs

to be done with greater care. The detector effects are studied through MC simulation.

The dataset, event and track selection methods for this analysis will be discussed in this

chapter. Then the results of the measurements of net-charge and net-proton number fluc-

tuations are discussed.

5.1 Data Analysis Procedures

The measurement of higher moments of net-charge and net-proton distributions are car-

ried out taking Pb-Pb collision data of first LHC heavy-ion run in year 2010. The recon-

structed events of the collision data are available in terms of ESD and AOD for physics

analysis. Starting from event selection from AODs to the moments estimation procedures

and systematic studies are discussed below.
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5.1.1 Event Selection

In heavy-ion collision experiment, an event is defined as the collision between projectile

and target nuclei. During the experiment, events are recorded by assigning certain trigger

depending on the threshold defined for the trigger detectors. To select an event, first a

trigger selection cut is used. Then to avoid background events and secondary interactions,

vertex cuts are applied. In the mean time, the centrality of the event is determined. In this

section, different event selection criteria are discussed.

5.1.1.1 Trigger selection and Background Event Rejection

In ALICE, there are different types of triggered events. For this analysis, events with

minimum-bias triggers are used. Minimum-bias (MB) trigger implies that it imposes

minimum or virtually no bias while selecting an event. A MB trigger satisfies two re-

quirements out of the following three requirements during the data taking: (a) hits in

the outer SPD layer, (b) signal in V0A and (c) signal in V0C. Technically, it is repre-

sented as “CMBACS2-B-NOPF-ALL”. The first part of the phrase is the basic trigger

condition plus the information from LHC which confirms that there was bunch crossing

(‘B’). ‘NOPF’ stands for ‘No Past-Future Protection’ (past-future protection is used to

avoid those events which are superimposed by too many pile-up collisions) and the last

part stands for the active trigger detectors. The main detectors used for MB trigger are

VZERO and SPD. The MB trigger has large efficiency for low multiplicity and diffractive

events and has good rejection of background interactions.

Apart from real collisions, there is also some probability of interaction of beam with

residual gas inside the beam pipe and may give a MB trigger. There is also another

scenario of beam-halo interactions, which can fire a MB trigger. The halo is the gas of

charged particles which are created after continuous collisions. To eliminate such events

originating from beam-gas or beam-halo interactions, certain triggers are used in ALICE.

This is decided by VZERO detector with the fact that the arrival times of particles to V0A

and V0C are different in beam-beam and beam-gas interactions. Particles coming from

real collisions will hit V0A after 11.4 ns of the time at which both the beam coming from

opposite directions cross the nominal interaction point in ALICE [126]. But the particles

100



CHAPTER 5. RESULTS AND DISCUSSION 5.1. DATA ANALYSIS PROCEDURES

generated from background events will arrive V0A and V0C at significantly different

times. There are also some soft particles produced via QED processes due to strong

electromagnetic fields generated by the relativistic heavy-ions. These QED processes

involve lepton pairs production, dissociation of nucleus and photo production. These type

of background events are rejected by putting selection criteria of an energy deposition

above 500 GeV in each of the neutron ZDC kept at ±114 meters from the interaction

point [127].
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Figure 5.1: (a) z co-ordinate of the vertices of selected events, (b) Vertex-y vs, Vertex-x

plot of the events in x-y plane of the collision vertex.

5.1.1.2 Vertex Selection

As mentioned earlier, to reduce the contribution of background events, events having

reconstructed vertices are considered for the analysis. This is done by imposing some

constraint on the position of the z component of collision vertex. Vertex position determi-

nation is done by SPD. All events are populated around the nominal interaction point (z

∼ 0) and extend on either side. But the beam-gas events usually have higher |Vz|, which

are comparable to the numbers of physics events. Thus, to minimize contamination from

background events, events with |Vz| < 10 cm is selected. It is also possible to measure

the x and y co-ordinate of the vertex. Since the analysis is carried out on AODs, there is

always prefixed cut to Vx, Vy and Vz. The Vz distribution is shown in Figure 5.1(a). Figure

5.1(b) shows the scatter plot of Vx vs Vy. It is clear from Figure 5.1(b) that there is an

offset of few millimeters of the vertex position in x − y plane from (0,0). This implies
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that the beam is not perfectly aligned in the ALICE interaction point. However, this is not

going to affect the analysis.

5.1.1.3 Centrality Selection

Figure 5.2: Distribution of the sum of the amplitudes in the V0 scintillators fitted with

NBD-Glauber. The regions are divided into different centrality classes [128].

In heavy-ion collisions, each event has certain impact parameter. The interaction vol-

ume is always expressed via the numbers of participant nucleons (Npart). But neither

the impact parameter nor the Npart are directly measured quantities in the experiment.

The average charged particle multiplicity (Nch) and the energy deposited in ZDC are only

observables in the experiment through which the collision geometry can be determined.

The average charged particle multiplicity is assumed to be decreased with increase of

the impact parameter. So events are characterized by centrality classes by classifying

the events according to their impact parameter. In ALICE, the centrality is defined as

the percentile of the hadronic cross section corresponding to a particle multiplicity above

a certain threshold or the energy deposited in the ZDC below certain threshold. In AL-

ICE, the hadronic cross section and hence, centrality is determined by selecting the events

where purity and efficiency of event selection are 100%. This purity is achieved by giving

particular emphasis on the rejection of QED and machine-induced backgrounds. Anchor
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Point (AP) is used as the absolute scale of the centrality determination which is defined

as the amplitude of the V0 detector equivalent to 90% of the hadronic cross section. To

determine AP, the most standard method used in ALICE is the NBD-Glauber fit to the

V0 amplitude [128]. Monte Carlo Glauber model is used to determine the Npart and Ncoll

for a given impact parameter. NBD is used to parameterize the particle multiplicity per

nucleon-nucleon collision. To incorporate both of them in the fit function, a two compo-

nent model is used to fit the V0 amplitude assuming that the nucleus-nucleus collision is a

contribution from linear combination of soft and hard processes. The particle production

from soft processes scales linearly with Npart, whereas the particle production from hard

processes scales with Ncoll. The form of the two component model is,

Nancestors = f ×Npart + (1− f)×Ncoll (5.1)

where Nancestors are the independently emitting sources of particles. f is a parameter,

which controls the relative contribution of soft and hard processes. Now using AP, the

event sample is divided into centrality classes, which correspond to well defined per-

centiles of the hadronic cross section. Then from the fit, the mean number of the relevant

geometrical quantities, likeNpart and Ncoll, for a corresponding centrality are determined.

Centrality selection is done by the ALICE offline team and assign all events with a cen-

trality after the physics selection. Although several detectors are used for centrality esti-

mation, V0 gives the best centrality estimation with centrality resolution ∼ 0.5% for the

centrality range 0-20% and below 2% for the centrality range 20-80%. The V0 amplitude

distributions are fitted with NBD-Glauber. Different centrality classes are shown in Fig-

ure 5.2. A list of different centrality range, the corresponding impact parameter, Npart and

Ncoll are given in Table 5.1. In this analysis, events of 0-80% centrality are selected and

VZERO detector is used as centrality estimator. However, other detectors, like TPC and

SPD, are also used to determine the centrality, which will be later taken for systematic

study.
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Table 5.1: Different centrality range, their corresponding impact parameter range and the

number of nucleon participants obtained from MC Glauber model in Pb-Pb collisions

[128]

.

Centrality bmin bmax Npart Systematic in Npart

0-5% 0.00 3.50 382.8 3.1

5-10% 3.50 4.95 329.7 4.6

10-15% 4.95 6.07 281.1 4.8

15-20% 6.07 6.98 238.6 4.2

0-10% 0.00 4.95 356.5 3.6

10-20% 4.95 6.98 260.5 4.4

20-30% 6.98 8.55 186.4 3.9

30-40% 8.55 9.88 128.9 3.3

40-50% 9.88 11.04 85.0 2.6

50-60% 11.04 12.09 52.8 2.0

60-70% 12.09 13.06 30.0 1.3

70-80% 13.06 13.97 15.8 0.6

80-90% 13.97 14.96 7.52 0.4

90-100% 14.96 19.61 3.77 0.1

5.1.2 Track Selection

In heavy-ion collision events, thousands of particles come out from the reaction zone and

hit the detectors. But all particles may not be coming from the fireball. Some of the

particles are from secondary interaction of the particles with the detector materials. Many

of the particles, which are even originating from the fireball, may not fall in our detector

acceptance and hence, can not be reconstructed efficiently. So one has to be specific

about the track selection before going to any physics analysis keeping in mind about

the optimization of the physics demand and detector acceptance within our region of

interest. So after imposing event level cuts, now specialized track cuts have to be applied

in accordance with the requirement of the analysis. The demand for a robust physics

result is that the selected tracks must be primary track, within the required phase space

to address the physics goal and free from any contamination of secondaries and detector

effects. The whole analyses are done on AOD, which are produced from ESDs with

certain filtering on the basis of physics analysis. The tracks are again stored with more

specific qualitative track cuts with the name of filter bits to make them more compact

in terms of data size and efficient in terms of computing time. These qualitative cuts
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are applied to ensure that the selected tracks are primary tracks. Primary tracks are the

tracks produced in the collision, including products of strong, electromagnetic decays

and weak decays of charm and beauty particles; free from the strange weak decays and

other secondary particles. As discussed in Section 2, a reconstructed track can be a TPC

only tracks or a Global track. In TPC only tracks, only TPC information are used for

reconstruction, while for global tracks, other tracking detectors, like ITS, TOF and TRD,

are used to improve the track quality. So in global tracks, the tracking is more precise

and requires proper alignment of all the detectors. In AODs, there are different filter

bits used to classify different categories of tracks in terms of different predefined track

parameter cuts. These predefined qualitative track cuts are: numbers of TPC clusters,

χ2/ndf of the track fitting, distance of closest approach (DCA) of a track to the event

vertex, kink produced from weak decays and asking whether it requires ITS refit or not

for track reconstruction.
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Figure 5.3: Azimuthal distribution of hybrid tracks [129].

The number of TPC clusters is the space points in the TPC used to reconstruct the

track and the cut is used to ensure high efficiency track reconstruction, minimizing con-

tribution from photon conversion and secondary charged particles produced in detector

material. There are maximum 159 space points in TPC end cap, which are used for a
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track reconstruction. χ2/ndf cut is used to eliminate the tracks which are not coming

from the collision point. This measures the goodness of track fitting to the TPC cluster to

form a trajectory of a charged particle traversing the TPC volume during reconstruction by

the reconstruction algorithm. As the fundamental job is to select the primary tracks, DCA

cuts are applied to ensure that the tracks are originating from the primary vertex. DCA is

measured as the distance of the closet point of the particle trajectory to the primary vertex.

As weakly decaying particles (e.g. K+ → µ+νµ) decay inside the tracking volume, the

neutrino is not tracked and hence their trajectory has a kink giving the trajectory of the

mother (K+) and one of its daughter charged particle, i.e. µ+. Such type of related tracks

are reconstructed and flagged as kink mother and kink daughter. So depending on the

analysis, one has to set whether the kink tracks should be selected or not. Similarly, for

global tracks, to improve the track quality, it is asked whether the track needs ITS refit

during reconstruction or not.

During the analysis, AODs are used and tracks are selected from AOD filter bits 272.

Tracks with filter bit 272 are referred as hybrid tracks. The concept of hybrid track is as

follows. During 2010 Pb-Pb data taking, some parts of the SPD were switched off in many

run periods which give holes in the η and φ distribution of the tracks. To ensure uniform

η and φ distributions, hybrid tracks were reconstructed using following three approaches

[129],

1. global tracks with SPD hits and an ITS refit.

2. global tracks without SPD hits and with an ITS refit, constrained to the primary

vertex.

3. global tracks without ITS refit, constrained to the primary vertex.

The azimuthal distribution of hybrid tracks in LHC10h data is given in Figure 5.3 for

0-10% collision centrality. It shows that how the sum of three hybrid tracks gives rise to

a uniform azimuthal distribution.

Apart from the track quality cut, kinematic cuts like transverse momentum (pT ), pseu-

dorapidity (η) cuts have to be applied depending on physics demand. Throughout the

analysis, tracks which are in the pseudorapidity range of −0.8 < η < 0.8 and in full
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azimuthal space are used. Depending on the analysis, the tracks in the required transverse

momentum range are taken which will be mentioned in the subsequent sections. Here are

the tables summarizing the dataset used for this analysis.

Table 5.2: Summary of the dataset used for the study of higher moments analysis

Collision

system

Energy (
√
sNN ) Production

version

Trigger AOD version

Pb+Pb 2.76 TeV LHC10h Minimum bias AOD 086

Table 5.3: Summary of the cuts used for event selection and track selection for the study

of higher moments analysis

Event level cuts Values Track level cuts Values

Vertex-z < 10 c.m. AOD filter bit 272

Vertex-x < 3 c.m. η -0.8 to 0.8

Vertex-y < 3 c.m. φ 0 to 2π

Table 5.4: Some basic selection cuts applied on different track parameters for construction

of hybrid tracks (filter bit 272)

Track parameters Cut values

Use standard TPC track Yes

Minimum number of TPC clusters 70

Maximum χ2/ndf per TPC cluster 4

Accept kink daughter No

TPC refit require Yes

ITS refit require Yes

DCA to vertex-xy 2.4 c.m.

DCA to vertex-z 3.2 c.m.

Maximum χ2/ndf for ITS cluster 36

5.1.3 Track QA Plots of Filter bit 272

Some basic track quality assurance plots for filter bit 272 are shown in Figure 5.4 and

Figure 5.5. Figure 5.4 shows the pT distribution and η distributions of the selected tracks,

whereas Figure 5.5 represents the azimuthal angle of the selected tracks.
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Figure 5.4: (a) Transverse momentum distribution of the selected tracks, (b) Pseudo-

rapidity distribution of the selected tracks.
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Figure 5.5: Azimuthal angle distribution of the selected charged particle’s tracks.

5.2 Net-charge Analysis Results

For the measurement of higher moments of net-charge around 14× 106 number of events

were used after all the selection criteria. A histogram is drawn to show the numbers of

events passed at different level of event selection during the data analysis, is given in

Figure 5.6.

After event selection, the track selection criteria are imposed. All charged particles

within the pT range from 0.3 GeV/c to 1.5 GeV/c are selected. Net-charge fluctuation is
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Figure 5.6: Histogram showing number of events passed different level of event selection

criteria.

measured by taking the difference of total number of positive charged particles and total

number of negatively charged particles on event-by-event basis. Let’s say, N+ is total

number of positive charged particles, N− is the total number of negative charged particles

in an event within the detector acceptance, then the net-charged particles number (∆N)

is,

∆N = N+ −N− . (5.2)
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Figure 5.7: (a) Total accepted charged tracks within the applied kinematics cuts, (b) Cor-

relation of N+ and N−.
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Figure 5.8: (a) Ratio of the average number of positive tracks to average number of nega-

tive tracks as a function of centrality, (b) Positive and negative charged particles distribu-

tion in different centrality bins.

This ∆N is the single variable which is used for the evaluation of different moments

and cumulants. The N+, N− and ∆N are calculated for each 1% centrality bin width

using V0M as the centrality estimator. For a large number of collection of events, a dis-

tribution of ∆N is obtained. Then mean and other central moments of that net-charge

distributions are calculated by using Equation 3.13 and Equation 3.15 to 3.21. The mean,

sigma, skewness, kurtosis and ratio of various order cumulants are calculated for each

1% centrality bin. Using the CBWC method, described in Section 3.6.1, moments are

calculated at wider centrality bin for the final result. Before going to the higher moments

results, following quality assurance checks are done. The correlation between theN+ and

N− for the total accepted charged particles for 0-80% centrality after the track selection

cuts are shown in Figure 5.7. Figure 5.7 (a) shows that there are maximum 1900 charged

particles accepted within the specified acceptance region. This number is efficiency un-

corrected and hence, it will increase after efficiency correction. The N+ and N− are very

nicely correlated which can be seen in Figure 5.7 (b). The detector efficiency uncorrected

< N+ > to< N− > ratios for all centralities are given in Figure 5.8 (a). This ensures that

the ratios of total number of < N+ > to < N− > numbers are not varying much from

one centrality to other centrality. The slight variation of < N+ > to < N− > ratios ( 2%)

from one centrality bin to others may be accounted to the detector efficiency uncorrected

numbers of charged particles. The individual N+, N−
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Figure 5.9: Net-charge distributions for different centralities range.

distributions for three centralities are shown in Figure 5.8 (b). The ∆N distributions

for 8 centrality classes with 10% bin width are shown in Figure 5.10.

The detector efficiency uncorrected data of net-charge higher moments as a function of

〈Npart〉 are given in Figure 5.11, 5.12 and 5.13. The mean, sigma, skewness and kurtosis

values are fitted with CLT to show their evolution with respect to 〈Npart〉 using Equation

3.70 to 3.73 as discussed in Section 3.6.2.

The mean values are increasing from peripheral events to central events and most cen-

tral events are far away from the CLT. Similarly, the width of the net-charge distributions

are increasing from peripheral events to central events. As shown in Figure 5.12, the

skewness values are getting negative in two semi-central events and also deviating from

the CLT line. But the kurtosis value is almost going to zero in all centralities except last

three peripheral event bins. In Figure 5.13, the Sσ values are fluctuating around zero. The

κσ2 values are with very high error bars and all are positive.
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Figure 5.10: Net-charge distributions of different centralities range.

5.2.1 Simulation Study With HIJING

To understand the real experimental data, it is necessary to compare the results with rele-

vant model. Meanwhile, the detector effect during event and track reconstruction can be

studied by virtual detector simulation. For net-charge higher moments analysis, Heavy-

Ion Jet Interaction (HIJING) is used as event generator for model comparison as well as

to study the detector effect. ALICE has officially generated HIJING events and those

events are passed through virtual detector environment and detector digitization, modeled

by GEANT. The pure events at generator levels are called as true events and after passing

through the GEANT, they are called as reconstructed or HIJING+GEANT events. The

simulated data analysis is done as similar to the real data and same event and track selec-

tion criteria are followed. The HIJING and HIJING+GEANT results are compared with

data and shown in Figure 5.15 and Figure 5.16.

The data are represented by filled blue circle, the HIJING result is represented by open

magenta circle and HIJING+GEANT result is shown by filled magenta cross marker.
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Figure 5.11: (a) Mean and (b) Sigma of net-charge distributions compared with CLT.
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Figure 5.12: (a) Skewness and (b) Kurtosis of net-charge distributions compared with

CLT.

From Figure 5.15 and 5.16, it is observed that neither HIJING nor HJING+GEANT

describes the data. Simulation results from HIJING event generator, shown in Figure

5.15, suggest that the mean values are increased because of detector effect. Here the HI-

JING+GEANT refers to all the reconstructed tracks which include the primary tracks as

well as the secondary tracks and the tracks coming from the detector materials. In short,

it can be said that, because of inefficiency and contamination to the HIJING+GEANT

tracks, the mean value is increased. But it is seen that the width of the net-charge distribu-

tion of the HIJING+GEANT has smaller value than the HIJING events. Similarly, other

higher moments are also affected because of detector effects. The large error bars are

accounted for the low event statistics (1.2× 106). This HIJING study goes inline with the

toy model study regarding the effect of event statistics and detector effect as discussed in
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Figure 5.13: (a) Sσ and (b) κσ2 of net-charge distributions.
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Figure 5.14: (a) Mean and (b) Sigma of net-charge distributions fitted with CLT.

Chapter 3. This implies that there are always some detector effects while representing the

data and hence, it is difficult to conclude anything from the efficiency uncorrected data.

5.2.2 Systematic Study And Systematic Error Estimation

The analysis results shown so far are from the data taken by certain detectors. For ex-

ample, track reconstruction in TPC, various parameters, like numbers of space points,

distance of closest approach (DCA), goodness of fitting (χ2/ndf ), etc. are used to recon-

struct a track. Sometime, to get good quality track which is free from possible contami-

nation, tighter quality cuts are applied. But for these tracks, the tracking efficiency goes

down. So keeping in mind both the quality and efficiency of track reconstruction, some

optimal selection cuts on those parameters are used for the analysis. But it may not give
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Figure 5.15: (c) Skewness and (d) Kurtosis of net-charge distributions fitted with CLT..
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Figure 5.16: (a) Sσ and (b) κσ2 of net-charge distributions.

the most appropriate combination with other parameters to reconstruct a robust track. So

there is always some systematic uncertainties associated with the track reconstruction.

Similarly, for other measurements, like centrality determination by different assigned de-

tectors, changing magnetic polarity can be treated as source of systematic uncertainties

for the moments analysis of net-charge distributions. The default cut or the optimized

event and track selection cuts used for this analysis is already discussed in the previous

sections. The systematic studies for those mentioned sources compared with the default

values are discussed below and are considered for systematic error calculation.

115



CHAPTER 5. RESULTS AND DISCUSSION 5.2. NET-CHARGE ANALYSIS RESULTS

5.2.2.1 AOD filter bits

Different filter bits are used for different analysis. For this analysis two filter bits, i.e.

1 and 1024 are considered for the systematic. Filter bit 1 is also known as the global

tracks. These global tracks are the standard TPC only tracks which require minimum 50

TPC clusters for a track reconstruction. Other track cuts used for filter bit 1 are similar to

the hybrid filter bit. Track with filter bit 1024 has the track selection cuts which is used

for nuclear modification factor (RAA) calculation in ALICE [130]. The tracks, tagged

with filter bit 1024, are reconstructed using ITS and TPC. In contrast to hybrid tracks,

filter bit 1024 has some holes in the φ distribution of the tracks. This is because of

few SPD sectors were switched off during the data taking. Tracks with filter bit 1024

use minimum 120 numbers of TPC crossed rows. TPC crossed rows are defined as the

number of found clusters out of total clusters used for Kalman fit. So, it has more tighter

cuts than the global tracks and equivalent cuts with respect to hybrid tracks with holes

in azimuthal space. Now the analysis is carried out using these three filter bits for track

selection. The results are shown in Figure 5.17. In Figure 5.17 (a), it is observed that

the global tracks give largest mean values compared to the filter bit 1024 and the hybrid

tracks (filter bit 272) at a particular centrality bin. Filter bit 1024 gives the mean values,

which is larger than the hybrid tracks and smaller than the global tracks. The reason is

as follows. In global tracks, there are more possibilities of contamination of secondary

tracks due to track merging as it uses very loose cut on TPC cluster to reconstruct a track.

Similarly, in filter bit 1024, as there are few holes in azimuthal distributions, it adds some

artificial fluctuations to the distributions. In other higher moments and their ratios, there

are slight differences of values of filter bit 1 and 1024 with respect to the hybrid tracks.

This indicates that the more the quality of track, the more the purity of sample and better

to study the sensitive analysis like higher moments of fluctuations of conserved numbers.

The σ of net-charge distributions for three filter bits as a function of 〈Npart〉 are shown

in Figure 5.17(b). Both filter bit 1024 and 272 have almost similar σ values whereas

filter bit 1 gives larger σ values. The skewness and kurtosis of three filter bits are almost

same within the statistical error bars, which are shown in Figure 5.17(c) and 5.17(d),

respectively. As mentioned earlier, the σ of net-charge for filter bit 1 is more than the

116



CHAPTER 5. RESULTS AND DISCUSSION 5.2. NET-CHARGE ANALYSIS RESULTS

〉
part

N〈
0 50 100 150 200 250 300 350

)µ
M

e
a

n
(

0

2

4

6

8

10

12

14
Filter bit 1
Filter bit 272
Filter bit 1024

This thesis

Dotted lines are CLT

(a)

〉
part

N〈
0 50 100 150 200 250 300 350

)
σ

S
ig

m
a

(

0

5

10

15

20

25

30

35

40

Filter bit 1
Filter bit 272
Filter bit 1024

This thesis

Dotted lines are CLT

(b)

〉
part

N〈
0 50 100 150 200 250 300 350

S
ke

w
n

e
ss

(S
)

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

Filter bit 1
Filter bit 272
Filter bit 1024

This thesis

Dotted lines are CLT

(c)

〉
part

N〈
0 50 100 150 200 250 300 350

)κ
K

u
rt

o
si

s(

0

0.1

0.2

0.3

0.4

0.5

Filter bit 1
Filter bit 272

Filter bit 1024

This thesis

Dotted lines are CLT

(d)

〉
part

N〈
0 50 100 150 200 250 300 350

)
2

/c
3

(c
σ

S

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

Filter bit 1
Filter bit 272
Filter bit 1024

This thesis
(e)

〉
part

N〈
0 50 100 150 200 250 300 350

)
2

/c
4

(c
2

σκ

-10

-5

0

5

10

15

20

Filter bit 1
Filter bit 272
Filter bit 1024

This thesis
(f)

Figure 5.17: Systematic study for three filter bits (without efficiency correction).

other two filter bits, so its product with skewness and kurtosis have largest values among

them, which are shown in 5.17(e) and 5.17(f).

5.2.2.2 Centrality estimators

In ALICE, there are various detectors used for centrality determination. V0M is used as

the default centrality estimator as it is superior to all the detectors as mentioned in Section
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5.1.1.3. For systematic study keeping all other selection criteria intact, SPD and TPC are

used as centrality estimator. SPD uses the number of hits collected in its outer layer, TPC

uses the number of reconstructed tracks information for centrality determination. Almost

equivalent procedure, as stated for V0 detector, is used to fit the NBD-Glauber method to

their distributions and the centrality is determined for both of them. Technically, centrality

determination using SPD and TPC in the AOD analysis are denoted as CL1 and TRK,

respectively. The detector efficiency uncorrected analysis results taking both of them

as centrality estimators are shown in Figure 5.18. The result is also compared with the

default centrality estimator V0M.

From Figure 5.18 (a) and (b), it is observed that the mean and sigma values are same

irrespective of which detectors are used as centrality estimator. But the skewness and

kurtosis results in the peripheral events are different from each other. This difference is

pronounced more when the products of moments are taken, like Sσ and κσ2. This can

be inferred as follows. As the analysis is done by taking the TPC and ITS tracks, there

may be some auto-correlation built up when the same detectors (TPC and SPD) are used

as centrality estimators.

5.2.2.3 Magnetic polarity

ALICE magnet has the capability to change its polarity. The 2010 heavy-ion data have

few runs of magnetic field in positive z-directions and few runs of its reverse. But the

analysis is done on the sum of these two datasets. The magnetic field along positive z-

direction is referred to positive polarity and magnetic field along negative z-direction is

referred to negative polarity. The numbers of events for each polarity are almost same.

To see the effect of magnetic polarity to the higher moments of net-charge distributions,

the systematic study is carried out. Here, the two cases are compared with each other and

with all runs. The results of moments as a function of different centralities are shown in

Figure 5.19.

From Figure 5.19 (a), it is observed that, in a particular centrality bin, positive polar-

ity has the maximum mean values, whereas the negative polarity has the minimum mean

values. The mean value of the full runs are just the average value of two different po-
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Figure 5.18: Efficiency uncorrected results of the systematic study for three different

centrality estimators.

larities. But it is yet not understood why there is a substantial difference between two

polarities which can be clearly seen at the most central collisions. Figure 5.19 (b) shows

that the widths of the distributions are not affected by changing the polarity of magnetic

field. The skewness and kurtosis of the net-charge distributions for positive polarity has

always smaller values than the negative magnetic polarity. The skewness and kurtosis

values of full runs are the average of the two polarities which is clear from 5.19 (c) and
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Figure 5.19: Systematic study for different magnetic polarity.

(d). The above described trends of skewness and kurtosis are reflected in the products of

the moments which are shown in Figure 5.19 (e) and (f).

5.2.2.4 Systematic Error Estimation

There are six sources treated for systematic uncertainties. The results obtained from AOD

fitter bit 272 (hybrid tracks) with V0M centrality estimator are treated as the reference
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point. Other systematic studies, like filter bit 1 (global track), filter bit 1024 (RAA analysis

track cuts), magnetic field (with positive and negative polarity) and other two centrality

estimators (TRK and CL1) are taken for systematic error estimation. If X is the reference

point andXi are the values of the respective moments from ith source, then the systematic

error is estimated as follows.

Systematic Error = X

√

√

√

√

∑

i

(

Xi −X

X

)2

(5.3)

The efficiency uncorrected results with systematic errors are given in Figure 5.20. The

moments values are plotted in y-axis and the 〈Npart〉 is plotted in x-axis. The mean,

sigma, skewness and kurtosis of net-charge distributions are fitted with CLT. The open

box represents the systematic uncertainty. In Figure 5.20, it is observed that the systematic

error bars on mean values of net-charge distributions are very large and increasing from

peripheral events to central events with a contrast to the systematic error on sigma. The

main source of large systematic uncertainties for those are from filter bits. In the case of

skewness and kurtosis, the systematic uncertainties are decreasing from peripheral events

to central events. The products of moments (Sσ and κσ2) have also very large error

bars. Such large systematic error bars are attributed to the efficiency uncorrected results

for different systematic sources. The summary of the efficiency uncorrected results of

net-charge higher moments with the statistical and systematic uncertainties are given for

different 〈Npart〉 in Table 5.5, 5.6 and 5.7.

Table 5.5: The mean and sigma values of net-charge distributions for different 〈Npart〉
(centralities) with statistical and systematic errors.

〈Npart〉 Mean (stat±sys) σ (stat±sys)

356.5 1.35±0.02±10.14 29.81±0.01±1.88

260.5 1.50±0.02±5.92 24.60±0.01±1.54

186.4 1.24±0.01±3.64 20.30±0.01±1.28

128.9 0.87±0.01±2.22 16.45±0.01±1.05

85.0 0.57±0.01±1.30 12.94±0.007±0.85

52.8 0.32±0.007±0.71 9.79±0.005±0.67

30.0 0.17±0.005±0.36 7.02±0.004±0.50

15.8 0.08±0.003±0.15 4.72±0.002±0.36
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Figure 5.20: Efficiency uncorrected results of higher moments of net-charge distributions

with systematic error bars.

5.2.3 Comparison of Data With Baseline Study

The efficiency uncorrected results of net-charge distributions are compared with the Pois-

sonian and NBD expectations. The mean values of N+ and N− numbers are taken from

the efficiency uncorrected data for the eight centrality classes and used as inputs for Pois-

sonian and NBD expectation estimation. Then the higher moments of Poissonian and
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Table 5.6: The skewness and kurtosis values of net-charge distributions for different

〈Npart〉 (centralities) with statistical and systematic errors.

〈Npart〉 skewness (stat±sys) Kurtosis (stat±sys)

356.5 0.0004±0.002±0.002 0.002±0.003±0.006

260.5 0.002±0.002±0.002 0.005±0.004±0.010

186.4 -0.002±0.002±0.005 0.0103±0.004±0.0106

128.9 -0.001 ±0.002 ±0.009 0.013±0.003 ±0.016

85.0 0.003 ±0.002 ±0.005 0.019 ±0.003 ±0.027

52.8 0.005 ±0.002 ±0.005 0.039 ±0.004 ±0.049

30.0 0.007 ±0.002 ±0.006 0.101 ±0.009 ±0.131

15.8 0.012 ±0.003 ±0.017 0.297 ±0.032 ±0.367

Table 5.7: The Sσ and κσ2 values of net-charge distributions for different 〈Npart〉 (cen-

tralities) with statistical and systematic errors.

〈Npart〉 Sσ (stat±sys) κσ2 (stat±sys)

356.5 0.01±0.05±0.07 1.84±3.40±5.89

260.5 0.05 ±0.04 ±0.04 2.95±2.39 ±6.33

186.4 -0.04 ±0.04 ±0.11 4.27 ±1.63 ±4.28

128.9 -0.03 ±0.03 ±0.15 3.55 ±1.06±4.34

85.0 0.04 ±0.02 ±0.06 3.24 ±0.66 ±4.62

52.8 0.05 ±0.02 ±0.05 3.79 ±0.43 ±4.66

30.0 0.05 ±0.01 ±0.05 4.98 ±0.42 ±6.56

15.8 0.05 ±0.01 ±0.08 6.63 ±0.56 ±8.44

NBD expectations are estimated as described in Section 3.5.1 and 3.5.2. In Figure 5.21,

the NBD and Poissonian expectation values are represented by the solid continuos lines.

The CLT lines are represented by dotted lines.

The baseline values (obtained from Poissonian and NBD expectations) for mean,

skewness and kurtosis are same with data within the systematic uncertainties which are

shown in Figure 5.21 (a), (c) and (d), respectively. But both Poissonian and NBD have

higher sigma values than the data as shown in Figure 5.21 (b). The κσ2 of the Poissonian

expectation values are one for all centralities and the data behave like a Poissonian within

the systematic uncertainties. NBD is giving very large negative values for κσ2 and can’t

explain the data.
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Figure 5.21: The efficiency uncorrected results of net-charge higher moments compared

with the base line expectations.

5.2.4 Pseudorapidity Dependence of Net-charge Higher Moments

As discussed earlier, the heavy-ion collision system is subjected to statistical interpre-

tation. One of the main concerns is about the system size and its formulation ground

of any model, especially measurement of fluctuations under statistical ensembles, e.g.

micro-canonical ensemble, canonical ensemble and grand canonical ensemble. Under
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Figure 5.22: Pseudorapidity dependence of net-charge higher moments of the efficiency

uncorrected data.

micro-canonical ensemble approach, the particle number and energy conservation laws

are strictly fulfilled. For canonical ensemble, only material conservation laws are im-

posed locally and strictly, which reduces the phase space available for particle produc-

tions [131]. Canonical ensemble treatment is suitable for small collision systems and

small particle multiplicities, like e+ + e− and p + p collisions. In case of grand canon-

ical ensemble approach, the material and motional laws are relaxed, the mean values of
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conserved charges and energy are adjusted by introducing chemical potential and temper-

ature. In heavy-ion collision system, where the numbers of carriers of conserved charge

is large enough, grand canonical ensemble can be used [132]. In fluctuation study, like

measurements of higher moments of conserved quantities (net-charge, net-baryon) both

lattice QCD and HRG model use the grand canonical approach to heavy-ion collisions.

But it should be noted here that in non-relativistic case, only in canonical ensemble, the

particle number is fixed. However, in case of relativistic case, in high energy nuclear

collisions, the particle number fluctuates both in canonical and grand canonical ensem-

ble. So one has to be careful to choose the system volume for further thermodynamical

interpretation. As we know, at relative fluctuations vanishes in the limit V → ∞. Mean-

while, in an isolated system any conserved number doesn’t fluctuate at all. So we should

choose a part of the system (subsystem) which is large enough to neglect the quantum

fluctuations as well as small enough that the entire system can be treated as heat bath and

the statistical uncertainty of an observable (e.g. net-charge) can be calculated. In other

word, in heavy-ion collisions, we have limited detector acceptance, so we measure a part

of the whole thermodynamic system. But in the mean time, our acceptance in momentum

and pseudorapidity should be large enough that the subsystem we deal with is capable

of capturing the relevant fluctuations originating in the QGP phase, which can be used

further for statistical interpretation as stated above.

It is shown that in heavy-ion collision that there is a possibility of wash out or dilution

of fluctuations due to diffusion in the rapidity space [133]. This leads to the increase

of width of fluctuations and the total charged particles (N) times the dynamical charge

fluctuation (ν) can be described by an Error function as follows.

Nν ≈ Nν∞erf
(

∆/
√
8σ
)

, (5.4)

where ∆ is the rapidity window, N ≈ 2ρ∆, ρ is the rapidity density and Nν∞ =

2q0(2πρ
2Σ2)−1/2 is the value at large rapidity window. It is also shown that the relative

dynamical fluctuations approaches an asymptotic value at large rapidity window and the

initial QGP fluctuations can be captured. So measurement should be done at certain
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minimum rapidity (pseudorapidity) space so that fluctuations originating from QGP must

survive even after the freeze-out. In Ref. [51], a qualitative description has been given to

find out the minimum rapidity interval required to carry out the fluctuation study. Under

Bjorken scenario of expansion of fireball, if one estimates the flux of baryons inside and

outside of a given subvolume and rapidity interval, it is shown that the initial fluctuation

decays exponentially as follows.

∆Nb(τ) = ∆N i
b exp

[

− 1

2∆η

∫ τ

τi

dτ

τ
v̄(τ)

]

, (5.5)

where ∆N i
b and ∆Nb(τ) are the net-baryon numbers at initial time and time τ , respec-

tively. v̄(τ) is the average thermal velocity of baryons. In the mean time, under Bjorken

scenario, the temperature T falls like τ−1/3, then the remaing fluctuations (∆Nb(τf )) at

freeze-out will be

∆Nb(τf) = ∆N i
b exp

(

−3v̄i
∆η

[

1− (Tf/Ti)
1/2
]

)

. (5.6)

Now the exponent is close to −v̄i/(2∆η) and hence the fluctuation survives if ∆η is larger

than v̄i/2 ≈ 0.33.

Secondly, due to exchange of baryon fluxes with neighboring subvolumes, the total

number of baryons entering N en
b or leaving N in

b the subvolumes between τi and τf is

given by

N en
b = N in

b =
A

2

∫ τf

τi

ρτb v̄(τ)dτ. (5.7)

This gives N en
b = N in

b ≈ N i
b v̄/2∆η. As N en

b and N in
b fluctuate independently, the

ratio of mean square fluctuation of the number of exchanged baryons N ex
b to the average

initial fluctuation can be written as,

[N ex
b ]2

[N i
b]
2

≈ v̄i
∆η

. (5.8)

Equation 5.8 will be smaller than unity for ∆η ≥ v̄i ≈ 0.65. Considering all the

effects, like thermal fluctuations in the hadronization phase and time interval between
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hadronization and freeze-out, it is found that for fluctuation analysis, (pseudo)rapidity

coverage with |η| ≥ 0.5 is enough to catch the net-baryon number fluctuations originating

from the plasma phase [51]. This also applies to the net-charge fluctuations also. Hence,

it is considered that pseudorapidity coverage with ∆η ≥ 1 is suitable for the higher mo-

ments analysis. In ALICE, doing higher moments analysis has the advantage because

of large pseudorapidity coverage. The study of pseudorapidity dependence of net-charge

higher moments is carried out. The results are shown in Figure 5.22. The |η| coverage

is increased from 0.5 to 0.8 with steps of 0.1 unit. By increasing the pseudorapidity cov-

erage, more and more charged particle tracks are captured and added to the events. That

is why the mean of net-charge increases with increase in phase space coverage. This is

observed in Figure 5.22 (a). The mean, sigma, skewness and kurtosis values are compared

with CLT to see their evolution as a function of < Npart >. The trend of the data points is

same over all the centralities when the ∆η is varied. It is observed from the Figure 5.22

(a) and (b) that the mean values as well as the sigma values are increasing while the pseu-

dorapidity window is increased. This can be interpreted as that with increase of phase

space coverage, more and more fluctuations are captured. However, no such change is

observed in the value of skewness and kurtosis of the net-charge distributions. This is the

efficiency uncorrected result of net-charge distributions. Hence, the values may change

after doing the efficiency correction to the moments.

5.3 Net-proton Analysis Results

For the measurement of higher moments of fluctuation of net-proton numbers, event se-

lections are done in the same way as it was done in the net-charge. There are around

14 × 106 number of good minimum bias events used for this analysis. Protons and anti-

protons are selected within the pT range from 0.5 GeV/c to 2.0 GeV/c. For selections of

p and p̄, Time Projection Chamber (TPC) and Time Of Flight (TOF) detectors are used.

The energy loss of particles inside the TPC volume is compared with Bethe-Bloch ex-

pectations as a function of pT as given in Equation 2.1. The difference of the measured

value and expected value of energy loss (−dE
dx

) with respect to the detector resolution σ is
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expressed as

nσTPC =
dE/dxmeasured − dE/dxexpected

σTPC
(5.9)

which can be calculated for each particle species. Now to select a particle, appropriate

cut on nσ of that particle is taken. More tighter the cut, more purity of the particle sample

is. But in TPC, the particles (proton, pion and kaon) are identified up to 1.5 GeV/c of

pT and after that all the curves merge with each other as shown in Figure 5.23. And TOF

information are used to identify particles above 1.5 GeV/c pT region. TOF uses the arrival

time of the particles to identify the particles as follows,

nσTOF =
(timehit − startT ime)− timeexp(p,M, L)

σTOF
(5.10)

The timehit is measured by TOF detector and other information are obtained from AL-

ICE reconstruction framework. Then from the time difference, one can calculate the β

(velocity) of the particles (see Figure 5.23), which can be used to select the particles.

Now to have better PID, TPC and TOF information are combined and the combined PID

is defined as,

nσcombined =
√

(nσTPC)2 + (nσTOF )2 (5.11)

This is provided by the AliHelperPID task of the ALICE offline framework. In this

analysis, less than 3 nσ cut is applied for p and p̄ selection.
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Figure 5.23: (Left panel) TPC energy loss (dE
dx

) of particles as a function of momentum

of the particles. (Right panel) TOF β as a function of p. Figures are taken from ALICE

figure repository.
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After selecting protons and anti-protons, net-proton number fluctuation is measured

by taking the difference of the two in an event-by-event basis. Let’s say, p is total number

of protons, p̄ is the total number of anti-protons in an event, then the net-proton number

(∆p) is,

∆p = p− p̄ (5.12)

This ∆p is the single variable which is used for the evaluation of different moments

and cumulants. The p, p̄ and ∆p are calculated for 1% centrality bin width using V0M as

the centrality estimator. The mean, sigma, skewness, kurtosis and ratio of various order

cumulants are calculated for 1% centrality bin. Using the centrality bin-width correction

(CBWC) method final results are calculated at wider centrality bin. Before going to the

results, many quality assurance checks are performed on data which are shown in Figure

5.24, 5.25 and 5.26(a).

p = p + total, acceptedN
0 10 20 30 40 50 60 70

E
n

tr
ie

s

1

10

210

310

410

510

610 Minimum Bias Events (a)This thesis

0

200

400

600

800

1000

1200

1400
310×

p
0 5 10 15 20 25 30 35 40 45

p

0

5

10

15

20

25

30

35

40

45 p vs p
(b)This thesis

Figure 5.24: Total accepted protons and anti-protons within the applied kinematics cuts,

(b) The p to p̄ correlation plot.

The total accepted p and p̄ for 0-80% centrality is shown in Figure 5.24 (a). The

correlation between the p and p̄ are shown in Figure 5.24 (b). There are maximum 55

number of proton and anti-proton tracks accepted in the most central events. In the proton

to anti-proton correlation plot ( Figure 5.24 (b)), the spread of the band implies that the

correlation is weak in comparison to the N+ and N−. The < p > to < p̄ > ratios in 1 %

centrality bin from 0 to 80 % centrality are shown in Figure 5.25 (a). There is around 20%

difference of proton number to anti-proton number observed across all centrality bins.
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Figure 5.25: (a) Ratio of the average protons tracks to anti-proton tracks as a function of

centrality, (b) p and p̄ charged particle distributions in different centrality bins.
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Figure 5.26: Net-proton distributions for different centralities.

However, < p > to < p̄ > ratio is close to 1 as reported in [134]. Here the discrepancy is

accounted for the detector inefficiency. The individual p and p̄ distributions are shown for

three centralities in Figure 5.25 (b). The ∆p distributions for 8 centrality classes with 10%

centrality bin width are given in Figure 5.26 and 5.27. The detector efficiency uncorrected

data of net-proton higher moments as a function of 〈Npart〉 are given in Figures 5.28, 5.29
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Figure 5.27: Net-proton distributions of different centralities.
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Figure 5.28: (a) Mean and (b) Sigma of net-proton distributions fitted with CLT.

and 5.30. The mean, sigma, skewness and kurtosis values are fitted with CLT to show their

evolution with respect to 〈Npart〉. The higher moments data of net-proton distributions are

fitted with CLT very nicely. The error bars are within the marker size. Very interestingly

the κσ2 values are close to one which is expected from the Skellam distributions.
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Figure 5.29: (a) Skewness and (b) Kurtosis of net-proton distributions fitted with CLT.
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Figure 5.30: (a) Sσ and (b) κσ2 of net-proton distributions.

5.3.1 Simulation Study With HIJING

Like net-charge higher moments, the model study is done for net-proton by taking HI-

JING event generator and the detectors effects are studied by taking the HIJING+GEANT

events. Figure 5.31 shows that the mean values of HIJING+GEANT are always higher

than the HIJING values but the width of the net-proton distribution is decreased because

of detector effect. Similarly, due to detector effect the net-proton distribution is more

skewed with respect to the HIJING events and the peakedness also slightly increased.

This can be observed from Figure 5.32 (a) and (b). Figure 5.33 (a) and (b) show that the

product of the moments of HIJING+GEANT data are different than the HIJING except in

few centrality bins of κσ2. This study concludes that there is always finite detector effect

on the moments and product of moments of net-proton distributions, like the net-charge
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distributions, which needs to be corrected for final physics interpretation.
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Figure 5.31: (a) Mean and (b) Sigma of net-proton distributions fitted with CLT.

〉
part

N〈
0 50 100 150 200 250 300 350 400

S
ke

w
n

e
ss

(S
)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Data
HIJING
HIJING+GEANT

(a)This thesis

〉
part

N〈
0 50 100 150 200 250 300 350 400

)κ
K

u
rt

o
si

s(

0

0.5

1

1.5

2

2.5

Data
HIJING
HIJING+GEANT

(d)This thesis

Dotted lines are CLT

Figure 5.32: (a) Skewness and (b) Kurtosis of net-proton distributions fitted with CLT.
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Figure 5.33: (a) Sσ and (b) κσ2 of net-proton distributions.
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5.3.2 Systematic Study And Systematic Error Estimation

Like net-charge higher moments analysis, systematic studies and systematic error estima-

tion are done by considering different sources of systematics. These are discussed below.

5.3.2.1 Filter bits
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Figure 5.34: Systematic study of net-proton higher moments for three filter bits of the

efficiency uncorrected results.
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Filter bit 1 and 1024 are considered for systematic study to address the effect of vari-

ous track selection cuts for the net-proton higher moments analysis. The results are com-

pared with the default filter bit (filter bit 272) and are shown in Figure 5.34. The moments

are fitted with CLT. In all three filter bits, the nature of fitting is almost same. This implies

that the evolution of the moments as a function of 〈Npart〉 is same for all of them. Like

net-charge higher moments systematic study, the global tracks (filter bit 1) gives larger

mean and σ values than other two filter bits. However, the difference in mean values of

net-proton between the dataset with filter bit 272 and filter bit 1024 is small compared to

the difference in mean values of net-charge with filter bit 272 and 1024. Similar trend is

observed for the σ of the net-proton distributions for all three filter bits. The skewness of

the net-proton distributions are shown in Figure 5.34 (c). The default track filter bit gives

the smallest skewness values than the other two filter bits. But the kurtosis value of the

hybrid tracks is almost average of the two filter bits in all centrality bins. The products of

the moments for three filter bits are shown in Figure 5.34 (e) and (f). Except one centrality

bin, the Sσ values of filter bit 272 and 1024 are same. In case of κσ2, the results of filter

bit 1 are more close to the default results.

5.3.2.2 Centrality estimators

Taking V0M as the default centrality estimator, TRK and CL1 are considered for system-

atic study. The results are shown in Figure 5.35. The moments results are fitted with CLT

to see their evolution with respect to the 〈Npart〉. All of them fit with CLT nicely. It is

observed from the Figure 5.35 (a), (b), (c) and (d) that there is no such substantial change

for any of the two centrality estimators.

5.3.2.3 Magnetic polarity

Systematic study is done for different magnetic polarities like the net-charge. Here the

two cases are compared with each other and as well as with the full dataset. The results

are shown in Figure 5.36. It is also observed from Figure 5.36 (a), (b), (c), (d), (e) and

(f) that the moments and their product values are same with the results of full set of run

within the error bars.
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Figure 5.35: Systematic study of net-proton higher moments for three different centrality

estimators (efficiency uncorrected results).

5.3.2.4 PID selection cut

The method to select protons and anti-protons may also lead to some systematic uncertain-

ties. The systematic study of net-proton higher moments with different nσ cuts for proton

and anti-proton selection are done and compared with the default values. The results are

shown in Figure 5.37. Mean, sigma, skewness and kurtosis of net-proton distributions
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Figure 5.36: Systematic study of net-proton higher moments for different magnetic po-

larity (efficiency uncorrected results).

for three different nσ cuts are fitted with CLT. All moments are fitted with CLT nicely.

It is observed that small mean and σ values are observed with tight nσ cut. This can be

interpreted as the increase of purity of p and p̄ with more stricter cut on PID selection.

But for other moments like skewness and kurtosis and their products, no such change is

observed by applying tighter nσ cut for PID selection.
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Figure 5.37: Systematic study of net-proton higher moments for different PID nσ cut

(efficiency uncorrected results).

5.3.2.5 Systematic Error Estimation

The efficiency uncorrected results with systematic and statistical uncertainties are shown

in Figure 5.38. The open box represents the systematic error. These systematic errors are

estimated from 8 different sources discussed previously. The systematic uncertainties are

added in quadrature. The data points are also fitted with CLT.
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Figure 5.38: Efficiency uncorrected results of higher moments of net-proton distributions

with systematic error bars.

From Figure 5.38 (a), it is observed that the systematic uncertainties for mean and

sigma of net-proton distributions are increased from peripheral to central events and de-

creased for skewness and kurtosis. The main contribution for higher systematic uncer-

tainties for mean and sigma is from the filter bit cuts. But for the products of moments

(Sσ and κσ2), the systematic uncertainties are almost same for all eight centrality bins.

The raw results of net-proton higher moments with the statistical and systematic errors
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are given for different 〈Npart〉 in Tables 5.8, 5.9 and 5.10.

Table 5.8: The mean and sigma values of net-proton distributions for different 〈Npart〉
(centralities) with statistical and systematic errors.

〈Npart〉 Mean (stat±sys) σ (stat±sys)

356.5 1.87±0.003±2.77 4.71±0.002±4.87

260.5 1.30±0.003±1.90 3.95±0.002±4.06

186.4 0.90±0.002±1.30 3.30±0.001±3.40

128.9 0.60±0.002±0.86 2.70±0.001±2.77

85.0 0.38±0.001±0.53 2.14±0.001±2.19

52.8 0.22±0.001±0.30 1.63±0.001±1.67

30.0 0.11±0.001±0.15 1.17±0.0007±1.20

15.8 0.05±0.0006±0.07 0.79±0.0005±0.80

Table 5.9: The skewness and kurtosis values of net-proton distributions for different

〈Npart〉 (centralities) with statistical and systematic errors.

〈Npart〉 Skewness (stat±sys) Kurtosis (stat±sys)

356.5 0.02±0.002±0.02 0.05±0.004±0.05

260.5 0.02±0.002±0.02 0.06±0.004±0.07

186.4 0.02±0.002±0.02 0.08±0.004±0.09

128.9 0.02±0.002±0.02 0.12±0.004±0.13

85.0 0.03±0.002±0.03 0.20±0.005±0.22

52.8 0.04±0.002±0.05 0.35±0.005±0.37

30.0 0.06±0.002±0.06 0.68±0.007±0.73

15.8 0.09±0.003±0.10 1.55±0.01±1.64

Table 5.10: The Sσ and κσ2 values of net-charge distributions for different 〈Npart〉 (cen-

tralities) with statistical and systematic errors.

〈Npart〉 Sσ (stat±sys) κσ2 (stat±sys)

356.5 0.1±0.01±0.10 1.133±0.1±1.170

260.5 0.08±0.007±0.11 1.06±0.06±1.08

186.4 0.09±0.006±0.1 0.97±0.04±0.99

128.9 0.07±0.005±0.08 0.924±0.03±0.927

85.0 0.07±0.004±0.08 0.94±0.02±0.95

52.8 0.08±0.003±0.08 0.94±0.01±0.94

30.0 0.07±0.003±0.08 0.95±0.01±0.96

15.8 0.07±0.002±0.08 0.97±0.006±0.98
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5.3.3 Comparison Of Data With Baseline Study

The efficiency uncorrected results of higher moments of net-protons are compared with

the Poissonian and NBD expectations. The expectation values, evaluated by the method

explained in Section 3.5.1 and 3.5.2, are plotted against the raw results in Figure 5.39.

The solid green lines represent the Poissonian expectation values and solid magenta lines

represent the Binomial expectations. The expectation values obtained from NBD and

Poissonian assumptions are almost same and close to the efficiency uncorrected results

of data. Within the systematic uncertainties, both NBD and Poissonian lines explain the

mean, sigma and skewness values of net-proton distributions of data. But some peculiar

behavior is observed from NBD values for kurtosis and hence for κσ2. The reason is still

not clear. The κσ2 value of net-proton distribution is almost equal to one in all centralities.

Hence, it can be said that the efficiency uncorrected higher moments results of net-proton

distribution is Poissonian kind. However, it is difficult to make any conclusion of this

result in the present scenario and make any connection to the determination of freeze-out

parameter.

5.3.4 Pseudorapidity Dependence of Higher Moments

A study is done to see the evolution of net-proton number fluctuations by increasing the

pseudorapidity coverage. The pseudorapidity window is increased with the step of 0.1

unit from |η| < 0.5 up to |η| < 0.8. The pseudorapidity dependence of net-proton higher

moments for different pseudorapidity coverage are shown in Figure 5.40. The data points

are also fitted with CLT to see their evolution with respect to 〈Npart〉. It is observed

from Figure 5.40 (a) and (b) that with the increase of pseudorapidity coverage, the effi-

ciency uncorrected mean and sigma values are increased. Otherwise, other higher mo-

ments are same for all pseudorapidity coverage. Moreover, the products of the moments

are same for all pseudorapidity coverage. This study shows that the nature of the net-

proton distribution is not affected except the mean and width of it. And hence the ratio

of the cumulants or the products of the moments are same for all four pseudorapidity
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Figure 5.39: Comparison of net-proton higher moments results with baseline expecta-

tions.

window in a particular centrality.
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Figure 5.40: Pseudorapidity dependence of net-proton higher moments as a function of

centrality.
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Chapter 6

Summary and Future Prospective

6.1 Summary

In summary, one of the goal of heavy-ion collision experiment is to map the QCD phase

diagram in T-µB plane and to characterize the phase transition of hadronic matter to QGP

phase. Various experimental observables are proposed to study the matter produced in

relativistic heavy-ion collisions. Many theoretical studies suggest that event-by-event

measurement of 〈pT 〉 fluctuations, particle ratio fluctuations and specially fluctuation of

conserved quantities, like net-charge, net-baryon, can be unique signatures of QGP. There

are many theoretical predictions where it has been discussed that higher moments of con-

served quantities, like net-charge, net-baryon distributions which will signal the location

of the critical point in the QCD phase diagram. Moreover, study of higher moments of

fluctuations of conserved quantities, like net-charge and net-proton at LHC can be used to

quantify the freeze-out parameters and to put constraints on lattice QCD prediction to map

the QCD phase diagram. This thesis work is carried out on the study of the higher mo-

ments of net-charge and net-proton number fluctuations in Pb+Pb collisions at
√
sNN=

2.76 TeV in ALICE at LHC. ALICE is a versatile detector, which is built specially to

investigate the QGP by studying the heavy-ion collision data.

In this analysis, the central moments and cumulants are evaluated which are always

calculated with respect to the mean value. By invoking statistical mechanics and the

lattice QCD, the relation between nth order cumulants to nth order generalized suscepti-
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bilities can be obtained as cn = V T 3χ
(n)
q . This is how it demonstrates that the moments

and cumulants of conserved quantities, like net-charge, net-baryon (net-proton), which

are experimentally measurable, can be connected with the lattice QCD observables. In

lattice QCD, the freeze-out parameters are calculated by taking the ratio of various or-

der of susceptibilities. This in turn, by taking the ratio of respective order cumulants,

freeze-out parameters can be evaluated from experimental data. It is also shown that any

deviation of the higher moments results from HRG model prediction can be used as a sig-

nal of critical fluctuations and chiral symmetry restoration. Before discussing about the

results, the analysis methodologies, like Central Limit Theorem, Centrality Bin-Width

Correction, statistical error estimation methods are discussed. The baseline estimation

from Poissonian and NBD expectations are also discussed.

Because of limited statistics of MC data in ALICE, simulation studies are done us-

ing toy model. The toy model study is carried out to understand the effect of efficiency

and statistics on the results of higher moments of net-charge and net-proton number dis-

tributions. It is observed from the toy model study that at low statistics, the results are

oscillating in nature and with increase of statistics, the oscillating behavior of Sσ and κσ2

values are also approaching saturation over all the multiplicity classes. This toy model

study suggests that for net-charge, at least on the order of 500 × 106 events and for net-

proton, 100 × 106 events are required for each multiplicity bin for stable results with

statistical uncertainties less than 10%. The effect of detector inefficiency is studied using

the toy model for net-charge and net-proton. This study shows that, because of detector

inefficiency, the results are affected. To correct the detector effect, event-wise and track-

wise efficiency corrections were tried and found that none of them are able to remove

the detector effects from the moments except mean of a reconstructed event. Then other

two methods specially proposed to correct the detector efficiency to the higher moments

are tried. The first method is the Unfolding method. Using toy model, it is tried and

shown that it works only when a model used for the training whose multiplicity is same

as the unfolding data can unfold back the moments results successfully. But if the training

sample has different model than the data, then except mean and sigma, the other higher

moments can’t be unfolded back. In case of our study, the HIJING together with GEANT
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is used to model the detector effect. But HIJING doesn’t explain the data well, so it can’t

be used for Unfolding method to correct the higher moments results. The second one, K-

cumulant method is also tried with toy model both for net-charge and net-proton higher

moments. This method also shows that except mean and sigma, other higher moments

can’t be corrected back. A drawback of this method is found that it uses the integrated de-

tector efficiency over the whole phase space, however, the detector efficiency is dependent

on pT , η and φ of the tracks, which needs to be taken care of.

Then the analysis results of net-charge and net-proton are discussed. The minimum

bias data of Pb+Pb collision of LHC10h AOD086 production version is used taking V0M

as centrality estimator. The event selection, track selection etc, are discussed. For net-

charge analysis, the tracks with pT range from 0.3 to 1.5 GeV/c and within pseudorapidity

coverage -0.8 to 0.8 are used. The raw results of mean, sigma, skewness and the prod-

ucts of moments, i.e. Sσ and κσ2, are presented as a function of 〈Npart〉. The data are

fitted with CLT. Then the data are compared with HIJING and HIJING+GEANT results.

Neither HIJING nor HIJING+GEANT can explain the data. The systematic study for six

sources namely, two filterbits, two centrality estimators and positive and negative mag-

netic polarity are used. After systematic error estimation, the results are again plotted as a

function of 〈Npart〉. The filterbits contribute maximum percentage for the systematic un-

certainties. The reason is attributed to the efficiency uncorrected results of the filterbits.

The Poissonian and NBD expectations also compared with the results. It is found that

Poissonian expectation explains well the data within the statistical and systematic errors.

For net-proton analysis, the particle identification is done by using combined infor-

mation of TPC and TOF. The particles with 0.5 GeV/c to 2.0 GeV/c and pseudorapidity

coverage -0.8 to 0.8 are selected. The efficiency uncorrected results are shown as a func-

tion of 〈Npart〉 and fitted with CLT. The net-proton results are also compared with HI-

JING and HIJING+GEANT results. Neither HIJING nor HIJING+GEANT can explain

the net-proton higher moments results. Then systematic uncertainties are estimated. The

Poissonian and NBD expectation values are plotted together with the data. It is found that

the data behave like Poissonian and the κσ2 value is almost one for all centralities. The

pseudorapidity dependence of higher moments of net-charge and net-proton distributions
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are studied for four sets of pseudorapidity windows. It is observed that with increase of

pseudorapidity coverage, the mean and sigma of the distributions increase. A comparison

of data with HRG model and lattice QCD calculations are given in Table 6.1.

Table 6.1: Ratio of cumulants of data (0-5% centrality), HRG model and lattice QCD

calculations for net-charge and net-proton number fluctuations. The theoretical values are

taken from Ref. [80].
Ratio HRG QCD: T f/Tpc ≤ 0.9 QCD:T f/Tpc ≃

1
Data

χB4 /χ
B
2 1 ≥ 1 ∼ 0.5 c4/c2 =

1.13±0.1±1.17

(Net-proton)

χQ4 /χ
Q
2 ∼ 2 ≥ 2 ∼ 1 cQ4 /c

Q
2 =

1.84±3.4±5.8

The results of net-charge and net-proton higher moments are presented in this thesis

without the correction of detector efficiency. The statistical and systematic uncertainties

are very large. Therefore, no conclusion is drawn from the data at this point of time.

6.2 Future Prospective

This study of higher moments of conserved quantities, like net-charge and net-proton

(baryon) numbers are very useful to quantify the freeze-out parameters at LHC. It will also

help to constrain the Lattice QCD predictions and mapping the QCD phase diagram. So

far the efficiency uncorrected results of net-charge and net-proton numbers are concerned,

it is hard to say about the freeze-out parameters at this energy. In this study, there are two

limitations: limited event statistics and lack of robust method to do efficiency correction to

the data. The Pb+Pb collisions data of 2011 can be included to increase the event statistics

to reduce the statistical uncertainties. There are few methods of efficiency correction to

higher moments are under test. In future, results on this study will be certainly a crucial

factor to map the QCD phase diagram and determination of the freeze-out parameters.

There are also many theoretical predictions that flavor dependent higher moments will

help to locate the freeze-out line at the vicinity of crossover line [135].
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