
Correcting LEP : where we stand 

1 Introduction 

Ronald Klciss 
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In this talk I sha.11 try to review the adi v i t.ies of the study group on Monte 

Carlo software which has been organized at CERN in the context. of the 

c.urrent. workshop on Physics at LEP a.nd of wh ich I am the convenor. The 
workshop has been devided i nto t hree sections: one to deal with sf.a.ncla rd
modd phyf'cis issues (convened by G. A lt11relli ) , one to study possible sig

nals for nrw physics (convened by C. Verzcgna.ssi ) , and one which concen
trates on the im plenwnf.ation of all these results in terms of software and 
Monte Carlo event. generators. A t  t h is moment T shall only d iscuss what 
the study group has done so far in the fide! of Monte Carlo programs for 
cledrowen k physics · n o programs for ha1lro n izat.ion a.nd jet fragmentation. 

This t.alk is d i vided in sr\•cral parts . First I shall discuss the accu racy 

that we are aiming for, a n d  for which processes this accu racy is relevant. 

Then I review brieny I.he st.a.tus of our kn owledge on the various i n gredients 
tha.t go i n t.o a Monte Ca.rlo program. I will  then describe a number of pro
grams for I'· pair production a.nd their agreement.. Finally I shall  formulate 
my own persona.I view on where we sta.ncl and what. has to be done. As 

a word of wa rn i ng, it. should he remarked that I.his is ongoing research -

we learn bell.er wh ich qurstions to ask, and the soft.ware is continuously 
u pdated. Cons<'qt1cntly the resul t.s we h a.ve so far will  probably already be 

a. bit obsolrt.e by 1.hc time these p roreedings a.re published, a.nd the general 
remarks l a.m ma.king a.re t.o he considered more i mportant than any nu
merira.l resu lts 1 1'.0ulrl show a.t I.h is  moment. I n  the following, a. n a me l i ke 

ZBATCH always refers t.o the n ame of an ava ilable program. Finally, I have 
decided not. to q11ol.r a.ny references at t.his pince in order to a.void put.ting 
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unrea:sonable emphasis on some results at  the expense of other equally rel
evant ones ·- this is just a brief remark on research that has just begun, and 
we a.re st.ill in the process of collecting the necessary references which will 
appear in our contrih11tion to the CI�RN Yellow Report on the workshop. 

2 Accuracy and processes 

LEP is supposed f.o be (a mongst. other things) a ma.chine to do precision 
physics. This precision m11st obvioulsy be reflected in the software used 
to ma.kc predictions. The most acrnraf.ely known number will probably 
be the zo mass llfz. Ta.ki ng that value f.o be 92 GcV, and the obtainable 
error ti Ilfz about. 50 MeV, the relative accuracy will be a.bout 0.05%. 
On the other hand , from the forward-bakwa.rd asymmetry A1b we shall 
probably find sin21Jw about 0.23 with an error tisin21Jw of about 0.0012, 
implying a .  relative a.rcu ra.cy of about 0.5%. We conclude that the error 
on the theoretical prediction should typically be smaller than 0.5% but not 
necessarily as small a.s 0.05% {since the va.l11e of llfz iis a. fonda.mental inp11t 
para.meter anyway).  The accepted value of the error one should aim for is 
generally thought to be 0.1 %: i n  that case the theo1retica.l predictions will 
have about one more d igit of accuracy than the measurement, assuming 
the errors add in  quadrature. 

Obviously, an accuracy of 0 . 1  % is not req11ired for all possible predic
t.ions for a.II possible processes. We can d i vide the physics processes to he 
expected at LEP in  three categories, depending on the accurca.y with which 
they are measu red: 

• High accuracy: processes which will be used to measure the fun
damental parameters of tbe Standard Model to the desired one-loop 
precision. These are the product.ion of /l pairs, light or b quark pairs, 
T pairs, Bha.bha scal. tcring. Also the production of a Higgs boson with 
a virtual z0, II f J, and radiative v pair production, viir, a.re in this 
category, for which the desired accuracy will be O. l-0.3%. 

• Medium accuracy: processes that will not be used for precision test 
themselves, but. rna.y figure as backgrounds. This group comprises the 



production of two or more real photons, and the whole host of two
photon processes. An accuracy of 1-3% is considered adequate here. 

• Low accuracy: in this category fall all new-physics phenomena. In 
this area the predictions are so speculative, and so many different 
scenarios may be realized (Z' or other new gauge bosons, new fermions 
or Higgses, SUSY or compositeness . . .  ) that it is pretty useless to aim 
for an accura£y ".lfmore than 10-30%. 

For the moment the study group is concentrating on the first category, 
and in particular the process e+ e- --+ µ+ µ-. The idea. is that this is the 
archetypical z0-media.ted process. Adding Coulomb scattering to it gives 
Bhabha. scattering, and changing the final-state couplings would give quark 
pair production, a.nd so on. In other words, this process is a benchmark: if 
we cannot understand it to the desired 0. 1%, we have to give up on a.II the 
other processes as well. 

3 Ingredients of a Monte Carlo 

Before we start looking at general aspects of radiative correction Monte Car
los, it should be remarked that of course Monte Carlo prorgams are not the 
only valid description of the physics going on at LEP. Historically, analyti
cal results (for instance, expressions for I.he total cross section) have played 
a very important role, and they will continue to do so. However, nowadays 
even the analytical results are given in the form of a. computer algorithm 
(maybe including one or two numerical intergations) since the expressions 
themselves a.re 1Jery complicated. Moreover, these (semi)analytical results 
are only feasible for very inclusive quantities like total cross sections and 
total asymmetries: imposing any cuts beyond the most trivial ones is prac
tically impossible. The general idea. nowadays is tha.1. analytical results a.re 
very valuable to check the Monte Carlo predictions: after this 'calibration' 
the experimentally relevant results a.re then obtained from the Monte Carlo 
itself. 

I shall now discuss some aspects of radiative corrections to µ pair pro
duction at L EP. A good Monte Carlo or (semi)a.nalytical calculation encom
passes two precision effects: on the one hand, the one-loop predictions of 
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the Standard Model, including all WW boxes and what not; on the other 
hand, QED effects and the emission of (possibly many) bremsstrahlung 
photons. As to the weak corrections, a lot of activity is going on and at 
this moment more or less complete agreement has been achieved between 
the various groups working in this field, as far as the one-loop level is con
cerned. Some uncertainty remains in the effects of a heavy t quark in the 
production of bb pairs, but it is generally agreed that this will disappear 
with more work being done. The above statement does not mean that 
all groups get identical results for, say, the total cmss section u including 
weak corrections, but rather that where there are discrepancies they are 
well understood and people can get identical numbers out by for instance 
agreeing on the same value for the ha.dronic vacuum polarization. Also, 
the numerically most important higher-order weak effects are under simi
lar control: there is broad agreement on the effect of the Dyson-summable 
higher order terms, a.gain with the possible exception of the case of a heavy 
(more than,say, 200 GeV) t quark. 

It appears t.hat in fact the total cross section including all numerically 
relevant weak effects (but without QED) can be written by adopting a sim
ple modifcation of the Born formula.: if one neglects the photon-exchange 
diagrams, a formula. like 

G}Mis 
( ) u(s) ex (s - M�)2 + s2I'VMjf l 

turns out to describe the total cross section to about the desired accuracy 
of a few thenths of a percent. For more information on this I refer to the 
bea.utiful and useful work that is being done by the study group on the 
zo line shape in our workshop, convened by F. Be1rends. In fa.ct, whether 
a formula like the above is able also to give the differential cross section 
du/ d<;! to this precision has not yet been determined, but it seems to be 
more or less possible. 

This bring us to the question of input pararnet,crs. From the point of 
view of our study group this is very much down-to-earth: which are the 
numbers that one has to specify before a given Monte Carlo can be run? 
One can distinguish two broad choices for this: 

• Theorist's ideal: the input can be the parameters of the SM La
grangian, that is, llfz, Mw, M11, llf., a(O) , a, (M�), and so on. Given 



these, the Monte Carlo computes everything (including fz) from first 
principles. The formula for u( s) will then of course he much more com
plicated than the modified Born formula given above, hut also more 
accurate. However, one is alwa'IJS confined to precisely the Standard 
Model predictions - nothing more, nothing less. Monte Carlo programs 
using this approach may he described as stand-alone programs. Ex
amples are ZBATCH (G.Burgers and W.Hollik) and EXPOSTAR (B.Lynn, 
D.Kennedy, R.Stuart and K.  Im) which compute only the total cross 
section and hance are of the (semi)analytic type, and KORALZ (S.Jadach, 
B.Ward, R. Stuart, Z.W1Js) and llUONllC and BABAllC (F.Berends, W.Hollik, 
R.Kleiss) which are full-fledged Monte Carlo event generators. 

• Experimentalist's ideal: one can resign onself to using the modified 
Born formula, in which case for instance Mu and /ef1 disappear as pa
rameters, hut I'z and, say, all kinds of branching ratios come in. It is 
clear that this approach is much closer to experiment and more suited 
for fit.ting the line shape etctera, at a cost in precision which may or 
may not he bearable. At any rate the idea. of having to fit the line 
shape to a. given mass of the top quark does not seem very attractive 
anyway. More importantly, this approach a.llows one to examine devi
ations from the Standard Model (for instance, a.n anomalously small 
width of the zo, which simply cannot he accomodated in the Standard 
Model) .  Monte Carlo programs working a.long these lines concentrate 
themselves on taking the modified Born result and applying to this 
t:he QED corrections, and can hence he called QED dressers. Obvi
ously, they tend to he faster than stand-a.lone programs, at the cost of 
a built-in limit on accuracy. The a.re not stand-a.lone in the sense that 
to simulate the Standard Model prediction , they have to get accurate 
numbers for I' z a.nd so on from somewhere else - the initialization of 
a stand-a.lone program, for instance. Examples of this type a.re DYllU2 
(J.-E. Campagne and R.Zitoun), !!OE (G. Bonvicini and L.Trcntadue) 
and llllGE92 by G.Alexa.nder. 

As we see, both stand-alone Monte Carlos and QED dressers exist at this 
moment. This we consider very useful since it allows us to gauge the re
spective merits of each approach. 
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4 Aspects of QED corrections 

I now turn to the problem of including the QED effects in  the prediction. 
Needless 1.o say, this is the point where the importance of having full-fledged 
event genera.I.ors (a.s opposed to more or less analytical results) comes in :  
so far we have only dealt, with the 'elastic', two-to-two process in which the 
only dynamical va.r ia.ble is the polar angle of the two ha.ck-to-ha.ck muons. 
Once we include brcmsst.ra.h lung the full problems of multipa.rticle phase 
spa.cc and detector acceptances a.rise. 

Let us consider some orders of magn i tude for the moment. The famous 
initial-state radiation is known to give first-order corrections of about -
.JO%, to which the h igher orders add a.bout 1 0% (a.II a t  the Z resonance). 
Fina.I st.ate radiation amounts to the well-known number 3a/17r (a,/7r in 
QCD), hut only i f  no cuts a.re a.pplied: under even reasonable cuts on, say, 

the pp a.col l ineari ty the correction from final-state radiation can he also 
about - 1 0%. The in terference bet.ween initial- and final-state radiation can 
he shown to he a. tru ly smal l effect, but only under quite loose cuts, a.nd 
qt the resonance: under other circumstances, its effect ma.y a.mount to a. 
few % and we conclude tha.t to first order we cannot neglect any of these 
effects if we wa.nt to have a general-purpose Monte Carlo program which 
al lows in princ iple a.II kinds of cuts. Higher order corrections from at lea.st 
the in i tia.1-st.ate rad ia t ion are a.lso necessary. 

A second observation is typical for Monte Carlo event generators as 

opposed to analytical calculations: i t  is the so-ca l led positivity problem, 
i n  the jargon also called the k0-proh lem. 1 shall try to indicate what it is, 
and then how people try l.o gel. a.round i t  . . Let. us first restrict ourselves to 
a fixed O(n) computation of initia l-state radiation. We denote the Born 
cross sect.ion (either total or d ilfercntia.l) hy tr0• The QF;D corrections can 
he d ivided i n to th rrr types: those due to virt.1 1al photons; those due to 
soft photons, for whid1 the bremsstrahl ung a rnplitude factorizes i nto the 
Born a.rnplil.ude and a. so-called infrared factor; a n d  ha.rd bremsstrahlung for 
wl1ic:h the factinrizal.ion no longer hol<ls. The soft and hard bremsstra h l u n g  

reg ions a.re scpa.ra.l.cd by a. th reshold in the photon energy � F = k0F, where 
E is I he bea.rn energy. A l. P ETRA/PEI' <'nergirs, k0 rnn typica l ly he taken 



to be 0. 0 I .  The three cross sections corresponding lo these types are: 

uvirtua.I 

usort 

uh a.rd 

u0( 1  + fJ log(m�/ E) + · · ·) 

u0{J log(aE/m�) + · · · , 

uofJ 1og(E/6E) + · · · , (2) 

where m� is a small regulatory photon mass, and fJ � (2a/ir)(log(s/m� ) - J )  
which is a.bout 1 23 at the Z .  The above is only symbolic - I have left ont 
a lot. of nonleading terms and so on. Now in a. Monte Carlo event genera.Lor 
we have to specify for each event whether it. will or wi l l  not contain a visible 
bremsstrahlung photon. This means we have to add the virtual and soft 
cross sections, but. keep these separate from the hard photon contribution: 

u0'Y u0( 1  + fJ log(ko) + · · ·) 

u0{J log( l/k0) + · · · . (3) 

As long as a l\' is smaller than the experiment.ally available resolution this 
is O K  and I.he tot.al cross section does not depend on k0, which after all is a 
purely artificial parameter. However, we have a lower l imit. on k0 from the 
requirement that the probabilities for having either zero or one observeable 
photon should both be positive - else no stat.ist.ica.l inlerpreta.lion of the 
cross sect.ions, and hence no Monte Carlo treatment, is  possible. Performing 
the calculation a bit more carefully and including final-sta.te radiation and 
the interference , we fii1d that for sca.t.tNing angles of respectively fi,  !JO 
and l 75 degrees the lower l imit on k0 is about 0.000 I ,  0.002, and 0 .01 .  
'l'his impl ies that  to have a muon-pair Monte Carlo program applicable in 
the whole detcct.ed region, k0 has tu be taken not. much smaller than 1 % 
of the beam energy, i .e. photons with energy smaller t.han 500 MeV are 
neglected . This is clearly 11 na.ccept.ablc for pn�cision physics: such photons 
can therns<'lves be S<'Cll explicitly by several L EI' detectors, and even if they 
arc not seen themselves they can genera te a muon acollincarit.y angle of up 
to 0.ft ckgrees - easily measured! I would l ike t .o stress tha.t. this problem 
is independent of the quest.ion of whether the first-order correction it.self 
is so large that. we have t.o worry a.bout. higher orders. Indeed, whereas 
a.n analytical prcdic:l.ion (where we do not. worry a.bou t. adding positive or 
negative nu mbers since I.hey a.re not i n t crprel.cd as probabil ities) can be 
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i mproved by going to some higher order, the k0-problem remains also i n  
h igher order: i n  second order w e  have 

u0'Y u0( 1 + ,8 log(ko) + ,82 log(k0)2 /2 + · · ·), 
u 1 'Y  uo( l  + ,8 log(k0),8 log(1 /k0) + 

(4) 
where we see that. the cross section for I observable photon will a.gain 
become nega.1.ive, a n d  for the same k0 value as br·forc! The conclusion 
(reached independently by a. number of people i n  the last few yea.rs) is that 
in a Mante Carlo el!cnt ,qcnealor I.he only wa.y to gr·t the event topologies 
simulated correct.ly t.o less than 13 is to include br<'msstrahlung (a.t least 
from the in i tial  st.ate) to all orders. The way th i1s is currently done is 
by introd11cing the so-called exponentiation proced ure. Jn  the formu la. for 
u0'Y eva l 1 1a.l.ed l.o first. and second order one c;i n recognize the expansion 
of  an exporl!'n l. ial .  This can i n  fad be proven to hold to a.II orders and 
c:onsequenl.ly we rna..v write 

1Toe''l log(h0)( [ + . .  ·) + . . .  
u0kg( I + · · ·) + · · · (5) 

and ,  for i nstance, by d i fferentiating I.his with respect to 6. F:  one ca.n obtain 
t.he exponent.ia.l.cd brc>mssl.rnhlung spectru m 

du 
dE � ITo,8 /��-I 

' -� 
(6) 

II. has to be re111e111bercd, however, that this proced ure is only rigoro11s 
for rra.lly i n fi n i tesimally sofl. photons (no onr so far rea lly knows how t.o 
exponentiate corrccl.ly in  the presence of hard bre111sst.ra h l 1 1ng),  and t.hal. 
(as the · · · indica.t.r) I.he procedu re in not. cornplct.rly 1 1nambig11011s e\'en 
I.hen:  aboul. I.en d i ffrrcnt. possihi l i t.ies ran he enc:om1 t.ercd in  the l i t.Pra
turc, with rcsull.s for <'.g. the 7, l ine sl111pe tha t. fortnnately arc in very 
good a.grcernent  (less t.111111 A bout. 0.23). A nother complication is that. the 
exponentiation is really undcrsf.ood only for inclusiYc qua.ntit.ies l ike the 
integrated brernsstrn hlung spectrum: to get hack to 11.he spectrum itsrlf by 



di ff!'fentiating is not completely rigorous 1 •  A lso, the kinl'rna.tics of an un

l imited numher of soft photons is somewhat complicated and i t  has become 
practice to neglect the kincrnaliml effects of a.II photons softer than, say, 
I 0-5 or so of E: th is is again a. remnant o f  the  k0 hu t now much more harm
less. So far, exponentiation for in itial- and final state radiation is quite well 
u nderstood: their interference is still somewhat u ncertain, but the general 
expectation is that t h is is just n matter of time. 
Among the various Monte Carlo programs, one can discern four strategies 
to implement exponentiation: 

I . The rigorous approach, based on the classic pa.per of Yen n ie, Frautschi,  
and Suura. T h is is i ndeed rigorous in the l imit E� ---> 0 ,  and has 
been implemented in the beau tiful algorithm YFS2 by S .. Jada.ch and 
B. Ward, implemented in Monte Carlo prgrams for both l'I' (KORALZ) 
and Bhabha. scattering (BHLUMI). Programs like these can in principle 
generate events with any number of soft. photons, just by lowering the 
l imi t  on the energy below which a. photon's k i nematics will  still be 

ta.ken into account. 

2. More simple-mindedly, one may decide to take an old-fashioned, first 
order Monte Carlo program and modify its photon spectrum, so as 
to take the ma.i n effects of exponentiation on the total cross section 

a.nd such into account, without bothering about. the tiny dct.a.ils of 
the e\'ent topologies. This is the ad-hoc approach, lead ing to fa.st 
programs which however may ha.\'e a more l imited accnra.cy, since they 
will alwa.ys generate at most one photon. This procedure is followed 
in MMGE92 and HOllLEEG (for Rha.hha. scattering, by W.de Hoer, based 
on OLDBAB by R.Klciss and F. Berends) 

3. Another more nr less rigorous approach is based on the use of Q E D  
struct.ure functions. This has been pioneered h y  a great number o f  
(ma.i n ly RusRian) authors: Gribov, Lipa.tov, Kurncv, Fa.d i n ,  K hoze . . .  , 
and implemented into the Monte Carlo program MOE by 'I'rea.nl.adue, 

1 As an illustrati'>n of tliis clifficnlty, note that if we firsl. integrate over the I" sea.Hering 
angle and then expnnentiatc, we get a d ifforcnt result from t.hc one following from first 
exponentiating and then intep;rnling over the I' angle: which one is correct? 
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Nicrosini and Bonvicini. Here, a kernel similar to that in the Altarelli
Parisi split.ting funct.ions is iterated a number of times, corresponding 
t,o repeated emission of bremsstrnhlung photons, at. ea.ch step lowering 
the remaining energy of the beams to take momentum conservation 
into account. Programs like these ran in principle also generate any 
number of photons. Unfortunately, at this moment we have not had 
opportunity to study MOE into det11il. Also the program EXPOSTAR 
uses these structure functions, however neglecting I.he bremsstrahlung 
transverse moment.um. Consequently I consider it more or less useless 
a.s an event. genera.tor, although its result for the total cross section is 
fine and as a (semi)analytica.I program it seems to be OK. 

4. A variant of the structure-function method has been developed by 
Campagne and Zitoun in their DYMU2. It consists of modifying the 
QED structure function with higher-order terms, constructed in such a 
way that precisely two iterations (one corresponding to 'radiation from 
the electron', and one to 'radiation from the positron') will lead to a 
total cross section precisely equal to the full exponentiated expression. 
In a matter of speaking, this is something like a second-order Monte 
Carlo with an ad-hoc exponentiation of the two photon spectra. This 
program, which also emits one photon from the final state (also with 
exponentiation), therefore always gives you three photons in the fina.I 
state. Here we expect to have a much bet.I.er simulation of the event 
topology than in the ad-hoc approach, but maybe not as good a.s in  
the  more rigorous approaches. 

How do a.II these programs compare in practice? To st.rndy this question is 
not at a.II trivial: one can in principle imagine any kind of experimental cut ,  
and would have to make an enormous number of runs of a.II the Monte Carlo 
programs to test th is in detail. We have been using a somewhat simpler 
approach: first we haver tried to give the . .ame phy .. ic.• input, like the value 
of .Mz, to all the programs. This itself is not straightforward, since for 
instance the va.lue of a, (occurring even in purely leptonic processes, in the 
value for the tota.l Z width fz which contains a lso hadrnnic decay modes) 
has to be located and fixed in all the programs. A check is provided hy 
the fact that then all programs should yield the samr· value for fz and 
so on. Then, we have looked at the value for the total cross section for 



e+e- --+ /l+ 1c: this most basic quantity should also come out the same, 
and moreover programs that do not agree on this can be expected to have 
all other quantities and distributions different as well. Here the usefulness 
of semianalytic results comes in :  the program ZBATCH, which is generally 
considered to be very reliable, can be used as a calibration to test the resluts 
of the other programs, and is itself free of the various bugs and difficulties 
that may be present. in the algorithms to generate particle momenta - it is 
a lso free of the positivity problem. A cut. on the /l/l invariant mass ca.n be 
put in: we have ta.ken llf1,µ larger than 0.2JS, in order to avoid possible 
problems with extremely low-mass pairs. This cut is not supposed to be 
realistic in a.n experiment.al sense (in fact, it isn't) but is adequate if one 
is just i nterested in the agreement between various programs. Tentative 
resu \t,s so far are: 

• The 1.wo semianalytic results from ZBATCH and EXPOSTAR are in good 
agreement, after some trivia.I debugging etcetera.. Their result stands 
as 'the best knowledge on the line shape' to date. 

• Event generators that have no higher-order QED corrections, like HUONMC 
and BREM5 (which I have ot discussed so far, by R.Stuart, B.Lynn and 
R.Kleiss) are in wild disagreement with the correct answer. We •knew 
that already, of course, since the higher-order initial-state radiation 
accouns for a full 10% or so of the cross section: programs like these 
should not he used a.t the Z resonance! 

• Ad-hoc exponentiation of the cross section as in MMGE92 is in better 
but not satisfactory agreement (a fow percent difference). This may 
partly he due to problems with overall normalization which has to 
be taken di lferent.y in the Z exchange and photon exchange channels: 
except. for a rough estimate, one should try not to use this. 

• The stand-alone Monte Carlo KORALZ seems to be doing nicely. How
ever it is a bit slow and consequently the st.a.t. istical error on the result 
is quite large -- we intend t.o put it on the CERN CRAY to improve 
this. 

• a QED dresser like DYMU2 seems to have a.bout  as good agreement 
as KORALZ. This is no surprise since it was constructed to have the 
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total cross section come out correctly -- other variables ma.y display 
deviations. 

As I said, so far we ha.ve no result from MOE: that result should be very 
interesting since it does its exponentiation in a completely different way: 
agreement between, say, HOE a.nd KORALZ would indicate that we really 
know what we a.re doing. A word or caution: we have have so far only 
looked in the region from 88 GeV up to 96 GeV. At higher energies things 
become a.gain more tricky due to the unusual photon spectrum (no longer 
going like 1/ E1 but containing another peak due to the ta.ii effect of the 
resona.nce). Also, under even a simple cut like that on the /L/L mass all 
agrePments become slightly worse. 

A similar study for the total forward-backward asymmetry AFu reveals 
even larger discrepancies. Here we are hampered by the fact that so far no 
reliable (and checked!) analytic result is availa.ble: work is in progress on 
this. 

5 Concluding remarks 

I shall finish with some observations that a.re purely mmy persona.I view of 
where we a.re and where I think we a.re going. On the whole, the situation 
for µ pairs is not too bad: the programs for which agreement can in prin
ciple be expected (e.g. not MUONMC), can in fact be made to agree to some 
extent. On th1' otlwr hand, the situation is not too good: the disagree
ments are st.ill of the order of percents, that is a foll order or magnitude 
more than our goa.l of 0.1%.  For less inclusive quantities, like the forward
backwa.rd a.symmetry, the agreement is appalling: ir we do not improve 
it ,  the experiment.al da.t.a from LEP will he much more accurate than out 
best guess for the standard model prediction. Fortunately, much can still 
be done and I expect improvement on the situation as we come to u nder
stand the programs hcf.l.cr, and more semiana.lytic result.s become available. 
With ca.utious optimism I think that also for light quarks we shall reach 
a more or less sat.isfadory situation. For r pnirs the situation is a bit dir
ferent: as far as their production is concerned, the same remarks as for /l 
pairs hold: but, at this moment only the program KORALZ handles r decay 
adequately. PersonaUy J feel that the authors have done a very good job 



in that respect, but additional confirmation would be very welcome. For 
Bha.bha. scattering, the situation is much worse! Only four Monte Carlo 
programs seem t,o exist.: BABAMC contains the ful l  electroweak corrections, 
but only to one-loop order. BHLUMI and HO"llLEEG both contain an exponen
tia.tion procedure, but a.gain they a.re only good at very small scattering 
angle since they do not have an adequate trea.tment of the Z resonance, 
only of the QED Coulolmb pa.rt. Finally, the program TEEGG, written by 
D.Ka.rlen, is good to second order in QED, but since the sca.ttering angle 
of the fermions is not. restricted in this program, prnctica.lly a.II generated 
events will come out with essentially zero scattering angle: a line th ing for 
background studies in v counting, for which it was written, but not for 
comparison with other programs! Needless to say that a good deal of work 
is urgently needed here. 

Summarizing I would like to say that by now 1 )  we know what we want, 
and ca.n expect from Monte Carlo software; 2) we are slowly getting there, 
as far as muon pairs etcetera. are concerned; 3) for Bha.bha. scattering we 
see a clear la.ck of good software apparatus. Let us hope that the LEP 
ma.chine does not bea.t us by giving the data more accurately than we can 
predict them! 
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