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Abstract

Studies of 𝐶𝑃 violation can be used to test the Standard Model and might
give insight into New Physics. Therefore, a wide range of 𝐶𝑃 measurements,
including time-dependent decay rate measurements, are performed with
the LHCb Experiment. Many of these are subject to mixing of neutral 𝐵
meson states with their antiparticles. The knowledge of the initial 𝐵 flavour
is essential in these cases which is why several Flavour Tagging algorithms
are used to deduce this information from the available event properties.

These algorithms must be adjusted to changes in the shape of the event
properties, resulting from an upgrade of the LHC centre-of-mass energy
to √𝑠 = 13 TeV. To simplify this process, the Flavour Tagging software
is re-implemented. The tagging power of the muon, electron and kaon
tagger is measured based on 𝐵+ → 𝐽/𝜓𝐾+ data, which is processed within
the new framework. It is found to be (0.782 ± 0.018) %, (0.243 ± 0.011) %
and (0.649 ± 0.020) % for Run 1 data, respectively, and (0.67 ± 0.05) %,
(0.134 ± 0.019) % and (0.54 ± 0.04) % for Run 2 data.

Furthermore a new inclusive strategy for the muon tagger is implemented
that improves its tagging power to 𝜀eff = (1.09 ± 0.04) % on Run 1 data and
𝜀eff = (0.83 ± 0.06) % on Run 2 data.

Kurzfassung

Untersuchungen von 𝐶𝑃-Verletzung stellen einen wichtigen Test des Stan-
dardmodells dar und können Hinweise auf Neue Physik liefern. Daher werden
verschiedene Messungen dieser Art mit dem LHCb-Experiment durchgeführt.
Unter anderem sind dies zeitaufgelöste Messungen von Zerfallsraten die oft
der Mischung neutraler 𝐵-Mesonen unterliegen. Hierbei ist die Information
des initialen 𝐵-Flavours essentiell, welche von mehreren Flavour Tagging
Algorithmen aus den Eigenschaften der Teilchenkollisionen ermittelt wird.

Diese Algorithmen müssen an Änderungen in den Verteilungen dieser
Eigenschaften angepasst werden, die aus der im Zuge des ersten LHC Up-
grades erhöhten Schwerpunktenergie von √𝑠 = 13 TeV hervorgehen. Um
dieses Unterfangen zu vereinfachen, wird die Flavour Tagging Software re-
implementiert. Die Tagging Power des Myon-, Elektron- und Kaon Taggers
wird auf 𝐵+ → 𝐽/𝜓𝐾+ Daten bestimmt, die in dem neuen Framework prozes-
siert werden. Sie betragen jeweils (0.782 ± 0.018) %, (0.243 ± 0.011) % und
(0.649 ± 0.020) % für Run 1 Daten und (0.67 ± 0.05) %, (0.134 ± 0.019) %
und (0.54 ± 0.04) % für Run 2 Daten.

Darüber hinaus wird ein neuer, inklusiver Ansatz für den Myon Tagger
implementiert, der dessen Tagging Power auf bis zu 𝜀eff = (1.09 ± 0.04) %
für Run 1 Daten und 𝜀eff = (0.83 ± 0.06) % für Run 2 Daten verbessert.
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1 Introduction

Today’s efforts in the field of particle physics, to understand and describe
the fundamental laws of matter (and antimatter) are unmatched. The worlds
biggest machine, the Large Hadron Collider with its four major experiments
provides experimental data to thousands of researchers to test, verify, and
extend the Standard Model of particle physics, which precisely describes
fundamental particles and their interactions. Despite the huge success of
this theory, many questions remain unanswered. For example, it does not
explain the origin of dark matter and dark energy, which seem to be the major
energy content of our universe; it does not provide an explanation of the
imbalance of matter and antimatter in the observable universe; gravitation
is neglected in the Standard Model – it is no Grand Unified Theory and no
such theory has been experimentally verified so far.

In addition to studies of rare decays of 𝑏 and 𝑐 hadrons, the LHCb Ex-
periment is optimized for the measurement of 𝐶𝑃 violation, a phenomenon
allowing tests of the Standard Model and providing a way to discover New
Physics. Many of these measurements are performed on data of neutral 𝐵
meson decays, which tend to oscillate between their particle and antiparti-
cle states, such as 𝐵0 and 𝐵0. In the LHCb detector, these particles only
travel few millimetres before they decay into energetically favourable, lighter
particles, which can effectively be measured with the detector’s components.
Since 𝐶𝑃 violation might affect the decay rates of the 𝐵 mesons and their
initial quark content cannot be deduced from the final state, the information
whether the meson contained a 𝑏 quark or a 𝑏 quark at production needs
to be known. The aggregation of this flavour information is called Flavour
Tagging.

The Flavour Tagging software bundles several algorithms, which deduce
the tag information from the event information of secondary particles that
are produced in the hadronization process of the signal decay or the non-
signal 𝑏 quark. Each algorithm provides a tag prediction and an estimation
for the probability of that tag to be wrong, called mistag estimate. These
mistag estimates are computed with multivariate analysis tools (MVAs) such
as Boosted Decision Trees or Neural Networks. Furthermore MVA outputs
usually need to be calibrated to provide probabilistic estimations. Therefore,
to use the Flavour Tagging algorithms for an analysis, its MVAs need to be
trained with data that is kinematically similar to the signal decay and for
which the true tags are known.

This training and optimization process is especially required after an
upgrade of the centre-of-mass energy of the LHC. The MVA and calibration
properties, determined on Run 1 data cannot be applied for Run 2 data
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and all algorithms need to be re-trained for the new physics conditions.
To simplify this process and make use of newly developed external MVA
packages, the Flavour Tagging software is re-implemented.

The differing performance of Flavour Tagging before and after the upgrade
will be shown for the example of the Single Track taggers, while the data for
this comparison is processed in the re-implemented software. Furthermore,
a study to re-optimize the classic approach of the Muon tagger is performed.
While the changed physics conditions seem to generally decrease the perfor-
mance of Flavour Tagging in the case of the muon tagger, a new, inclusive
approach for this tagging algorithm is presented.

In this thesis, first the theoretical framework will be introduced, describ-
ing relevant parts of the Standard Model of particle physics as well as data
analysis strategies used for further studies. Afterwards, the experimental
foundation is explained, introducing the Large Hadron Collider and the
LHCb Experiment. The different Flavour Tagging algorithms and their char-
acteristics are described in the next chapter. The following chapter briefly
outlines the design of the re-implemented Flavour Tagging software within
the LHCb software stack. An optimization study is presented afterwards,
based on the re-implemented software, and comparing the performance of
single track taggers for Run 1 and Run 2 data. Furthermore, two approaches
to improve the muon tagger algorithm are described. A conclusion of the
results, together with an outlook for further studies is given in the last
chapter.
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2 Theoretical Framework

Modern particle physics uses powerful accelerators and detectors to gather
huge amounts of data of fundamental processes of nature. The data is used
to verify or falsify detailed theoretical predictions and give hints towards the
creation of new theoretical models.

In the following sections, the parts of the most advanced and widely
proofed theoretical model for particle physics that are relevant for this thesis
will be introduced. Afterwards, several machine learning algorithms that
are widely used within the particle physics community as well as within
this thesis will be explained.

2.1 𝘾𝙋 Violation in the Standard Model of Particle Physics

The Standard Model of particle physics (SM) is today’s theory of choice to
describe all known particles and their interactions. It evolved in the 1960’s
and has been experimentally verified multiple times since then. The last
particle that was predicted by the SM and has been discovered by the LHC
experiments ATLAS and CMS in 2012 is the Higgs Boson [1, 2].

Despite its success, some open questions cannot be answered by this
theory. For example, it does not give any explanation on the origin of dark
matter or dark energy, although these seem to contribute the major fraction
of energy within the known universe. More and more precise measurements
of the SM predictions therefore might lead to some inconsistencies, which
would be indicators for New Physics [3].

The basic principles of the SM will be shown in the following sections.
Furthermore the phenomenon of 𝐶𝑃 violation will be introduced, which
is intensively studied by the LHCb-collaboration and requires a Flavour
Tagging software discussed in this thesis.

2.1.1 Basics of the Standard Model and the CKM Triangle

The Standard Model describes all fundamental particles in a relativistic
quantum field theory, following the principles of local gauge invariance
and symmetries. Particles are represented in terms of field operators 𝜙(𝑥)
and their dynamics is described by a Lagrange function ℒ(𝜙(𝑥), ∂𝜇𝜙(𝑥)).
By requiring Poincaré invariance, the SM is symmetric under continuous
spatial translations, rotations and Lorentz transformations. Additionally,
the SM contains three discrete symmetries: 𝑃, the inversion of all spatial
coordinates, 𝐶, which inverts all additive quantum numbers, and 𝑇, the
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inversion of time. Due to the Lorentz invariance of the SM, the combination
𝐶𝑃𝑇 is required to be conserved [4].

Fundamental particles can generally be grouped into fermions, with a
spin of 1⁄2 or bosons, with an integer spin. The fermions can be arranged in
three families of two particle doublets. Each family contains a doublet of
an up-type quark 𝑢, 𝑐 or 𝑡 with its down-type quark 𝑑, 𝑠 or 𝑏 as well as a
doublet of a charged lepton 𝑒−, 𝜇− or 𝜏− and its neutral partner 𝜈𝑒, 𝜈𝜇 or
𝜈𝜏 respectively:

quarks (𝑢
𝑑) (𝑐

𝑠) (𝑡
𝑏)

leptons (𝑒−

𝜈𝑒
) (𝜇−

𝜈𝜇
) (𝜏−

𝜈𝜏
)

The up-type quarks carry a +2/3-charge while the down-type quarks have
a charge of −1/3. Furthermore they carry a colour charge of the values ‘red’,
‘green’ or ‘blue’. The quark-type is also referred to as the quarks flavour. The
masses show a hierarchy of 𝑚𝑢 < 𝑚𝑑 < 𝑚𝑠 < 𝑚𝑐 < 𝑚𝑏 < 𝑚𝑡 ranging over
several orders of magnitude from the lowest mass 𝑚𝑢 = 2.3 MeV/c2 to the
highest mass 𝑚𝑡 = 173 GeV/c2 [5]. The leptons 𝑒−, 𝜇− and 𝜏− carry a charge
of −1 and their neutrino-partners 𝜈𝑒, 𝜈𝜇 and 𝜈𝜏 are uncharged. While the
charged lepton masses range from the lowest mass 𝑚𝑒 = 511 keV/c2 to the
highest mass 𝑚𝜏 = 1.8 GeV/c2, the neutrino masses are very light and have
not been measured yet [5]. The overall hierarchy of these fermions can not
be explained within the SM since it does not predict any of these values.

Additionally to these, every particle has an antimatter partner with the
exact same properties except for all additive quantum numbers being in-
verted, such as charge, colour charge or lepton family number. The charge-
conjugation 𝐶 transforms matter- into antimatter states and vice versa.
Antiparticles are usually marked with a bar, for example 𝜈𝑒 is the antiparti-
cle of 𝜈𝑒.

Matter that is naturally occurring in everyday life is usually made from the
first two doublets containing the lightest particles: the up- and down-quark
as well as the electron and electron-neutrino. A hydrogen atom for example
has a core of a single proton 𝑝 consisting of three quarks |𝑝⟩ = |𝑢𝑢𝑑⟩ and a
single electron 𝑒−. In general, multiple quarks combine to a hadron, such
that the charge of the resulting particle is integer and the colour charge
is ‘white’ either by combining all three colour or anticolour charges or by
combining a colour charge with its own anticolour. Two-quark states are
called mesons, three-quark states baryons. The LHCb-collaboration recently
also discovered the first pentaquark state, consisting of five quarks and has
found evidence for four quark states [6, 7, 8].

All interactions between quarks and leptons are carried out by the force-
mediating particles of the three fundamental forces: The electromagnetic
force couples to the charge of particles via exchange of massless spin-1
photons 𝛾.
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The strong force is described in the 𝑆𝑈 (3) colour symmetry group by
Quantum Chromodynamics [9]. It couples to the colour charge of quarks
via exchange of massless spin-1 gluons 𝑔. These gluons carry colour charge
themselves and thus are capable of self-coupling. The strong force usually
acts on subatomic ranges of up to 10−15 m. An effect that is especially
relevant for hadron-physics like the LHC-physics is ‘colour confinement’: If a
pair of quarks is separated, the creation of a new quark-anti quark pair is at
some point energetically favourable and the separated quarks will combine
with these spontaneously created quarks. As a consequence single quarks
cannot be observed, instead a ‘jet’ of hadrons is seen, which is why this
process is also called ‘hadronization’.

The weak force couples to the left-handed doublets of quarks and leptons
via exchange of neutral 𝑍 or charged 𝑊 ± bosons. Both particles are massive
vector-bosons with 𝑚𝑍 = 91.2 GeV/c2 and 𝑚𝑊 ± = 80.4 GeV/c2. Quantum
numbers are conserved in the exchange of 𝑍 bosons, which is why these
provide the only mechanism for elastic scattering of neutrinos. In contrast,
exchanges of 𝑊 ± bosons change the flavour number of quarks. The coupling
of the weak force cannot be described in terms of the mass-eigenstates of
quarks and leptons and thus these states need to be transformed into
eigenstates of the weak interaction. Neutrinos are assumed massless in
the SM, thus the mass-eigenstates of the leptons can trivially be written as
eigenstates of the weak force like ℓ′ = ℓ, where ℓ is any lepton 1. However,
quarks cannot be assumed massless and therefore are transformed to weak
force eigenstates via the Cabibbo-Kobayashi-Maskawa matrix 𝑉CKM. By
convention, the transformation is applied to the down-type quarks 𝑑, 𝑠 and
𝑏:

⎛⎜⎜⎜⎜
⎝

𝑑′

𝑠′

𝑏′

⎞⎟⎟⎟⎟
⎠

=
⎛⎜⎜⎜⎜
⎝

𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏
𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏
𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

⎞⎟⎟⎟⎟
⎠

⎛⎜⎜⎜⎜
⎝

𝑑
𝑠
𝑏

⎞⎟⎟⎟⎟
⎠

= 𝑉CKM
⎛⎜⎜⎜⎜
⎝

𝑑
𝑠
𝑏

⎞⎟⎟⎟⎟
⎠

. (2.1)

By construction, the CKM-Matrix is complex, unitary and defined by four
parameters. The squared norm of one element of the matrix, |𝑉𝑖𝑗|2 is pro-
portional to the probability of a flavour-transition 𝑖 ↔ 𝑗. The CKM-matrix
can be written in the Wolfenstein parametrization [11] in terms of three
parameters 𝐴, 𝜌, 𝜆 and a complex phase 𝜂:

𝑉CKM ≈
⎛⎜⎜⎜⎜
⎝

1 − 𝜆2/2 𝜆 𝐴𝜆3 (𝜌 − i𝜂)
−𝜆 1 − 𝜆2/2 𝐴𝜆2

𝐴𝜆3 (1 − 𝜌 − i𝜂) −𝐴𝜆2 1

⎞⎟⎟⎟⎟
⎠

, (2.2)

with 𝜆 = |𝑉𝑢𝑠|
√|𝑉𝑢𝑑|2 + |𝑉𝑢𝑠|2

, 𝐴𝜆2 = 𝜆∣ 𝑉𝑐𝑏
𝑉𝑢𝑠

∣ , 𝑉 ∗
𝑢𝑏 = 𝐴𝜆3(𝜌 + i𝜂) .

1 Experimental evidence for neutrino oscillation has been seen and requires massive
neutrinos, which can only be described with extensions to the SM, e.g. the Seesaw
mechanism [10]. The neutrino mass eigenstates are transformed into eigenstates of the
weak interaction through the PMNS matrix, which is the leptonic analogue to the quarks’
CKM matrix.
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( ̄𝜌, �̄�)

(0, 0) (1, 0)1

∣ 𝑉𝑡𝑑𝑉 ∗
𝑡𝑏

𝑉𝑐𝑑𝑉 ∗
𝑐𝑏

∣∣𝑉𝑢𝑑𝑉 ∗
𝑢𝑏

𝑉𝑐𝑑𝑉 ∗
𝑐𝑏

∣ 𝛼

𝛾 𝛽

Figure 2.1: The most commonly used CKM triangle. It is determined by the CKM matrix
elements. Its angles 𝛼, 𝛽 and 𝛾, the point (�̄�, �̄�) and the lengths of its two non-fixed
sides can be measured experimentally. The area of the triangle is determined by the
complex phase of the CKM matrix and is a measure for the 𝐶𝑃 violation in the SM.

The unitarity of the matrix implies ∑𝑖 𝑉𝑖𝑗𝑉 ∗
𝑖𝑘 = 𝛿𝑗𝑘 and ∑𝑗 𝑉𝑖𝑗𝑉 ∗

𝑘𝑗 = 𝛿𝑖𝑘 which
can be represented as triangles in the complex plane, if 𝑗 ≠ 𝑘 or 𝑖 ≠ 𝑘,
respectively. The most commonly used triangle follows from the relation

𝑉𝑢𝑑𝑉 ∗
𝑢𝑏 + 𝑉𝑐𝑑𝑉 ∗

𝑐𝑏 + 𝑉𝑡𝑑𝑉 ∗
𝑡𝑏 = 0 . (2.3)

Hereby, the angles of the CKM triangle are defined as

𝛼 = arg(−
𝑉𝑡𝑑𝑉 ∗

𝑡𝑏
𝑉𝑢𝑑𝑉 ∗

𝑢𝑏
) , 𝛽 = arg(−

𝑉𝑐𝑑𝑉 ∗
𝑐𝑏

𝑉𝑡𝑑𝑉 ∗
𝑡𝑏

) , 𝛾 = arg(−
𝑉𝑢𝑑𝑉 ∗

𝑢𝑏
𝑉𝑐𝑑𝑉 ∗

𝑐𝑏
) . (2.4)

All angles as well as the non-fixed sides and the point (𝜌, 𝜂) can be measured
experimentally. The parameters have been determined to be

𝜆 = 0.225 37 ± 0.000 61 , 𝐴 = 0.814+0.023
−0.024

𝜌 = 0.117 ± 0.021 , 𝜂 = 0.353 ± 0.013 ,

and the CKM triangle with its parameters is shown in Figure 2.1 [5]. The CKM
triangle is therefore overdetermined, which allows for precise measurements
of and cross-checks between its parameters. A deviation from the SM
expectation would be an indicator for New Physics. As shown in Figure 2.2,
the constrains on the CKM parameters have already been measured with high
precision, and no inconsistencies with the SM have been found. Nonetheless,
small tensions of up to 2.2𝜎 require even more precise measurements [12].

2.1.2 Mixing of 𝘽 Mesons

The previously introduced CKM matrix allows for weak flavour-changing
neutral currents of pairs of 𝑊 particles in the SM. As a result, neutral
mesons, such as the |𝐵0⟩ = |𝑏𝑑⟩ or |𝐵0

𝑠 ⟩ = |𝑏𝑠⟩ meson can oscillate between
particle and antiparticle states as shown in Figure 2.3. This has first been
observed in the system of neutral 𝐾0 mesons by Cronin and Fitch in 1964
[13]. To simplify the notation of the following equations, 𝑃0 and 𝑃0 will be

6



γ

γ

α

α

dm∆

Kε

Kε

sm∆ & dm∆

ubV

βsin 2

(excl. at CL > 0.95)

 < 0βsol. w/ cos 2

e
xc

lu
d
e
d
 a

t C
L
 >

 0
.9

5

α

βγ

ρ

1.0 0.5 0.0 0.5 1.0 1.5 2.0

η

1.5

1.0

0.5

0.0

0.5

1.0

1.5
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EPS 15

CKM
f i t t e r

Figure 2.2: Current experimental constrains on the different CKM triangle parameters.
The coloured areas indicate the 68 % confidence levels resulting from the average of all
available measurements [12].

𝑑, 𝑠 𝑢, 𝑐, 𝑡 𝑏

𝑊 𝑊

𝑏 𝑢, 𝑐, 𝑡 𝑑, 𝑠

𝑑, 𝑠 𝑊 𝑏

𝑢, 𝑐, 𝑡 𝑢, 𝑐, 𝑡

𝑏 𝑊 𝑑, 𝑠

Figure 2.3: Mixing of 𝐵0 or 𝐵0
𝑠 with 𝐵0 or 𝐵0

𝑠 mesons. Via the exchange of 𝑊 ± bosons, the
flavour of the initial mesons can change. This process is dominated by top quarks due to
their high mass. A possible contribution of yet unknown heavier particles instead of the
top quarks could indicate New Physics. Mixing allows for different types of 𝐶𝑃 violation,
which are described in section 2.1.3.
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used for 𝐵0
𝑠 and 𝐵0

𝑠 or for 𝐵0 and 𝐵0 mesons, respectively.
The decay time wise evolution of a system of neutral 𝐵 mesons can be

described by the Schrödinger equation

i d
d𝑡 (𝑃0

𝑃0) = 𝑯 (𝑃0

𝑃0) = (𝑴 − i𝜞) (𝑃0

𝑃0) , (2.5)

with the Hamilton operator 𝑯 and the hermitian matrices 𝑴 and 𝜞. As a
consequence of the 𝐶𝑃𝑇 theorem, the diagonal elements of 𝑴 and 𝜞 fulfil
𝑀11 = 𝑀22 and 𝛤11 = 𝛤22. The eigenvalues 𝜇 of the Hamiltonian then are
𝜇1,2 = 𝑀1,2 − i/2𝛤1,2, with the masses 𝑚1,2 and decay widths 𝛤1,2 of the
mass eigenstates of this system. In case of 𝐵 mesons these are referred to
as 𝑚𝐻 and 𝛤𝐻 or 𝑚𝐿 and 𝛤𝐿 for the high and low mass and decay widths.
Furthermore, a mass difference Δ𝑚 = 𝑚𝐻 −𝑚𝐿 and a decay width difference
Δ𝛤 = 𝛤𝐻 − 𝛤𝐿 can be defined. The mass eigenstates can then be written
as a combination of the flavour eigenstates:

|𝐵𝐿⟩ = 𝑝|𝑃0⟩ + 𝑞|𝑃0⟩ , |𝐵𝐻⟩ = 𝑝|𝑃0⟩ − 𝑞|𝑃0⟩ , (2.6)

where the complex factors 𝑝 and 𝑞 obey the normalization |𝑝|2 + |𝑞|2 = 1.
Furthermore, the decay amplitudes 𝐴 of a 𝐵 meson into a final state 𝑓 follow
to be

𝐴𝑓 = ⟨𝑓 |𝐻|𝑃0⟩ ,
𝐴𝑓 = ⟨𝑓 |𝐻|𝑃0⟩ ,

𝐴𝑓 = ⟨𝑓 |𝐻|𝑃0⟩ ,

𝐴𝑓 = ⟨𝑓 |𝐻|𝑃0⟩ ,
(2.7)

where 𝐻 depicts the Hamilton operator. Mixing processes might involve
heavier particles than the known top quark and might therefore give access
to New Physics. The importance of mixing for the phenomena of 𝐶𝑃 violation
will be pointed out in the next section.

2.1.3 𝘾𝙋 Violation

While the SM is symmetric under 𝐶𝑃𝑇 transformation and no violation
of this has been observed [14, 15], the transformations 𝐶, 𝑃, 𝑇 and the
combination 𝐶𝑃 are violated [16, 17, 18, 19]. This effect is theoretically
described by the CKM parameter 𝜂, such that the size of the CKM triangle
measures the strength of 𝐶𝑃 violation in the SM [20]. Given Equations (2.6)
and (2.7), three types of 𝐶𝑃 violation can be defined:

• Direct 𝐶𝑃 violation – also called 𝐶𝑃 violation in the decay – leads to
different decay amplitudes

|𝐴𝑓 | ≠ |𝐴𝑓 | or |𝐴𝑓 | ≠ |𝐴𝑓 | .

This is the only type of 𝐶𝑃 violation that can be observed in charged 𝐵
meson decays and has first been observed by the LHCb collaboration
in the 𝐵0

𝑠 → 𝐾−𝜋+ and 𝐵0 → 𝐾+𝜋− decay channels [21].
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• Indirect 𝐶𝑃 violation – also called 𝐶𝑃 violation in the mixing – leads to
different transition rates from particle into antiparticle state and vice
versa. This is the case if

∣𝑝𝑞 ∣ ≠ 1 .

The parameter 𝑎sl, defined as

𝑎sl = ∣𝑝/𝑞∣2 − ∣𝑞/𝑝∣2

∣𝑝/𝑞∣2 + ∣𝑞/𝑝∣2

has been measured by the LHCb collaboration in the 𝐵0 and 𝐵0
𝑠 system,

to be 𝑎𝑑
sl = −0.02 ± 0.19 ± 0.30 % and 𝑎𝑠

sl = −0.39 ± 0.26 ± 0.20 %,
while the latter value corresponds to a 1.5𝜎 deviation from the SM
expectation of 𝑎sl = 0 [22, 23].

• Even if none of the above effects occur independently, there can be 𝐶𝑃
violation in the interference of decay, 𝑃0 → 𝑓 , and mixing, 𝑃0 → 𝑃0 → 𝑓 ,
when

Im 𝜆𝑓 ≠ 1 , with 𝜆𝑓 = 𝜂𝑓
𝑞
𝑝

𝐴𝑓
𝐴𝑓

,

where 𝜂𝑓 = ±1 is the 𝐶𝑃 eigenvalue of the final state.

All types of 𝐶𝑃 violation are usually constrained by measurements of the
asymmetry 𝒜𝑓 of the decay rates 𝛤(𝑃0/𝑃0 → 𝑓 /𝑓 ). In the case of 𝐶𝑃 violation
in interference of decay and mixing, the decay-time-dependent decay rates
of signal candidates 𝑃0 or 𝑃0 into a common final state 𝑓 , 𝛤(𝑃0/𝑃0(𝑡) → 𝑓 )
are studied. The asymmetry of these rates is defined as

𝒜𝑓 (𝑡) =
𝛤(𝐵0(𝑡) → 𝑓) − 𝛤(𝐵0(𝑡) → 𝑓)

𝛤(𝐵0(𝑡) → 𝑓) + 𝛤(𝐵0(𝑡) → 𝑓)
. (2.8)

An example of this kind of analyses is the latest LHCb 𝐶𝑃 measurement
with 𝐵0 → 𝐷+𝐷− decays [19]. In this specific case, where no 𝐶𝑃 violation in
mixing occurs and the decay widths difference Δ𝛤 of the mass eigenstates
is approximately zero, the 𝐶𝑃 observables 𝑆 and 𝐶, are defined as

𝑆𝑓 =
2 Im 𝜆𝑓

1 + |𝜆𝑓 |2
and 𝐶𝑓 =

1 − |𝜆𝑓 |2

1 + |𝜆𝑓 |2
, (2.9)

and linked to the CKM angle 𝛽 via 𝑆/√1 − 𝐶2 = − sin(2𝛽 + 𝛿) with a phase
shift 𝛿, representing higher order contributions. Assuming no direct 𝐶𝑃
violation, the SM predicts the parameters 𝐶 and 𝛿 to vanish, such that
𝑆 = − sin (2𝛽). The asymmetry can be written as

𝒜𝑓 (𝑡) = 𝑆𝑓 sin(Δ𝑚 𝑡) − 𝐶𝑓 cos(Δ𝑚 𝑡) . (2.10)
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As shown here for a specific decay channel, the initial flavour of the 𝐵 mesons
needs to be known for studies of 𝐶𝑃 violation. In general, this is the case for
any time-dependent analysis of 𝐶𝑃 violation in the interference of decay and
mixing with neutral 𝐵 mesons. Flavour Tagging is therefore an essential
ingredient for a variety of analyses.

2.2 Machine Learning and Data Analysis in Particle
Physics

To test, verify or falsify theories, such as the models described above,
the experiment’s data needs to be statistically analysed. Since processes,
which are described by the SM and tested with experiments such as LHCb,
superimpose each other, the relevant information for a given analysis needs
to be extracted. An example would be the selection of a specific decay
channel such as 𝐵+ → 𝐽/𝜓𝐾+ or single particles, e.g. a muon out of that
decay chain. This classification problem can be solved with multivariate
analysis tools, which are introduced in the following sections.

Each of these approaches adjusts a mathematical model such that the
class, e.g. ‘signal’ or ‘background’ of a given vector of numbers that corre-
spond to e.g. properties of particles is predicted. Therefore data of the same
shape, but with the known class information 𝑦 is passed to the model and
its parameters 𝜃 are changed until an objective function Obj(𝜃), describing
how well the model predicts the data, has reached a minimum. This process
is called training and the objective function is often chosen to be the mean
squared error

Obj(𝜃) = 𝐿(𝜃) = ∑
𝑖

(𝑦𝑖 − ̂𝑦𝑖)
2 , (2.11)

where ̂𝑦𝑖 is the predicted and 𝑦𝑖 the true class of the 𝑖-th data sample. The
general schema is often referred to as ‘Machine Learning’ and has become
especially popular in the field of image pattern recognition in the last decade
due to improvements of parallel computing performance. Variables that are
used for training of Machine Learning algorithms will be called ‘features’ of
that algorithm in the following sections. The predicted class will be referred
to as the ‘target’ of the training.

2.2.1 Decision Trees and Boosting

One intuitive Machine Learning algorithm is based on ensembles of de-
cision trees. Starting from one feature, the training data is split into two
sub samples, based on a cut on that feature that minimizes the objective
function. Afterwards, another feature is taken into account within both
subsets and so on. A so formed decision tree is shown in figure Figure 2.4
with a depth of three cuts. Using an arbitrary number of cuts would lead to
a single decision tree which could potentially minimize the objective function
to zero, but would also represent the whole training dataset and therefore
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a > sa

b > sb1 b > sb2

c > sc1 c > sc2 c > sc3 c > sc4

FalseTrue

Class 1 Class 2 Class 2 Class 1

Figure 2.4: Sketch of a three level decision tree, classifying data consisting of features
⃗𝑥𝑖 = (𝑎𝑖, 𝑏𝑖, 𝑐𝑖, … )T into the two classes 𝑦𝑖 = (Class 1 ∨ Class 2) by applying different

rectangular cuts 𝑠. Machine Learning algorithms such as Boosting or Random Forests
are ensembles of Decision Trees and can be used to predict the class of a data sample,
once trained.

has no predictive abilities for unknown data. This is called over-fitting and
can be tested by applying a trained model to unknown data and comparing
their performances. To avoid over-fitting, multiple, shallow decision trees
can be combined. If their output is averaged and their feature sets are
chosen randomly, the model is called a ‘Random Forest’.

Instead of randomly choosing and combining Decision Trees, a number of
𝑀 possible trees ℱ of a given depth can be combined with a set of weights
𝜃𝑚, such that the overall model to predict a given event 𝑖 can be represented
as a weighted combination of these trees:

̂𝑦𝑖 =
𝑀

∑
𝑚

𝜃𝑚𝑓𝑚(𝑥𝑖) with 𝑓𝑚 ∈ ℱ . (2.12)

This approach is called ‘boosting’. The weights are chosen to minimize the
objective function.

The boosting method, used in this thesis, takes the complexity of the
model into account with an additional term within the objective function:

Obj(𝜃) = 𝐿(𝜃) + 𝛺(𝜃) , (2.13)

where 𝛺 is often chosen to be the L2 norm ||𝑤𝑚||2 = √∑ 𝑤2
𝑚 of the decision

tree weights 𝑤𝑚.
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2.2.2 Calibration of Probabilities

Although, MVAs can predict whether its more likely for a set of features to
be of one class or another, after they have been trained, their prediction can
not necessarily be interpreted as a proper probability for that class. Often,
a simple logistic transformation of the form

𝑝raw → 1
1 − e𝑝raw

(2.14)

is applied to the MVA output value 𝑝raw, which is shown as a red curve in
Figure 2.5. This transformation only ensures that all values are within the
range [0, 1] as expected for a probability estimation. For proper probability
values, the true number 𝑁 𝑘

𝑐 of a predicted class 𝑐 within a certain range
𝑘 of prediction values should be comparable to the mean predicted value
within this range:

𝑁 𝑘
1

𝑁 𝑘 ≈
∑𝑁 𝑘

𝑖 𝑝𝑘
𝑖,raw

𝑁 𝑘 . (2.15)

If this does not hold due to non-probabilistic MVA output values, these can
be calibrated by applying a logistic binary regression. Here, a function of
the form (2.14) with additional parameters is used:

𝑆(𝑝raw) = 1

1 − exp[∑𝑘
𝑗 𝛽𝑗𝑝

𝑗
raw]

. (2.16)

The parameter 𝛽𝑗 can be determined by a maximum likelihood fit, which
is described in the following section. The polynomial sum of the BDT
value helps to reflect non-linear relations of the BDT values and the true
probabilities. An example with 𝑘 = 4 non-zero parameters is given with the
blue curve in Figure 2.5.

2.2.3 Model Fitting and 𝑠Weights

To measure parameters of a specific model inside a given dataset, usually
the parameters of that model are adjusted such that the model best fits to
the data. Therefore, often the likelihood ℒ of the model 𝒜(𝑥, 𝑝) with a set
of parameters 𝑝, given the data 𝑥, is maximized:

𝑝best = argmax𝑝[ℒ(𝒜|𝑥)] , (2.17)

with the likelihood being the product of every data point’s likelihood

ℒ(𝒜|𝑥) =
𝑁

∏
𝑖

ℒ(𝒜|𝑥𝑖) . (2.18)

The 𝑠Plot method [24] uses a maximum likelihood fit to determine the contri-
butions of different components to a one-dimensional variable distribution.
The distribution of this discriminating variable needs to be well-modelled
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Figure 2.5: Logistic transformations of the parameter 𝑥. The red curve shows an example
for the transformation, given in Equation 2.14, while the blue curve shows Equation 2.16
with parameters 𝛽0 = 0.5, 𝛽1 = 1, 𝛽2 = −0.5, and 𝛽3 = 0.1.

within all components that should be determined, which is the case for e.g.
the invariant mass of a signal candidate particle. By fitting the model of
this variable, 𝑠Weights can be determined that indicate the contribution
of each component to that distribution. Assuming that the discriminating
variable is uncorrelated with the other variables, the weights can then be
applied to those which unfolds each component within the distributions.
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3 The LHCb Experiment at the Large
Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest particle accelerator.
It serves its four major experiments ALICE, ATLAS, CMS, and LHCb with
colliding protons of very high energy. The accelerator is part of the European
Organization for Nuclear Research (CERN) in Geneva. CERN was founded by
twelve European countries in 1954 and its first synchrocyclotron accelerator
started operation in 1964. Currently, CERN has 22 member states and
eleven associated members and observers [25]. The laboratory currently
employs around 3200 employees and has approximately 13 000 collaborator
scientists from its member states [26].

The LHC accelerator and the LHCb experiment will be introduced in more
detail in the following sections.

3.1 The LHC

The Large Hadron Collider is the successor accelerator of the Large Elec-
tron Positron Collider (LEP) whose structures were built between 1983 and
1989 [27]. The LHC hardware has been installed in the 27 km-circumference
tunnel, 100 m below ground level, during the early 2000s. It first started
operation in 2008 [28].

Under nominal operation conditions the protons are fed into the LHC ring
by a chain of pre-accelerators at a beam energy of 450 GeV. The accelerator
chain consists of the Linear Accelerator 2 (LINAC2) and several synchrotrons,
increasing in size and energy (Proton Synchrotron Booster, PSB; Proton
Synchrotron, PS; Super Proton Synchrotron, SPS), which are depicted in
Figure 3.1. The protons are accelerated opposite, in two separate beam pipes.
A total number of 16 radiofrequency cavities increase their centre-of-mass
energy up to √𝑠 = 14 TeV. The proton-beams are kept on a circular trajectory
with the help of 1232 superconducting dipole magnets, producing magnetic
fields of up to 8.3 T with a 11.85 kA current. The beam shape and stability
is controlled with over 8000 additional magnets. Completely filled up, both
beams will contain 2808 bunches of approximately 1011 protons each. The
distance between two bunches is about 7 m, which results in a temporal
bunch spacing of 25 ns [29, 30].

The beam tubes are merged in four points of the LHC and the beams’
usual diameters of several millimetres are magnetically focused down to
16 µm and directed onto an intersecting trajectory [31].
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Figure 3.1: Schematic view of the Large Hadron Collider (LHC) and its pre-accelerator chain,
consisting of Linear Accelerator 2 (LINAC2), Proton Synchrotron Booster (PSB), Proton
Synchrotron (PS) and the Super Proton Synchrotron (SPS) [30].

This leads to four interaction points, at which the detectors of the major
experiments mentioned above are positioned. The instantaneous luminosity

ℒ = 1
𝜎

d𝑅
d𝑡 (3.1)

can reach values up to ℒ = 1034 cm−2 s−1 at these points, where 𝜎 is the
cross-section of some event type and d𝑅/d𝑡 is its rate.

Currently, the LHC is operating in its second run period (Run 2), which
started mid 2015 and is planned to last until 2018. After the first season
(Run 1), the beam energy has been increased from 4 TeV to 6.5 TeV per beam,
corresponding to a centre-of-mass energy of √𝑠 = 13 TeV, which has never
been reached before [32]. This increase affects the kinematics of particle
interactions such that data analysis algorithms, which were developed and
optimized on Run 1 data, will need to be adjusted for Run 2. This will be
covered in case of the Flavour Tagging software in chapter 6.

3.2 The LHCb Experiment

The LHCb-detector is specifically designed to study 𝑏- and 𝑐-mesons.
Hence it is built as a single-arm forward spectrometer, covering an angular
acceptance from 10 mrad to 300 mrad. The relatively light mesons will typ-
ically be strongly boosted along the beam axis. This results in roughly 1⁄4
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Figure 3.2: Monte Carlo simulation of the angular distribution of 𝑏 and 𝑏 quarks produced
in 𝑝𝑝-interactions at a centre-of-mass energy of √𝑠 = 14 TeV [34]. The red highlighted
area shows the detector’s acceptance.

of these particles propagating into the detector’s acceptance. The angular
distribution of 𝑏 and 𝑏 quarks at the interaction point is shown in Figure 3.2.
A speciality of the LHCb detector is the constant value of average 𝑝𝑝 inter-
actions per bunch crossing, defined as 𝜇. This technique is called ‘lumi
levelling’ and provides a very homogeneous data signature. The detectors
components are explained in more detail in the following sections. If not
stated otherwise, the information is referring to Ref. [33]. A sketch of the
detector is shown in Figure 3.3. The components can be categorized into a
tracking system and a particle identification system, which will be explained
in the following sections. Additionally, a 1500 t heavy, normal conducting
dipole magnet is installed downstream of the interaction point. It provides
an integrated magnetic field of 4 T m while its polarity can be changed.

3.2.1 Tracking System

The tracking system is used to reconstruct particle trajectories within the
LHCb detector. It is divided into a silicon based detector, mounted very close
to the interaction point, and two drift tube stations which are positioned
downstream to the interaction point. Both detector components will be
described in the following sections.
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Figure 3.3: Side-view of the LHCb-detector [35] with its components. Starting at the
interaction point at 𝑧 = 0, these are the Vertex Locator (VELO), the first Cherenkov
detector (RICH1), the first part of the tracking stations (Tracker Turicensis, TT), the dipole
magnet, the second part of the tracking stations (T1-T3), the second Cherenkov detector
(RICH2), a single muon chamber (M1), the electromagnetic and hadronic calorimeter
system (ECAL and HCAL), including the PS and SPD and the final set of muon chambers
(M2-M5). Each component is described in more detail in sections 3.2.1 to 3.2.2.
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Figure 5.1: Cross section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the detector
in the fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors.

5.1.1 Requirements and constraints

The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact
parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level
Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to
tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector
can be characterised with the following interrelated criteria:

• Signal to noise1 ratio (S/N): in order to ensure efficient trigger performance, the VELO
aimed for an initial signal to noise ratio of greater than 14 [29].

• Efficiency: the overall channel efficiency was required to be at least 99% for a signal to noise
cut S/N> 5 (giving about 200 noise hits per event in the whole VELO detector).

1Signal S is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise N as the
RMS value of an individual channel.
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Figure 3.4: A sketch of the VELO. A cross section, showing the VELO module arrangement
in the 𝑥-𝑧-plane is displayed at the top. Possible particle trajectories, defined by the design
requirements are drawn as thin black lines. The bottom of the image shows the VELO in
beam direction, in the closed state on the left and in the opened state on the right. Here,
the 𝜙- (blue) and 𝑟- (red) silicon stripes can be seen [33].

Vertex Locator

The Vertex Locator (VELO) is specifically designed to locate primary and
secondary vertices with high resolution. The VELO consists of two series of
silicon modules, lined up along to the beam axis. Both parts of the detector
are retractable and can be moved up to 5 mm towards the beam axis, while
sensitive material will be only 8 mm away.

Every module of the VELO contains two silicon sensors for measuring the
𝑟- and 𝜙-coordinates of charged particle trajectories. In total there are 42
modules which overlap in a closed state, arranged as shown in Figure 3.4.
The module’s layout is essentially defined by the prerequisites for the VELO.
First, a particle, produced in the interaction region, needs to hit at least
three modules to be reconstructed. This needs to be satisfied in the whole
polar detector acceptance. Combining this with the minimum distance
to the beam axis defines the minimal proportions of about 65 cm of the
detector in the 𝑧-direction, as well as a maximal distance of 5 cm between
two modules next to the interaction region. Furthermore the overlap of the
two VELO sides provides full azimuthal coverage. In addition to a very close
distance to the beam, a low material budget is needed for the high spatial
resolution. Therefore, the VELO is completely operating in vacuum that is
separated from the beam vacuum by a foil.
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Due to the close distance from the beam, the VELO is susceptible to
malfunctions of the LHC and might suffer irreparable damage if the beam
directly hits its modules. Therefore a Beam Condition Monitoring system
(BCM) is installed [36], consisting of two arrangements of eight artificial
diamond sensors, located 2.1 m upstream and 2.8 m downstream of the
interaction point. By measuring radiation resulting from interactions of the
beam with the VELO foil, the BCM is able to detect beam misalignments
before the sensitive VELO material is damaged. An exceed of the particle
flux above certain thresholds will trigger a ‘beam dump request’ resulting
in empty beams within 90 µs after the signal has reached the beam dump
system to protect the VELO hardware.

Given this design, the VELO reaches a spatial resolution of 𝜎𝑥,𝑦 ≈ 10 µm
in the 𝑥-𝑦-plane and 𝜎𝑧 ≈ 40 µm in the 𝑧-axes, the proper decay time
resolution is 𝜎𝜏 ≈ 40 fs [37].

Tracking Stations

The Tracker Turicensis (TT) and the tracking stations T1 to T3 form
the second part of the tracking system. Together with vertex and track
information from the VELO these detectors allow for full track reconstruction
inside the LHCb acceptance by measuring the 𝑥- and 𝑦-positions of charged
particle tracks.

The track information combined with the magnetic field allows for charge
identification due to the different direction of the Lorentz force for particles
of different charges inside the magnet.

The TT consists of four layers of silicon micro strip sensors and is po-
sitioned upstream to the magnet, directly after the RICH1 detector. The
tracking stations T1 to T3 are installed downstream to the magnet just before
the RICH2 detector. Each of the stations contains an inner part, based on
the same silicon sensors as the TT, positioned next to the beam pipe (inner
tracker, IT). Both, IT and TT provide a spatial resolution of 50 µm.

The outer parts of the tracking stations T1 to T3 form the outer tracker
(OT) and are based on drift tubes. These are gas-filled tubes with a central
wire. An electric voltage is applied between this wire and the tube wall such
that a charged particle will ionize the gas while travelling through the tube
and induce a charge avalanche which can be detected as a current in the
nearest wire. The OT provides a spatial resolution of 200 µm.

TT and the OT stations consist of multiple layers of single modules, as
shown in Figure 3.5, where a half module is marked with a red rectangle.
While two of these modules are aligned vertically, two are tilted around the
beam axis with an angle of about ±5° each. This set-up provides a high
resolution in the 𝑥-𝑦-plane which is necessary due to the magnet’s magnetic
field orientation and the result that charged particles will preferably spread
into this plane.
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Figure 5.19: Layout of the third TT detection layer. Different readout sectors are indicated by
different shadings.

volume is continuously flushed with nitrogen to avoid condensation on the cold surfaces. To aid
track reconstruction algorithms, the four detection layers are arranged in two pairs, (x,u) and (v,x),
that are separated by approximately 27 cm along the LHC beam axis.

The layout of one of the detection layers is illustrated in figure 5.19. Its basic building block
is a half module that covers half the height of the LHCb acceptance. It consists of a row of seven
silicon sensors organized into either two or three readout sectors. The readout hybrids for all read-
out sectors are mounted at one end of the module. The regions above and below the LHC beampipe
are covered by one such half module each. The regions to the sides of the beampipe are covered
by rows of seven (for the first two detection layers) or eight (for the last two detection layers) 14-
sensor long full modules. These full modules cover the full height of the LHCb acceptance and are
assembled from two half modules that are joined together end-to-end. Adjacent modules within
a detection layer are staggered by about 1 cm in z and overlap by a few millimeters in x to avoid
acceptance gaps and to facilitate the relative alignment of the modules. In the u and v detection
layers, each module is individually rotated by the respective stereo angle.

A main advantage of this detector design is that all front-end hybrids and the infrastructure
for cooling and module supports are located above and below the active area of the detector, outside
of the acceptance of the experiment.

TT detector modules

The layout of a half module is illustrated in figure 5.20. It consists of a row of seven silicon sensors
with a stack of two or three readout hybrids at one end. For half modules close to the beampipe,
where the expected particle density is highest, the seven sensors are organized into three readout
sectors (4-2-1 type half modules).

For the other half modules, the sensors are organized into two readout sectors (4-3 type half
modules). In both cases, the first readout sector (L sector) is formed by the four sensors closest to
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Figure 3.5: Sketch of the frontal view of a single layer of the Tracker Turicensis (TT). The
central beam pipe is indicated with a white circle. The layer is tilted by 5°. Each sector
contains several silicon microstrip sensors with combined read-out [33].

3.2.2 Particle Identification System

The Particle Identification System (PID) bundles information from Cherenkov
detectors, calorimeters and muon chambers to assign particle hypotheses to
particle tracks. Its components will be described in the following sections.

Ring Imaging Cherenkov Detectors

The Ring Imaging Cherenkov (RICH) detectors provide particle type infor-
mation by measuring Cherenkov angles. If a particle travels through some
material with a higher velocity than the speed of light within this material,
it will emit a cone of Cherenkov light. The Cherenkov angle 𝜃 in which the
light is emitted allows for measurement of the velocity via

cos 𝜃 = 1
𝑛𝛽 (3.2)

with the refractive index 𝑛 of the medium and the ratio 𝛽 of the particles
velocity and the speed of light. Given the different masses of pions, protons,
kaons and leptons that will reach the RICH detectors, these particles can
be identified by their Cherenkov angles. A sketch of the RICH1 detector is
given in Figure 3.6a and the distribution of the Cherenkov angle for different
particles and momenta is shown in Figure 3.6b. Since the momentum
range of the particles varies from low momenta at large polar angles to very
high momenta at small polar angles, two detectors are installed. The first
detector RICH1, positioned upstream to the LHCb magnet, is optimized for
the lower momentum range from 1 GeV/c to 60 GeV/c and used Aerogel and
C4F10 gas radiators, while it only uses C4F10 during Run 2. The second
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Figure 6.1: Cherenkov angle versus particle momentum for the RICH radiators.
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Figure 6.2: (a) Side view schematic layout of the RICH 1 detector. (b) Cut-away 3D model of the
RICH 1 detector, shown attached by its gas-tight seal to the VELO tank. (c) Photo of the RICH1
gas enclosure containing the flat and spherical mirrors. Note that in (a) and (b) the interaction point
is on the left, while in (c) is on the right.

• minimizing the material budget within the particle acceptance of RICH 1 calls for lightweight
spherical mirrors with all other components of the optical system located outside the accep-
tance. The total radiation length of RICH 1, including the radiators, is ⇠8% X0.

• the low angle acceptance of RICH 1 is limited by the 25 mrad section of the LHCb beryllium
beampipe (see figure 3.1) which passes through the detector. The installation of the beampipe
and the provision of access for its bakeout have motivated several features of the RICH 1
design.

• the HPDs of the RICH detectors, described in section 6.1.5, need to be shielded from the
fringe field of the LHCb dipole. Local shields of high-permeability alloy are not by them-
selves sufficient so large iron shield boxes are also used.

– 73 –

(a) Sketch of the RICH1 detector
[33].
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• minimizing the material budget within the particle acceptance of RICH 1 calls for lightweight
spherical mirrors with all other components of the optical system located outside the accep-
tance. The total radiation length of RICH 1, including the radiators, is ⇠8% X0.

• the low angle acceptance of RICH 1 is limited by the 25 mrad section of the LHCb beryllium
beampipe (see figure 3.1) which passes through the detector. The installation of the beampipe
and the provision of access for its bakeout have motivated several features of the RICH 1
design.

• the HPDs of the RICH detectors, described in section 6.1.5, need to be shielded from the
fringe field of the LHCb dipole. Local shields of high-permeability alloy are not by them-
selves sufficient so large iron shield boxes are also used.
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(b) Cherenkov angle 𝜃 versus particle momentum
for different particle types [33].

Figure 3.6: The PID system contains two Cherenkov detectors of which one is shown in a.
As shown in b and described in the text, the Cherenkov angle 𝜃 can be used to identify
different types of particles.

detector RICH2 is installed downstream of the magnet and covers a mo-
mentum range of approximately 15 GeV/c to 100 GeV/c and beyond. It is
operating with CF4 gas as its radiator. Both detectors use a set of plane and
convex mirrors, symmetrically mounted on both sides of the beam pipe, to
guide the Cherenkov photons to photo detectors and allow a software-based
reconstruction of 𝜃.

Calorimeter System

The LHCb calorimeter system consists of a combination of an electromag-
netic calorimeter (ECAL) and a hadronic calorimeter (HCAL). It provides
identification power for electrons, photons and hadrons and measures the
momentum and 𝑥-𝑦-position of particles. Although the calorimeters provide
some spatial information for the tracking system, their main purpose is
to identify particle types. Both calorimeters use sequences of scintillators
and lead, connected to photo-multipliers via wavelength shifting fibres. The
ECAL thickness is about 25 radiation lengths to measure the full showers
of high energy photons while the HCAL thickness is about 5.6 radiation
lengths, which is limited by the localities.

To suppress background from 𝜋0 and 𝜋± particles for the 𝑒±-identification,
a Scintillating Pad Detector and a Preshower detector are mounted upstream
of the ECAL. Furthermore, both calorimeters’ segmentation is finer next
to the beam pipe and coarser in the outer region, since the particle flow
varies over two magnitudes in this range. A sketch of the ECAL is shown in
Figure 3.7.
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Figure 6.21: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One
quarter of the detector front face is shown. In the left figure the cell dimensions are given for the
ECAL.

6.2.1 General detector structure

A classical structure of an electromagnetic calorimeter (ECAL) followed by a hadron calorimeter
(HCAL) has been adopted. The most demanding identification is that of electrons. Within the
bandwidth allocated to the electron trigger (cf. section 7.1.2) the electron Level 0 trigger is required
to reject 99% of the inelastic pp interactions while providing an enrichment factor of at least 15
in b events. This is accomplished through the selection of electrons of large transverse energy
ET . The rejection of a high background of charged pions requires longitudinal segmentation
of the electromagnetic shower detection, i.e. a preshower detector (PS) followed by the main
section of the ECAL. The choice of the lead thickness results from a compromise between
trigger performance and ultimate energy resolution [122]. The electron trigger must also reject a
background of p0’s with high ET . Such rejection is provided by the introduction, in front of the
PS, of a scintillator pad detector (SPD) plane used to select charged particles. A thin lead converter
is placed between SPD and PS detectors. At Level 0, the background to the electron trigger will
then be dominated by photon conversions in the upstream spectrometer material, which cannot
be identified at this stage. Optimal energy resolution requires the full containment of the showers
from high energy photons. For this reason, the thickness of ECAL was chosen to be 25 radiation
lengths [123]. On the other hand, the trigger requirements on the HCAL resolution do not impose
a stringent hadronic shower containment condition. Its thickness is therefore set to 5.6 interaction
lengths [124] due to space limitations.

The PS/SPD, ECAL and HCAL adopt a variable lateral segmentation (shown in figure 6.21)
since the hit density varies by two orders of magnitude over the calorimeter surface. A segmenta-
tion into three different sections has been chosen for the ECAL and projectively for the SPD/PS.
Given the dimensions of the hadronic showers, the HCAL is segmented into two zones with larger
cell sizes.

All calorimeters follow the same basic principle: scintillation light is transmitted to a Photo-
Multiplier (PMT) by wavelength-shifting (WLS) fibres. The single fibres for the SPD/PS cells are
read out using multianode photomultiplier tubes (MAPMT), while the fibre bunches in the ECAL
and HCAL modules require individual phototubes. In order to have a constant ET scale the gain in
the ECAL and HCAL phototubes is set in proportion to their distance from the beampipe. Since
the light yield delivered by the HCAL module is a factor 30 less than that of the ECAL, the HCAL
tubes operate at higher gain.

– 97 –

Figure 3.7: Sketch of the layout of one quadrant of the electronic calorimeter (ECAL). The
segmentation is smaller closer to the beam pipe (black) to better resolve single particles in
the high particle flux in this area. [33].

Muon Chambers

The muon chambers M1 to M5 provide essential information to many
LHCb analyses by identifying muons and measuring their position. Similar
to the calorimeters, the muon chambers add some spatial information for
the tracking system, but primarily serve to identify muons. Especially one
of the Flavour Tagging algorithms, which will be covered in more detail in
section 4.2.1 profits from the clean signature of these particles.

The first station M1 is located upstream to the calorimeters and provides
the highest spatial resolution. Chambers M2 to M5 are placed downstream
to the calorimeters, with iron blocks serving as absorbers between each
station.

Due to the high radiation load next to the beam pipe in the M1 chamber,
the detector uses Gas Electron Multiplier detectors in this area. The outer
region of M1 as well as the other muon stations are based on Multi Wire
Proportional chambers. In both detector technologies gas is ionized by a
particle and the signal is amplified in a charge avalanche by an external
high voltage.

3.2.3 Trigger System

While the LHCb detector system provides very high spatial, momentum
and mass resolution it must deal with the 40 MHz collision rate of the LHC.
As of 2015, the size of a single event of the LHCb detector is 50 kB which
would lead to a raw data rate of the detector of 2 TB/s. Since it is not yet
technically possible to store such data rates over a long period of time, a
system of successive triggers is implemented to reduce the recorded rate
down to 12.5 kHz corresponding to a data rate of 600 MB/s which is written
to disk and available for off-line analyses [38].

The first trigger stage (L0) is implemented directly on hardware and has a
fixed 1 MHz output rate. This trigger level selects events with high transverse
momenta and energies based on information from the calorimeters and the
muon chambers M2 to M5.
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Figure 2: From left to right: Hlt schemes in Run 1/2011 (no events deferred), Run 1/2012 (20% of L0
accepted events deferred for a later processing), and Run 2 (all HLT1 accepted events deferred). (See text
for details.)

The separation of the two HLT levels allows to execute the high-quality alignment and calibra-
tion before running the HLT2 on the events selected by HLT1. Using the best calibration constants,
allow to have offline-quality reconstruction already in the trigger.

Thanks also to the additional computing resources and the optimized code, in HLT1 tracks
are reconstructed down to pT =500 MeV. Main features of HLT1 are single and two tracks MVA
algorithms provide inclusive charm and beauty selection with improved performance with respect
to Run 1 (e.g. the 2-body charm trigger is factor ⇠2 more efficient), inclusive single and di-muon
triggers, and exclusive lines for the “lifetime unbiased” beauty and charm selection (selections
don’t cut on quantities correlated with the signal particleâĂŹs decay-time)

HLT2 does the full event reconstruction starting from the information (vertices and tracks)
calculated in HLT1. It reconstructs all tracks, while in Run 1 a pT >300 MeV cut was applied
upfront, and builds the full particle identification information for long tracks. Reconstruction is
followed by physics selections, including MVA lines based on 2-, 3-, and 4-body detached vertices
to inclusively select beauty and charm decays, exclusive beauty decays, like B! ff , B! gg ,
charmed barions, and electroweak bosons.

A further improvement on the global HLT quality comes from the management of the storage
disks. During the first year of Run 2, the storage of the HLT farm was 5 PiB. As a figure of merit,
this allows for 160 hours of data taking with an HLT1 output rate of ⇠150 kHz (60 kiB/event). For
redundancy, in 2015 the whole storage was mirrored. From the 2012 experience of disk failure, the
risk of data loss due to the unrecoverable errors has been evaluated to be ⇠0.1%. The per mil loss
expected without mirroring the HLT disks, has to be compared with a potential ⇠15% increase of
triggered charm physics or with an improved quality of the online reconstruction. For this starting
from 2016 data taking, the HLT disks are unmirrored and the whole 10 PiB is used in the HLT
running. The data loss rate is monitored and agrees with the expectations.

3

Figure 3.8: A diagram of the LHCb trigger system as of 2015. The initial bunch crossing rate
of 40 MHz is reduced to an output rate of 12.5 kHz by applying a set of on-line selection
criteria. The trigger system is divided into three stages one of which is implemented in
hardware (L0) and two implemented in software (HLT1 and HLT2) [38].

The output of the level-0 trigger is further processed by a set of high level
triggers (HLT1 and HLT2). These software based triggers apply first partial
track reconstructions (HLT1) with an output rate of approximately 150 kHz
followed by a full event reconstructions with the final output rate of 12.5 kHz
(HLT2). A diagram of the trigger system is shown in Figure 3.8.

While the detector has not been changed in between Run 1 and Run
2(see section 3.1), the software of the trigger system has been revisited and
the trigger hardware was upgraded. Instead of chaining all reconstruction
steps of the HLT, the HLT1 output is buffered onto 5 TB (2015) or 10 TB
(2016) of disk space. The HLT2 reads the event data from this buffer which
not only allows a higher utilization of the computing resources even after
data taking, but also allows for continuous, asynchronous alignment of the
trigger parameters. The computing resources have therefore been increased
to a total number of 56 000 available CPU cores [38]. The trend of more
flexible trigger implementations, providing higher data rates is especially
important, when looking towards further increases of the LHC limunosity
during Run 3 or the High-Luminosity LHC.

3.2.4 Software Stack

The LHCb software stack contains several software packages to turn the
raw detector output into manageable files which can be used for analysis. It
is based on the High Energy Physics Framework Gaudi [39] and uses the
C++ data processing framework ROOT [40].

The raw detector output is parsed to raw data containing full reconstructed
events in the Moore framework, which is also running in the High Level
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Figure 3.9: Diagram of the LHCb software and the data flow in the analysis pipeline [51].
Raw data, either from the detector, or from a chain of simulation software is passed
to the Trigger software. From there on, the data is stored to disk the first time and
directly accessible for analyses via the ‘Turbo Stream’. Furthermore, the data is used
to reconstruct whole decay chains after which another copy of the data is stored. In
the so-called ‘Stripping’, further selection and reconstruction criteria are computed and
applied for the specific output streams. The final datasets which are used for the different
analysis and in which the Flavour Tagging algorithms are applied are produced in the
DaVinci-based ‘NTuple making’.

Trigger (section 3.2.3) [41]. The raw output can also be simulated within the
Gauss package [42, 43] by generating single particles with e.g. PYTHIA [44,
45], simulating their decays with the EvtGen package [46] and propagating
the resulting particles through a digital model of the detector with GEANT4
[47]. A copy of the raw data is kept on disk. The data is further processed to
combine track and particle ID information into so-called proto particles in
the Brunel framework [48] and written to disk again. Specific selections for
different physics modes are applied during the so-called stripping, which
is implemented in the DaVinci framework [49]. The stripped data is then
written into a Data Summary Tape (DST) file containing the full information
of all particles in the event as well as 𝜇DST files only containing specific
signal information of the active stripping configuration. These files are
available for the final tuple production, which is also running in the DaVinci
framework and in which all reconstruction and analysis algorithms for the
specific analyses are applied. The Flavour Tagging software is running on
the full DST or 𝜇DST files at this stage. Usually the final tuple is stored
as ROOT-files and can be studied with a variety of data analysis tools. The
structure of the LHCb software stack is depicted in Figure 3.9.

A novelty of the Run 2 period is the so-called turbo stream, in which a part
of the raw data is directly written to DST files using the Tesla framework
[50].
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4 Flavour Tagging of 𝘽 Mesons
In the following chapter, the general strategy that is currently used to

compute tag information in the tagging algorithms will be outlined. Therefore
all available Flavour Tagging algorithms will be described while focusing on
single track taggers and in particular on the muon tagger. Furthermore all
variables that are common for Flavour Tagging will be introduced, while this
section follows Ref. [52].

4.1 Variables and Definitions of Flavour Tagging

The knowledge of the initial flavour of neutral 𝐵 mesons is essential for
many LHCb analyses (see section 2.1.3). Since neutral 𝐵 mesons can os-
cillate between particle and antiparticle states and thus between the two
possible 𝑏 flavours, it is not possible and not necessarily useful to deduce
their production-flavour from their decay products. Nevertheless, a variety
of other particles is produced during the signal candidate’s production and
hadronization process. As already shown in Figure 3.2, these predomi-
nantly include pairs of 𝑏 quarks within the LHCb acceptance. Due to the
conservation of additive quantum numbers, the flavours of these particles
are linked to the initial flavour of the signal particle. This information is
exploited with LHCb’s Flavour Tagging algorithms, which assign a tag to
the signal candidate. The selection of the non-signal particles that provide
tagging information within a given event therefore is the main task of these
algorithms. These particles will be referred to as ‘tagging particles’ from
now on. Since a single event usually contains a large number of non-signal
particles, dominated by kaons and pions, the selection of the correct particle
constitutes the major difficulty.

As described in section 2.1.3, 𝐶𝑃 analyses usually determine the decay
time-dependent asymmetry 𝒜𝑓(𝑡) of the decay rates 𝛤. The decay rates itself
are experimentally determined by counting the number 𝑁𝐵0(𝑡) of signal
candidates at decay time 𝑡, which defines the observed asymmetry to be

𝒜obs(𝑡) =
𝑁𝐵0(𝑡) − 𝑁𝐵0(𝑡)
𝑁𝐵0(𝑡) + 𝑁𝐵0(𝑡) . (4.1)

Due to experimental imperfections, this observed asymmetry does not neces-
sarily reflect the true asymmetry and this fact is usually parametrized with a
dilution term 𝐷. Neglecting intrinsic asymmetries, the observed asymmetry,
up to 𝒪(𝒜(𝑡)), can then be written as

𝒜obs(𝑡) ≈ 𝐷𝒜(𝑡) . (4.2)
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The uncertainty 𝜎𝒜 of this value can be calculated using Gaussian er-
ror propagation. Assuming a small dilution and neglecting the dilution’s
uncertainty leads to:

𝜎2
𝒜 ≈ 1

𝐷2
1

𝑁𝐵0 + 𝑁𝐵0
, (4.3)

with the total number 𝑁𝐵0 + 𝑁𝐵0 of tagged events, which can also be
parametrized by the total number 𝑁 = 𝑁𝐵0 + 𝑁𝐵0 + 𝑁u of events, including
the number 𝛮 of untagged events, and an efficiency 𝜀 of the whole algorithm,
such that

𝜎𝒜 ≈ 1
√𝜀𝐷2𝑁

. (4.4)

Apart from the statistical uncertainty √𝑁, this term also contains the effi-
ciency of the algorithm and reflects the imperfection of the experimental
set-up.

The figure of merit, usually used to optimize the performance of Flavour
Tagging algorithms therefore combines these additional variables. The
tagging efficiency 𝜀tag hereby is parametrized in terms of the number 𝑁r of
correctly tagged events and the number 𝑁w of wrongly tagged events:

𝜀tag =
𝑁𝐵0 + 𝑁𝐵0

𝑁 = 𝑁w + 𝑁r
𝑁w + 𝑁r + 𝑁u

. (4.5)

The average dilution 𝐷 can be parametrized with the fraction of wrongly
tagged events within all tagged events, which is referred to as the average
mistag rate:

𝐷 = 𝑁r − 𝑁w
𝑁r + 𝑁w

= 1 − 2𝜔 , (4.6)

with 𝜔 = 𝑁w
𝑁w + 𝑁r

. (4.7)

Following Equation 4.4, the combination of these variables provides a general
figure of merit for all tagging algorithms and is called average tagging power

𝜀eff = 𝜀tag (1 − 2𝜔)2 = 𝜀tag𝐷2 , (4.8)

The average tagging power of a given algorithm indicates that a high tagging
efficiency 𝜀tag, resulting in a large number of events for which a tag is as-
signed, does not necessarily correspond with a better performance. Instead,
the additionally tagged events might lower the average dilution which can
be seen as a worse quality of the corresponding tagging particles.

In addition to the average tagging power and mistag fraction, the knowledge
of the mistag probability 𝜔𝑖 for a given event 𝑖 allows for the definition of a
mean per-event tagging power via

𝜀eff = 𝜀tag⟨𝐷2⟩ = 1
𝑁w + 𝑁r + 𝑁u

𝑁w+𝑁r

∑
𝑖=1

(1 − 2𝜔𝑖)
2 . (4.9)
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This definition has the advantage that events of low quality, which is cor-
responding to a mistag probability 𝜔𝑖 ≈ 0.5, are given less weight in the
overall per event tagging power. A higher tagging efficiency can therefore only
increase the per event tagging power, assuming that the mistag estimation
is correct. An estimation of the mistag probability 𝜔𝑖 can be determined
with multivariate analysis tools such as Boosted Decision Trees (BDTs) (see
section 2.2) or Artificial Neural Networks (ANNs). Analyses that use this
per-event mistag information can therefore profit from a generally higher
average per-event tagging power. The calculation of the tag decisions and the
information used to predict the per event mistag will be further explained in
section 4.2.

A distribution of the tagging power for different (𝜀tag, 𝜔)-pairs is shown
in Figure 4.1, where the specific tagging power values of the Run 1 tagging
algorithms are marked in a, and the combined tagging power values of
recent flavour tagged LHCb analyses as well as flavour tagged analysis from
other experiments are marked in b.

As described previously, the true tag of the signal candidates and with
it the numbers 𝑁w, 𝑁r and 𝑁u cannot be determined on the same data
to which the flavour tagging algorithms are applied. Instead, these can
either be determined on simulated data or on self-tagged decay channels,
where the decay product is clearly linked to the initial flavour of the signal
candidate. Usually the decays 𝐵+ → 𝐽/𝜓𝐾+ or 𝐵0 → 𝐽/𝜓𝐾∗0(→ 𝐾+𝜋−), for
which a Feynman graph is shown in Figure 4.2, are used in the latter case.
If not stated otherwise, decay descriptors such as 𝐵+ → 𝐽/𝜓𝐾+ will always
also refer to the charge-conjugated decays (𝐵− → 𝐽/𝜓𝐾− in this case) in the
following sections and the remaining chapters. The charge of the 𝐾+ and
𝐾+𝜋− final states, which can be detected in the LHCb detector is clearly
connected to the signal candidates initial flavour. In the first case this is
also the tag at production time, since charge is conserved and no 𝐵+ ↔ 𝐵−

oscillation occurs. To suppress incorrect tags due to mixing in the second
case, a decay-time cut of usually 𝜏𝐵0 ≤ 3 ps is applied. All optimization
studies that will be presented in chapter 6 are performed on 𝐵+ → 𝐽/𝜓𝐾+

data samples.
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(a) Performance of LHCb Flavour Tagging algorithms.
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(b) Combined performance of different flavour tagged analyses.

Figure 4.1: Tagging power 𝜀eff, measuring the performance of Flavour Tagging algorithms.
The 𝑥- and 𝑦- axes show the mistag fraction 𝜔 and the tagging efficiency 𝜀tag, respectively.
The colour maps the corresponding tagging power. The white lines indicate contours of
constant tagging power. The tagging power values of the LHCb Flavour Tagging algorithm
are highlighted in Figure 4.1a [53, 54, 55]. The combined tagging power of recent flavour
tagged analyses of the LHCb collaboration, the ATLAS experiment and the 𝑒+𝑒− collider
experiments BaBar and Belle are highlighted in Figure 4.1b [19, 56, 57, 58, 59, 60].
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Figure 4.2: Feynman graph of the self-tagging decay channels 𝐵+ → 𝐽/𝜓𝐾+ and 𝐵0 → 𝐽/𝜓𝐾∗0.
The charge of the final state kaons can clearly be identified with the tag of the signal
candidate. In the case of neutral 𝐵0 mesons, a decay-time cut is applied to reduce the
fraction of mixed signal candidates.

4.2 Flavour Tagging Algorithms

The LHCb Flavour Tagging software bundles a set of different algorithms
which each determine a tag decision 𝑑𝑖 and a mistag estimate 𝜔𝑖 based on
the information of a set of particles within a given event 𝑖. Each algorithm
is designed to use different types of particles and particle tracks. Therefore
currently eight such algorithms are implemented, and will be explained in
the following sections. Since the optimization studies that are presented
in chapter 6 are primarily based on the muon tagger, the corresponding
section 4.2.1 will be more detailed than the remaining ones.

The 𝑏 quarks are dominantly produced in 𝑏𝑏 pairs, with a relatively low
angular distance Δ𝜙 (see Figure 3.2). Thus the Flavour Tagging algorithms
are commonly divided into such that use particles originating from non-
signal 𝑏 decays – called Opposite-Side (OS) taggers – and such that use
particles, connected to the signal hadronization – called Same-Side (SS)
taggers. A sketch of a 𝐵 meson decay with its non-signal 𝑏 partner and all
decay products that are used by the different Flavour Tagging algorithms, as
well as primary and secondary vertices (PV and SV) in that event is shown
in Figure 4.3.

While the here presented study is focused on the evaluation of single tag-
ging algorithms, a 𝐶𝑃 analysis usually combines the outputs of all available
algorithms to receive a maximum tagging power. The combined probability
𝑃(𝑏) or 𝑃(𝑏) of a given event, to contain a 𝑏 or 𝑏 quark is hereby defined as

𝑃(𝑏) = 𝑝(𝑏)
𝑝(𝑏) + 𝑝(𝑏)

and 𝑃(𝑏) = 1 − 𝑃(𝑏) , (4.10)
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Figure 4.3: Schematic diagram of the different Flavour Tagging algorithms. The signal
decay chain is highlighted in blue and determines the same side (SS). The other 𝑏 hadron,
determining the opposite side (OS) is flavour-connected to the signal candidate and can
therefore also be used to deduce tag information. The different Flavour Tagging algorithms
are listed next to the particles on which they rely to identify the tag and the mistag estimate.
The algorithms are explained in more detail in section 4.2.

with the products 𝑝(𝑏) and 𝑝(𝑏) of each algorithm:

𝑝(𝑏) = ∏
𝑘

(1 + 𝑑𝑘
2 − 𝑑𝑘 (1 − 𝜂𝑘)) , (4.11)

𝑝(𝑏) = ∏
𝑘

(1 − 𝑑𝑘
2 + 𝑑𝑘 (1 − 𝜂𝑘)) , (4.12)

where 𝑑𝑘 is the tag decision and 𝜂𝑘 the calibrated mistag estimation of
the 𝑘-th algorithm. In general, correlations of taggers on the same side or
opposite side need to be taken into account to correctly estimate the mistag
probability. This will be discussed further in section 6.4.

4.2.1 Opposite Side Single Track Taggers

The general design of the kaon, muon, and electron taggers is identical.
Each tagger applies a set of rectangular selections to kinematic and PID
observables of the particles within a given event to select a single, best
tagging particle. These cuts aim to select particles that originate from OS
𝑏 → 𝑋𝜇− or 𝑏 → 𝑋𝑒− transitions in case of the muon or electron tagger, and
𝑏 → 𝑐 → 𝑠 transition for the kaon tagger. The particle 𝑋 can be any hadron
in this case. As shown in Figure 4.3, the initial OS 𝑏 was produced with a 𝑏
partner, which forms the signal decay. Thus, the signal candidate’s flavour
can be determined by measuring the 𝜇−, 𝑒− or 𝐾+ charge. Since the OS 𝑏
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quarks might hadronize into neutral 𝐵 mesons, and are therefore subject to
𝐵 oscillation, the OS taggers have a certain chance of being wrong although
selecting the correct tagging particle.

The selection criteria for the OS single track taggers include different
subsets of a variety of event information. These are the transverse and full
momentum 𝑝 and 𝑝T of the tagging particle, and the transverse momentum
of the signal candidate, 𝑝T,𝐵. Furthermore, the minimum angular distance
min(Δ𝜙) between the tagging particle and all other tracks in the event, the
significance of the track per degrees of freedom 𝜒2

track/ndf are taken into
account. The selections also accounts for the absolute significance |𝜒2| of
the impact parameter IP with respect to the primary vertex PV or all other
vertices that occurred in the given event and called pile-up vertices PU.
The fraction 𝐸cal/𝑝 of the calorimeter energy 𝐸cal and the momentum 𝑝 and
the VELO charge 𝑄VELO, which estimates the number of tracks within the
VELO that contribute to a given track, are also used as selection criteria.
It is checked, whether muon-PID information is available and whether the
particle is a daughter of the signal candidate. Finally, the probability 𝑃NN(𝑋)
of a given particle hypothesis 𝑋, which is based on a Neural Net and the
PID information, the track’s ghost probability 𝑃GHOST, the number 𝑁tracks
of tracks in the event, the number 𝑁PV of primary vertices in the event,
and whether the particle was in the acceptance of the HCAL are used for
selection criteria. The specific selection values for each single track tagger
are listed in Table 4.1.

After these selections are applied, from the remaining particles the one
with the maximum transverse momentum 𝑝T is chosen to be the tagging
particle. The charge of this particle is further used to determine the tag 𝑑𝑖 of
the signal candidate. For all OS single track taggers, the tag is 𝑑𝑖 = +1(−1)
for a negatively (positively) charged tagging particle (see Figure 4.3).

Some of the features listed above, which are also marked in Table 4.1 will
afterwards be passed to a BDT to determine a raw estimation 𝑝raw for the
tag 𝑑𝑖 to be correct. This is first transformed into a raw mistag estimation 𝜂
via

𝜂𝑖 =
⎧{
⎨{⎩

1 − 𝑝raw if 𝑝raw ≥ 0.5
𝑝raw if 𝑝raw < 0.5

, (4.13)

while the tag 𝑑𝑖 is inverted if 𝑝raw < 0.5. Finally, the raw mistag estimation
𝜂𝑖 is calibrated by fitting an function 𝜔(𝜂) to the average mistag rates 𝜔
in bins of the raw mistag estimation. Hereby, a linear function has usually
been used in previous analyses [53, 61, 19]. These transformations and
calibrations will described in more detail in chapter 6, where a per-event
fit of a polynomial logistic regression will be used instead of a binned fit of
a linear function. The performance values of the single track taggers are
listed in Table 4.2 for Run 1 data and were measured in the 𝐵+ → 𝐽/𝜓𝐾+

decay channel.
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Table 4.1: All features that are used for selection of tagging particles (if a selection expression
is listed) and as BDT input (if the corresponding row is marked with ‘•’). The variables are
defined within the text of section 4.2.1.

Selections

Variable 𝜇− 𝐾+ 𝑒−

𝑝T/GeV > 1.1 • > 0.7 • > 1.1 •
𝑝/GeV – • > 2.0 • – •

𝑝T,𝐵/GeV – • – • – •
min(Δ𝜙) > 0.005 > 0.005 > 0.005

𝜒2
track/ndf < 3.0 • < 3.0 • < 3.0 •
∣𝜒IP(PV)∣ – • < 4.0 • > 3.5 •

𝐸cal/𝑝 – – > 0.85 •
– – < 2.0

∣𝜒IP(PU)∣ > 3.0 • > 6.0 • > 4.0 •
𝑄VELO – – > 0.0

– – < 1.4
∣IP(PV)∣ – • < 1.6 –

PID(𝜇) True False False

IsDaughter False False False

𝑃NN(𝜇) > 0.35 • < 0.8 –

𝑃NN(𝜋) < 0.8 < 0.8 • < 0.8
𝑃NN(𝑒) < 0.8 < 0.8 > 0.1
𝑃NN(𝐾) < 0.8 > 0.25 • > 0.8
𝑃NN(𝑝) < 0.8 < 0.8 • < 0.8

𝑃NN(𝐾) − 𝑃NN(𝑝) – > 0.0 –

𝑃NN(𝐾) − 𝑃NN(𝜋) – > −0.6 –

𝑃NN(𝑒) − 𝑃NN(𝜋) – – > −0.8
𝑃GHOST(track) < 0.4 • < 0.35 • < 0.4 •

𝑁tracks – • – • – •
𝑁PV – – • –

AccHCAL – – True
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Table 4.2: The performance of the single track taggers divided into their selection efficiency
𝜀tag and the per event dilution ⟨𝐷2⟩ and combined to the tagging power 𝜀eff = 𝜀tag⟨𝐷2⟩ [53].
The numbers have been measured on 𝐵+ → 𝐽/𝜓𝐾+ data and are therefore comparable to
the performance values presented in the upcoming sections.

Tagger 𝜀tag/% ⟨𝐷2⟩/% 𝜀eff/%

𝜇− 4.8 ± 0.1 16.2 ± 1.1 0.77 ± 0.07
𝑒− 2.2 ± 0.1 11.3 ± 1.5 0.25 ± 0.04
𝐾+ 11.6 ± 0.1 5.5 ± 0.5 0.63 ± 0.06

4.2.2 Vertex Charge Tagger

Instead of deferring tag information from single charged particles like
the single track taggers, the vertex charge tagger uses the total charge of a
OS secondary vertex, that originates from the PV. Therefore, an inclusive
secondary vertex on the opposite side is reconstructed and the weighted
sum of the charges of all tracks that originate from this vertex is calculated.
The vertex is formed by combining two tracks and evaluating the probability
of that vertex originating from a 𝑏 hadron by a BDT. The best combination
among all tracks that pass a set of selection criteria including kinematic and
track quality cuts is used as a seed vertex. Other tracks that are compatible
with originating from this seed vertex, but which do not originate from the
primary vertex, are added to the seed vertex to form the final inclusive vertex.
The tag decision is based on

𝑄vtx =
∑𝑁tracks

𝑖 𝑄𝑖𝑝𝜅
T,𝑖

∑𝑁tracks
𝑖 𝑝𝜅

T,𝑖

(4.14)

of the track charges 𝑄𝑖, their transverse momenta 𝑝T,𝑖 and an exponent
𝜅 = 0.4 that is chosen to optimize the average tagging power 𝜀eff of this
tagger. The mistag estimate 𝜂𝑖 is calculated by a Neural Network that was
trained on simulated data with the averages of the kinematic properties of
the tracks, as well as the vertex charge 𝑄vtx as input variables. The average
tagging power on 𝐵+ → 𝐽/𝜓𝐾+ Run 1 data is 𝜀eff = (0.60 ± 0.06) % data [53].

4.2.3 Charm Tagger

The charm tagger exploits the tagging potential of OS charm hadrons
originating from a non-signal 𝑏→ 𝑐 transition. Therefore seven decay modes
of charm hadrons are considered and candidates for these hadrons are
reconstructed. These have to meet several selection criteria such as mass
constrains of the associated particle hypothesis, a reconstructed track that
points back to the PV and a good separation from any other PV. Furthermore
a BDT is trained on simulated data to separate charm candidates from back-
ground particles. Afterwards, the candidate with the best BDT value is cho-
sen to be the tagging particle and the BDT output is calibrated to represent
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the mistag estimate 𝜔𝑖. The tagging power of the charm tagger, calculated
on Run 1 𝐵+ → 𝐽/𝜓𝐾+ data is 𝜀eff = (0.30 ± 0.01(stat) ± 0.01(sys)) % [61].

4.2.4 Same Side Proton and Pion Tagger

The SS-𝑝 and SS-𝜋 taggers determine a tag decision 𝑑𝑖 by selecting protons
and pions that originate from excited 𝑏 hadron states such as 𝐵∗∗, 𝛬∗∗

𝑏 or
𝛴∗∗

𝑏 , decaying into the signal candidate 𝐵 meson and additional hadrons.
A BDT is trained to identify the correctly correlated tagging particles and
the particle with maximum BDT value is chosen to determine the signal
tag. The mistag estimate 𝜔𝑖 is calculated by first applying a polynomial
transformation BDT → 𝜂𝑖 to the BDT output and then calibrating the 𝜂𝑖
values with a linear function 𝜔𝑖(𝜂𝑖). In contrast to the other taggers, the
SS-𝜋 and SS-𝑝 taggers have only been trained on 𝐵0 → 𝐷+𝜋− data, in
which 𝐵0 oscillation occurs. The fraction of oscillated mesons is therefore
reduced by applying a lifetime cut. The tagging power of these algorithms
is measured on 𝐵0 → 𝐷+𝜋− Run 1 data to be 𝜀eff = (1.69 ± 0.10) % for the
SS-𝜋 and 𝜀eff = (0.53 ± 0.05) % for the SS-𝑝 tagger [54].

4.2.5 Same Side Kaon Tagger

The SS-𝐾 tagger uses a set of two Neural Networks to select kaons which
are produced in the signal candidate’s hadronization process as tagging
particle candidates. The first network is trained on simulated 𝐵0

𝑠 → 𝐷−
𝑠 𝜋+

events to select proper kaon tracks. The second network uses up to three
best output values from the first network and other event information to
predict the probability that the given signal candidate was produced with a
tag 𝑑 = +1. This value is finally transformed into a mistag estimate by a
linear calibration function and the tag decision is set correspondingly. The
performance of the SS-𝐾 tagger is measured on 𝐵0

𝑠 → 𝐷−
𝑠 𝜋+ Run 1 data to

be 𝜀eff = (1.80 ± 0.19(stat) ± 0.18(sys)) % [55].
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5 Reimplementation of the LHCb
Flavour Tagging Software

The Flavour Tagging software contains several key features that will be
described in the following section. While running during the tuple produc-
tion for all flavour tagged analyses, it loads all 𝑒−, 𝜇−, 𝐾+, 𝑝 and 𝜋 particles
that are associated with a given event 𝑖 into memory after applying a general
set of pre-selections to these particles. Furthermore, the charm tagger (see
section 4.2.3) requires to reconstruct several charm hadron candidates and
applies a different set of selections, which is unique for each charm particle
hypothesis, before reading these particles into memory. This first set of
selections will be further referred to as S1 and S2 1. The adjustment of these
selections can be used to control the overall computing time consumed by
the Flavour Tagging package, while this might affect the tagging efficiency
or the mistag probability and with that the tagging power of the algorithms.

Afterwards the different tagging algorithms are executed, using the event
information, which includes the selected tagging particle candidates, a given
signal candidate and an associated vertex. As depicted in Figure 5.1, every
algorithm 𝑘, described in chapter 4, will apply a different set of selections
S3 and use different kinds of multivariate analysis algorithms to provide
its tag decision 𝑑𝑘

𝑖 and its raw mistag estimate 𝜂𝑘
𝑖 . Furthermore, the raw

mistag estimates need to be calibrated to provide a correct mistag probability
𝜔𝑘

𝑖 . Finally, the tag decisions and mistag estimates and/or calibrated
mistag probabilities 𝜔𝑘

𝑖 of every algorithm and optionally a combined tag
decision 𝑑comb

𝑖 and mistag probability 𝜔comb
𝑖 must either be forwarded to

other algorithms for further processing or stored to disk.
In addition to the output of each tagging algorithm, the software is required

to provide the flexibility to apply different selection criteria and store the
complete vectors of tagging particle candidates instead of the single tag
decisions and mistag estimates. This additional information is essential for
the training and optimization process of the algorithms and their internally
used MVA tools.

Conclusively, the main functionalities of the Flavour Tagging framework
are to

• provide the algorithms with event information, consisting of signal
candidates, tagging particle candidates and vertices,

1 The selections S1 are applied within the FilterDesktop methods, provided by the LoKi
software package [62], while S2 is computed within the Flavour Tagging software and
refers to relative information, based on combinations of particle and vertex information.
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• apply selections to the events, based on the event information,

• call different MVA tools with a subset of the event information,

• and apply a calibration of the MVA output.

The classic Flavour Tagging software, used for Run 1 analyses, has been
developed since more than a decade ago [63]. From a current point of view
it lacks configurability and provides a deprecated code base which is hardly
maintainable or re-usable. Facing the optimization campaign for Run 2, the
software has partly been re-factored and re-implemented during the course
of this thesis. While trying to use available LHCb software functionality
where possible, the overall dependency of the LHCb software has been
reduced to simplify future developments of independent lightweight sub
modules. The tools and design patterns that are provided within the DaVinci
framework and used within the Flavour Tagging software will be presented
in the next section. Afterwards the re-designed structure of the software
will be shown in more detail.

5.1 Structure of LHCb Data Analysis Algorithms

The LHCb software is designed in terms of projects, which contain pack-
ages that provide specific functionalities and are independently developed.
The Flavour Tagging software is provided within the Phys/FlavourTagging
package. The packages are built with the CMake build tool and can include
specific versions of other packages or external libraries of the LHCb software
stack in a modular way. The core functionalities which are applied to the
analysed data in the tuple production stage (see section 3.2.4) are imple-
mented as DaVinciAlgorithms. These can be configured via Python files by
providing an implementation of the GaudiTool interface.

This design allows for modular definitions of analysis tool chains to prepare
data tuples for specific analyses. A tool chain needs to specify a list of
DST input files and a list of tools which internally call the corresponding
algorithms with the given input data. Each algorithm is then responsible for
loading the data into memory which is provided within C++ objects containing
e.g. particle or vertex properties from the so-called transient event store
(TES). The results of the algorithms are finally returned to the TES or other
algorithms or are written to disk.

To reduce the processing time of these algorithms, multiple instances of
the software usually run on different nodes of a distributed computing grid
which provide a homogeneous software stack. The distribution, configura-
tion and management of the applications with their input and output files
for the different server nodes is controlled within the Ganga software kit
[64].
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Figure 5.1: Structure of the LHCb Flavour Tagging software: For a given event, a signal
candidate, together with a set of vertices (PV) and a set of tagging particles (TP) are read
from the TES and passed to Flavour Tagging package. It further executes the different
tagging algorithms 𝑖 (see chapter 4) and returns the tag decisions 𝑑𝑖 together with the
mistag estimate 𝜂𝑖 to the output file. Optionally, the matrix of all features 𝑓 and all tagging
particles can be written to the output file. Several selections (S1-S3) are applied. The
re-implemented package provides general classes for feature generation, particle selection
and MVA execution, which are described in the text of this section.

5.2 Re-factoring of the Flavour Tagging Software Package

The Flavour Tagging software has been re-factored with three main aspects
in mind that were not covered in the classic implementation: The definition
and configuration of selection cuts should be simple and well-structured,
the latest features of the LHCb software should be used wherever necessary,
while the general dependency on the LHCb software stack should be reduced,
the usage of external multivariate analysis tools should be made possible
and configurable.

After reviewing the logical structure of the Flavour Tagging process which
is depicted in Figure 5.1, three major classes are provided, that imple-
ment simple interfaces for the main recurring tasks of the different tagging
algorithms.

The generation of vectors of feature values for a specific event is imple-
mented within a FeatureGenerator class. Its state is defined by a combina-
tion of a signal candidate particle, a set of tagging particles together with
one specific tagging particle, an associated primary vertex and a list of
additional 𝑝𝑝 interaction vertices, called pile-up vertices. Different sets of
features can be requested while the functions to calculate these features
can either be manually defined within the FeatureGenerator or can be in-
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stantiated with LoKi functors which are widely used throughout the LHCb
software. This centralized definition of features helps to use a consistent
naming throughout the software package and improves reproducibility. The
FeatureGenerator is able to store feature values of multiple tagging particle
candidates such that a single event, together with the features of all tagging
particles can be accessed and stored within an output file.

The selection of tagging particles is implemented within a SelectionParser
class. It uses feature vectors of the FeatureGenerator and can easily be
configured to apply different sets of selections to these features.

The execution of different multivariate analysis tools with a given set of
features is implement in the TaggingClassifier class. It provides a simple
interface to pass a feature vector to an MVA tool and receive and return its
output. Currently, this has been implemented for several BDTs and ANNs
that are based on TMVA as well as for XGBoost BDTs [65, 66].

Each tagging algorithm can use these core classes to produce its raw
BDT output value 𝜂𝑖 while profiting from the configurability for adding new
features and adjusting selection criteria. The specific behaviour of each
algorithm can be configured within corresponding Python files, which bundle
the main properties of that algorithm. Furthermore, default configurations
of the Flavour Tagging software can be provided by combining several tagging
algorithm configuration files.

The results of the re-implemented software have been compared with the
corresponding output of the classic implementation for the OS single track
taggers as well as the charm tagger on a bit-wise basis. The SS-𝑝, SS-𝜋,
SS-𝐾 and Vertex Charge taggers are being transferred to the re-implemented
framework at the time of this thesis.

Due to the fact that the Espresso Performance Monitor (EPM) [67] provides
functionality to calibrate and combine tagging algorithms, no specific classes
for these functions have been implemented. Instead, its core library can be
used to apply and configure different calibration functions. Furthermore,
it provides a comprehensive set of tools to measure the performance of the
tagging algorithms for a given analysis.
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6 Optimization Studies of Single Track
Taggers for LHCb Run 2

As described in section 3.1, the LHC’s centre-of-mass energy has been
increased after the long shut down 2014/2015 from √𝑠 = 7/8TeV to √𝑠 =
13 TeV. As a result, the kinematic properties of the particles within an
event, which are used by the Flavour Tagging algorithms, have changed.
Studies how these changes affect performance of these algorithms and how
they might be adjusted and improved will be presented in this section while
focusing on OS single track taggers and especially the muon tagger. These
are performed, using 𝐵+ → 𝐽/𝜓𝐾+ data and the newly implemented software,
described in chapter 5.

6.1 Dataset properties and Run Period Differences

The optimization studies have been performed on LHCb Run 1 data from
2011 and 2012, recorded at a centre-of-mass energy of √𝑠 = 7 TeV and
√𝑠 = 8 TeV, respectively, corresponding to an integrated luminosity of ℒint ≈
3 fb−1 and Run 2 data from 2015 and 2016 (as of late August) at √𝑠 = 13 TeV,
corresponding to ℒint ≈ 1.5 fb−1.

The 𝐵+ → 𝐽/𝜓𝐾+ stripping line has been used to select the corresponding
signal decay candidates. During the stripping, the events are required to
fulfil the selection criteria, which will be described now and are also listed
in Table 6.1. Stripping version 21 is used for Run 1 data, versions 23r1
and 26 are used for Run 2 2015 and 2016 data, respectively. All stripping
configurations state that each event must contain at least one primary vertex.
Each kaon is required to have PID information available and a track fit,
fulfilling 𝜒2

track/ndf < 5. The 𝐽/𝜓 candidate, reconstructed in the 𝜇+𝜇− mode,
needs to have a mass that is compatible with the known 𝐽/𝜓 mass, 𝑚𝐽/𝜓,PDG =
3096.916 MeV/c2 [5], within ±150 MeV/c2. Its vertex fit has to fulfil 𝜒2

VTX <
16, while PID information needs to be available for its daughter muons. They
also need to have a transverse momentum of 𝑝T,𝜇 > 500 MeV/c, and their
distance of closest approach (DOCA) must lead to 𝜒2

DOCA < 20. The combined
𝐽/𝜓𝐾+-mass has to fulfil 5150 MeV/c2 < 𝑚𝐽/𝜓𝐾+ < 5450 MeV/c2, while the
vertex fit quality is required to be 𝜒2

VTX/ndf < 10. The kaon decaying from
the signal candidate is furthermore required to have a transverse momentum
of 𝑝T,𝐾+ > 500 MeV/c.

After stripping, 𝑠Weights for the signal and background component are
calculated based on the signal candidate 𝐵+ mass distribution (see sec-
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tion 2.2.3). To further reduce the number of non-signal events for the
maximum likelihood fit, additional selections are applied to the data. The
track fit for the muons is required to provide 𝜒2

track/ndf < 4. The 𝐽/𝜓 candi-
date mass range is tightened to 𝑚𝐽/𝜓𝐾+ ∈ 𝑚𝐽/𝜓𝐾+,PDG ± 60 MeV/c2. The 𝐾+

meson daughter from the signal candidate 𝐵+ needs to have a transverse
momentum of 𝑝T,𝐾+ > 1 GeV/c and a total momentum of 𝑝𝐾+ > 10 GeV/c.
After the decay tree has been fitted, the decay vertex of the reconstructed 𝐵+

meson has tu fulfil 𝜒2
VTX/ndf < 5 and the reconstructed impact parameter

to the signal candidate PV must lead to 𝜒2
PV < 25. The reconstructed 𝐵+

mass is required to have a difference smaller ±1 GeV/c2, with respect to the
known mass 𝑚𝐵+,PDT = 5279 MeV/c2 [5]. To ensure that the reconstructed
track provides a clean signature, either the event is required to only have
one reconstructed PV or the 𝜒2

IP including the next best PV is required to
be 𝜒2

IP(next) > 50. The decay time 𝑡 of the 𝐵+ candidate needs to be in the
range 0.3 ps < 𝑡 < 14 ps and its reconstruction uncertainty estimate less
than 0.12 ps. Furthermore, several high level trigger decisions ‘on signal’
(TOS) are required, including a 𝐽/𝜓 decision of the HLT2 muon trigger, a
HLT2 dimuon high mass decision without a HLT1 decision or a detached
𝐽/𝜓 HLT2 decision and a decision of the HLT1 muon track or a general L0
track decision.

After these selection steps, a maximum likelihood fit of the signal mass
distribution, described by two Gaussian distributions with a shared mean
value and the background mass distribution, described by an exponential
function is applied. The corresponding plots of the mass distributions are
shown in Figure 6.1. If not stated otherwise, the resulting 𝑠Weights 𝑤𝑖
are used like regular weights for all following calculations and during BDT
training to effectively use a pure signal data sample. The tagging power,
defined in Equation 4.9 therefore becomes

𝜀eff =
∑𝑁

𝑖=1𝑤𝑖 (1 − 2𝜔𝑖)
2

∑𝑁
𝑖=1 𝑤𝑖

, (6.1)

where 𝜔𝑖 = 0.5 for untagged events, leading to a dilution of 𝐷 = 0, such
that these events do not contribute to the tagging power. Furthermore, the
whole 2011 and 2012 as well as 2015 and 2016 datasets for both LHCb
magnet polarities are only separated by the Run periods.

The differences between Run 1 and Run 2 data can exemplary be seen
in the distribution of some variables that are used by multiple tagging
algorithms. Normed histograms of the number of tracks 𝑁tracks per event
and the probability estimation for the muon particle hypothesis 𝑃NN(𝜇) of
the tagging particle after applying the muon tagger selections are shown in
Figure 6.2 to illustrate these differences.

To quantize the difference between these data samples, a BDT is trained
to predict the Run period on random, equally sized subsets of both datasets.
If the difference between these samples is small, the area under the Receiver
Operator Characteristics (ROC AUC) score is expected to be around 50 %.
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Table 6.1: Selections applied to the 𝐵+ → 𝐽/𝜓𝐾+ data sample during stripping and before
𝑠Weight calculation. Multiple kinematic features as as well as PID information are taken
into account. These are mainly 𝜒2

track/ndf values of the track fit, 𝜒2
VTX and 𝜒2

DOCA values
of the vertex and the DOCA fit, as well as momentum and mass cuts.

Selection Phase Candidates Variable Selection Criteria Unit

Stripping
𝐵+ → 𝐽/𝜓𝐾+ 𝐵+ 𝑚𝐽/𝜓𝐾+ ∈ [5150, 5450] MeV/c2

𝜒2
VTX/ndf < 10

𝐽/𝜓 𝑚𝐽/𝜓 ∈ [𝑚𝐽/𝜓,PDG ± 150] MeV/c2

𝜒2
VTX < 16

𝐾+ PID(𝐾+) > 0
𝜒2

track/ndf < 5
𝑝T,𝐾+ > 500 MeV/c

𝜇+𝜇− PID(𝜇) > 0
𝑝T,𝜇 > 500 MeV/c

𝜒2
DOCA < 20

𝑠Plot Selection
𝐵+ → 𝐽/𝜓𝐾+ 𝐵+ 𝑚𝐽/𝜓𝐾+ ∈ [𝑚𝐽/𝜓𝐾+,PDG ± 60] MeV/c2

𝜒2
track/ndf < 5

𝜒2
PV < 25

𝜒2
next PV > 50

𝜏𝐵+ ∈ [0.3, 14] ps

𝐽/𝜓 𝑚𝐽/𝜓 ∈ [𝑚𝐽/𝜓,PDG ± 1] GeV/c2

𝐾+ 𝑝T,𝐾+ > 1 GeV/c
𝑝,𝐾+ > 10 GeV/c

𝜇+𝜇− 𝜒2
track/ndf < 4
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(a) 2012 MD data and fit.
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(b) 2016 MD data and fit.

Figure 6.1: Exemplary mass distributions of the combined 𝐽/𝜓𝐾+ states, used to determine
𝑠Weights. The plots show subsets for the given year with ‘magnet down’ (MD) polarity
of the LHCb magnet. The solid line represents a fit of a combination of two Gaussian
distributions and one exponential function to describe the signal and the background,
respectively. The bottom part of the plot shows the distribution of the pulls 𝑝𝑖, defined as
𝑝𝑖 = Δ𝑚/𝜎𝑚, where Δ𝑚 is the deviation of the fit from the corresponding data point at bin 𝑖
and 𝜎𝑚 is the statistical uncertainty on that bin.
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Figure 6.2: Distributions of the PID variable 𝑃NN(𝜇) and the number 𝑁tracks of tracks per
event, both variables are used to select tagging particle candidates and train the BDT for
mistag estimation. These variables exemplary show the difference of Run 1 and Run 2
data. The differences make a re-optimization of the Flavour Tagging algorithms necessary
for Run 2 analyses.
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Figure 6.3: The ROC curve of a BDT that has been trained on all muon tagger selection
variables, listed in Table 4.1, to classify the Run period. If the data differences between
Run 1 and Run 2 data is small, a ROC AUC score of 50 % is expected. The presented
score has been calculated with a 30-fold cross validation.
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All selection variables for the muon tagger (Table 4.1) are used as input
variables. The ROC curve for the training dataset and the remaining data
of a single split is shown in Figure 6.3, the average ROC score on a 30-fold
cross-validation is ROCcv = (90 ± 4) %. As a consequence of these differ-
ences, it is not expected that the performance of Flavour Tagging algorithms
remains unchanged between both data taking periods. Measurements of
the performance of the classic single track taggers, using polynomial logistic
calibration will be shown in the next sections.

6.2 Muon Tagger with Logistic Calibration

The muon tagging algorithm introduced in section 4.2.1 is now applied to
Run 1 and Run 2 data.

To verify the compatibility of new optimization strategies with classic
implementations, the muon tagger has been implemented inside an ipython
based development environment, using Jupyter Notebooks [68]. While
the classic tagging uses ROOT’s TMVA framework for multivariate analyses,
XGBoost is used instead as it provides a simple interface, can be transferred
into to re-factored Flavour Tagging software, and is highly parallelizable.

After applying the classic selections for the muon tagger on Run 1 data
and selecting the particle with maximum 𝑝T for every remaining event, the
tagging efficiency is found to be 𝜀tag = (5.533 ± 0.023) %, the average mistag
rate is 𝜔 = (31.31 ± 0.23) % and the average tagging power follows to be
𝜀eff = (0.773 ± 0.019) %. While the selection efficiency and mistag rate are
slightly above previous values, the average tagging power is compatible with
values from Ref. [53].

Afterwards, the data is randomly divided into equally sized training, cali-
bration and testing sets. An XGBoost BDT is trained on the training subset
to predict whether the charge of the tagging particle correctly predicts the
initial tag of the signal candidate. The depth of the trees is limited to B𝑑 = 4,
the number of estimators is set to B𝑁 = 400 and the learning rate is set
to B𝑙 = 0.01. The corresponding area under ROC curve for Run 1 and
Run 2 exemplary calculated on each test dataset are 60.88 % and 61.54 %,
respectively, and the average curves for 30 bootstrap iterations are shown
in Figure 6.4. The BDT output 𝑝raw can be translated into the raw per
event mistag estimate 𝜂𝑖 via Equation 4.13. The binned distribution of the
predicted 𝜂𝑖 values is compared to the true mistag ratios for the correspond-
ing bins in Figure 6.5. Assuming a probabilistic BDT output, a diagonal
distribution is expected. The deviation of the data points from the diagonal
therefore indicates an non-probabilistic BDT output. To be able to use the
BDT estimations for calculation of the tagging power, a polynomial logistic
calibration with the power 𝑘 = 3 (see section 2.2.2) is applied to the raw
output 𝑝raw. The distribution of the true positive rate in bins of the BDT
output 𝑝raw, together with its distribution, before and after the calibration is
shown in Figure 6.6. After calibration, the per event tagging power can be
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(a) Run 1 data.
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(b) Run 2 data.

Figure 6.4: ROC curves of the calibrated mistag estimations, calculated with 30 bootstrap
iterations, for Run 1 and Run 2 data.
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(a) Run 1 data.
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(b) Run 2 data.

Figure 6.5: Distribution of true mistag rates 𝜔 per predicted mistag estimate 𝜂𝑖 bin. The red
dotted line indicates the expected distribution, if the BDT output is a correct probability.
The prediction underestimates the mistag rates at low values and slightly overestimates
the values at high values.
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(a) Run 1 data.
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(b) Run 2 data.

Figure 6.6: Distribution of true positive rates (TPR) per BDT output 𝑝raw bin (top figures) and
the distributions of the BDT output (bottom figures) before and after applying a polynomial
logistic regression. The purple markers show the raw data points, while the grey circles
show the calibrated data. The calibration function is drawn as the blue line. Perfectly
calibrated data is expected to follow the red dotted line.
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Table 6.2: Calibrated performance values of the re-implemented classic muon tagger for
both data taking periods. While the selection efficiency of the classic selections is higher
for Run 2 data, the dilution ⟨𝐷2⟩ is lower than on Run 1 data, which indicates an overall
worse quality of the tagging particles in terms of the muon tagger and leads to a decreased
tagging power.

Period 𝜀tag/% ⟨𝐷2⟩/% 𝜀eff/%

Run 1 5.533 ± 0.023 14.14 ± 0.32 0.782 ± 0.018
Run 2 7.52 ± 0.05 9.0 ± 0.6 0.67 ± 0.05

calculated based on the now probabilistic BDT estimate. The corresponding
values are listed in Table 6.2. It can be seen that the tagging efficiency rises
for Run 2 data while the quality of the tagging particle decreases which
results in an overall worse tagging power for Run 2 data.

The three-fold cross validation is repeated 10 times to compute an esti-
mate of the uncertainties for the average per event dilution ⟨𝐷2⟩ and the
tagging power 𝜀eff. The results in Table 6.2 show the average performance
values of all 3 ⋅ 10 = 30 evaluation steps, while the error is the standard
deviation of these values. As a consequence, the error estimates not only
incorporate statistic but also systematic effects. Hence a detailed evaluation
of the calibration parameters is not necessary and skipped in this study. A
large error would furthermore indicate a badly designed algorithm for this
specific problem. The relatively small uncertainties, which are obtained here,
therefore indicate a robust tagging algorithm while the increased statistics
of the whole Run 1 dataset reduce their absolute values with respect to the
previous ones.

The BDT, trained on Run 1 data is furthermore applied to Run 2 data, to
test whether a re-training could be omitted. The corresponding distribution
of the raw BDT output is shown in Figure 6.7. One can see that the BDT
output needs to be further calibrated, while the difference of the true positive
rates is especially large at low 𝑝raw values. A polynomial logistic regression
with 𝑘 = 4 is applied to the raw BDT values and the resulting tagging power
is 𝜀eff = (0.41 ± 0.03) %. Hereby, no bootstrapping is performed and the
uncertainties are obtained by scaling the bootstrapped uncertainty of the
full Run 2 algorithm. Conclusively, the Run 1 BDT cannot be applied to
Run 2 data without a significant drop of the corresponding tagging power.

Randomized Grid Search for Cut optimization

To study the optimization potential of this approach, a grid search for
several selection parameters is performed. For every cut parameter combi-
nation, the data is split as described previously, a BDT is trained to predict
whether the tag is correct, the BDT output is calibrated with a polynomial
logistic regression, and the tagging power is evaluated. The BDT training,
calibration and evaluation steps are again performed on different, equally
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Figure 6.7: Distribution of the true positive rates in bins of the raw (violet) and calibrated
(grey dots) BDT output. The BDT is trained on Run 1 data and applied to Run 2 data. The
blue line is the corresponding polynomial logistic calibration function.

sized data subsets. To use the whole dataset for each step, the subsets
are rotated after every iteration such that overall, three BDTs are trained,
three calibrations are performed and each subset is used for testing. Due
to the size of the grid, which is spanned by the cut ranges that are listed
in Table 6.3, a random subset of 𝑁gp = 300 grid points is chosen. The
cut parameter sets, which lead to the five best mean tagging-power scores
within the corresponding three-fold values are listed in Table 6.4, while no
bootstrapping is performed and the error estimations are omitted. It can be
seen that no cut parameter combination is found that increases the tagging
power on Run 1 or Run 2 data. It is generally noticeable, that different
combinations of cut parameters lead to comparable tagging power values.

50



Table 6.3: Cut parameter ranges used for a randomized grid search of the cut-based muon
tagger algorithm. The parameter grid contains a given number of values, listed in the
‘Samplesize’ column for every variable. In total, 300 parameter combinations are randomly
chosen. The classic muon tagger algorithm is afterwards applied to Run 1 and Run 2
data with the given parameter set and the tagging power is calculated.

Variable Range Samplesize

𝑝T/GeV [0, 3] 16
𝑝/GeV [1, 5] 11

min(Δ𝜙) [0, 0.5] 6
𝑃GHOST(track) [0, 0.6] 6

∣𝜒IP(PU)∣ [1, 4] 16
𝜒2

track/ndf [2, 5] 6
𝑃NN(𝜇) [0, 0.6] 6

Table 6.4: Tagging power score for different cut parameter combinations. The best 20
combinations are presented. While the single cut parameters vary widely, the best scores
are compatible with the classic cut parameter set. Errors on the tagging power score are
omitted.

Period Variable Values

Run 1 𝑝T/GeV/c > 0.8 1.0 1.0 1.0 0.2
𝑝/GeV/c > 4.2 3.2 2.8 4.4 2.0

min(Δ𝜙) > 0.0 0.0 0.0 0.0 0.0
𝑃GHOST(track) < 0.36 0.6 0.36 0.36 0.48

∣𝜒IP(PU)∣ > 1.4 3.0 1.6 3.6 1.4
𝜒2

track/ndf < 4.4 2.6 4.4 4.4 5.0
𝑃NN(𝜇) < 0.36 0.48 0.12 0.48 0.36

𝜀eff/% 0.72 0.72 0.71 0.71 0.71

Run 2 𝑝T/GeV/c > 0.2 0.8 1.0 0.6 1.0
𝑝/GeV/c > 1.2 3.8 3.0 2.2 1.4

min(Δ𝜙) > 0.0 0.0 0.0 0.0 0.0
𝑃GHOST(track) < 0.48 0.24 0.48 0.6 0.36

∣𝜒IP(PU)∣ > 2.0 3.4 2.0 2.8 3.4
𝜒2

track/ndf < 3.2 3.8 3.8 5.0 2.6
𝑃NN(𝜇) < 0.6 0.36 0.12 0.6 0.36

𝜀eff/% 0.64 0.64 0.63 0.63 0.62
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6.3 Electron and Kaon Taggers with Logistic Calibration

Analogous to the previous section, the performance of the electron and
kaon tagger is determined for Run 1 and Run 2 data. For both taggers,
the set of selections of the cut based Run 1 algorithms, which is listed in
Table 4.1 is applied. While the tagging efficiency for the electron tagger is
compatible with previous values, the tagging efficiency for the kaon tagger
exceeds previous values. After selecting the tagging particle with maximum
transverse momentum within each remaining event, a random three-fold
split is applied to the data. A BDT is trained on one part of the data in both
cases, while the training target is whether the tagging particle’s charge is
correctly linked with the signal particle’s flavour. The electron tagger’s BDT
is trained with the same depth of trees, number of estimators and learning
rate as the muon tagger, namely B𝑑 = 4, B𝑁 = 400 and B𝑙 = 0.01, while the
kaon tagger’s BDT is configured with B𝑁 = 500 estimators and a depth of
B𝑑 = 3. The uncertainties on the dilution ⟨𝐷2⟩ and tagging efficiency 𝜀eff
are obtained as in the previous section. The three-fold split is performed
and evaluated 10 times while the order of events is randomized before each
iteration. Therefore, the uncertainties combine systematic and numeric
effects. The ROC curves for these BDTs for one bootstrapping iteration are
shown in Figure 6.8.

The resulting BDT output for both taggers is calibrated with a polynomial
logistic regression of the power 𝑘 = 4. The distributions of the true posi-
tive rate in bins of the predicted correct tag probability 𝑝raw are shown in
Figure 6.9. While the polynomial logistic calibration is able to transform
the BDT output well for the Run 1 electron tagger, the Run 2 electron and
the kaon BDT data are not described very well. Despite this, the calibrated
distributions for the Run 2 electron and kaon taggers are compatible with
the expected distributions. In case of the Run 1 kaon tagger, the calibrated
BDT output and with that the mistag estimation 𝜂𝑖 overestimates the true
probability. The resulting performance values for tagging efficiency, dilution
and tagging power are listed in Table 6.5. Both single track taggers addition-
ally show the same tendency towards a decreasing tagging power on Run 2
data, which has been also observed in the muon tagger.

52



0.0 0.2 0.4 0.6 0.8 1.0

false positive rate

0.0

0.2

0.4

0.6

0.8

1.0

tr
u
e
 p

o
si

ti
v
e
 r

a
te

LHCb unofficial

random
Mean ROC curve
±1σ area

(a) Electron tagger, Run 1.
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(b) Electron tagger, Run 2.
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(c) Kaon tagger, Run 1.
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(d) Kaon tagger, Run 2.

Figure 6.8: Exemplary ROC curves for the electron and kaon tagger split for Run 1 and Run
2 data. Each plot displays the ROC curves on the test and calibration datasets, which
are independent from the BDT training dataset. The dashed line indicates the curve of a
random selection.
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(a) Electron tagger, Run 1.
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(b) Electron tagger, Run 2.

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

T
P
R

LHCb unofficial

logistic regression
uncalibrated
calibrated

0.0 0.2 0.4 0.6 0.8 1.0
praw

0

2000

4000

6000

8000

10000

12000

14000

16000

E
n
tr

ie
s 

/ 
0
.0

2
5

uncalibrated
calibrated

(c) Kaon tagger, Run 1.
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(d) Kaon tagger, Run 2.

Figure 6.9: Exemplary distributions of true positive rates (TPR) per BDT output 𝑝raw bin (top
figures) and the distributions of the BDT output (bottom figures) before and after applying
a polynomial logistic regression for the electron and kaon taggers. The calibration function
is drawn as the blue line. Perfectly calibrated data is expected to follow the red dotted line.
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Table 6.5: Calibrated performance values of the re-implemented classic electron and kaon
taggers for both data taking periods. While the tagging power values for Run 1 data are
compatible to former values, the trend of a generally worse tagging power on Run 2 data
can also be seen here. The kaon tagger, marked with ‘(*)’, lists the result for a modified set
of selection criteria, which is explained in the text.

Tagger Period 𝜀tag/% ⟨𝐷2⟩/% 𝜀eff/%

𝑒 Run 1 2.432 ± 0.015 7.0 ± 1.0 0.243 ± 0.011
Run 2 1.903 ± 0.026 9.0 ± 0.6 0.134 ± 0.019

𝐾 Run 1 14.04 ± 0.04 4.62 ± 0.14 0.649 ± 0.020
Run 2 12.45 ± 0.07 4.38 ± 0.31 0.54 ± 0.04

𝐾 (*) Run 1 16.46 ± 0.04 2.62 ± 0.08 0.431 ± 0.013
Run 2 14.63 ± 0.08 2.28 ± 0.20 0.333 ± 0.029

6.4 Studies of a BDT-based, Inclusive Muon Tagger

To investigate a possible improvement of the muon tagger, adopting the
strategies that are used by e.g. the charm tagger and some SS taggers, all
selection cuts are dropped. An XGBoost BDT is trained on one third of
the data with the same target as in the classic implementation, predicting
whether a tag decision based on the tagging particle charge is correct. In
contrast to the classic strategy, the events contain all tagging particles af-
ter the pre-selections S1 and S2. Afterwards only tagging particles with
maximum BDT value in each event are kept and a polynomial logistic regres-
sion is applied to receive a probabilistic BDT value. The raw BDT output
𝑝raw, the calibrated output 𝜂𝑖, and the calibration function are shown in
Figure 6.10. Finally, the tagging power is computed after different cuts on
the mistag estimate 𝜂𝑖(𝑝raw) are applied, ranging from 𝜂𝑖 ≤ 0 to 𝜂𝑖 ≤ 0.5.
The 𝜀eff-𝜂 curves for Run 1 and Run 2 is shown in Figure 6.11. Although
the correlation is not linear, the tagging power increases monotonically.
This behaviour is expected due to the definition of the per event dilution 𝐷𝑖,
which is approximately zero for events with low quality while the tagging
efficiency is 100 % for 𝜂 ≥ 0.5. The maximum tagging power reached with
this approach is listed in Table 6.6 and exceeds the classic tagging power
(see Table 4.2) for both data periods, while the Run 1 performance is still
better than the Run 2 performance.

To check whether the selected particles are valid muons, the fraction 𝑓same
of events for which the same tagging particle was chosen in the classic and
the inclusive algorithms is computed. No selection for the BDT parameter is
applied, since this provides the best tagging power. Furthermore only the
subset of events for which both algorithms provide a tag decision is taken
into account. The fraction of 𝑁same events in which both algorithms use the
same tagging particle and the number 𝑁sel of classically selected events is
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(a) Run 1 data.
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(b) Run 2 data.

Figure 6.10: Distribution of true positive rates (TPR) per BDT output 𝑝raw bin (top figures)
and the distributions of the BDT output (bottom figures) before and after applying a
polynomial logistic regression. In contrast to the plots shown in Figure 6.6, no selections
are applied to the tagging particles before BDT training. The purple markers show the
raw data points, while the grey circles show the calibrated data. The calibration function
is drawn as the blue line. Perfectly calibrated data is expected to follow the red dotted line.
Note that the view is zoomed in and the histogram is scaled logarithmically.

Table 6.6: Maximum performance values of the BDT based muon tagger for both data taking
periods. Since effectively no cuts are applied to the events, the tagging efficiency is 100 %
and the dilution equals the tagging power. The error estimations arise from a three-fold
cross-validation and does not take the sample size into account.

Period 𝜀tag/% ⟨𝐷2⟩/% 𝜀eff/%

Run 1 100 1.11 ± 0.04 1.11 ± 0.04
Run 2 100 0.83 ± 0.06 0.83 ± 0.06
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Figure 6.11: Distribution of tagging power of a BDT based muon tagger for Run 1 and Run
2 data against different cut values on the predicted mistag estimate 𝜂𝑖. It can be seen
that the overall performance of this algorithm is better on Run 1 data. The best tagging
power is reached for the loosest 𝜂 cut, which outperforms the classic Run 1 tagging power,
even for Run 2 data.
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found to be

𝑓 𝜇
same = 𝑁 𝜇

same

𝑁 𝜇
sel

=
⎧{
⎨{⎩

(98.6 ± 0.5) % Run 1
(94.0 ± 0.9) % Run 2

. (6.2)

This indicates that almost all tagging particles, which are selected in the
classic muon tagger algorithm, are also selected within the BDT-based
approach.

Furthermore, the correlation with the electron and kaon tagger are tested
to study whether a later combination of these taggers might overestimate
the tagging power by using the same tagging particle multiple times. By
calculating the fraction of events with same tagging particles within the
classically selected events, defined in Equation 6.2, it can be seen that the
correlation with the kaon tagger is small and will be neglected:

𝑓 𝐾
same = 𝑁 𝜇

same

𝑁 𝐾
sel

=
⎧{
⎨{⎩

(0.65 ± 0.06) % Run 1
(0.2 ± 0.5) % Run 2

. (6.3)

A larger overlap is found with the electron tagger:

𝑓 𝑒
same = 𝑁 𝜇

same
𝑁 𝑒

sel
=

⎧{
⎨{⎩

(74 ± 6) % Run 1
(70.5 ± 1.6) % Run 2

. (6.4)

Nevertheless, the contribution of the corresponding events to the tagging
power of the BDT-based muon tagger is small due to the low muon-specific
quality of these events. The distribution of the calibrated 𝜂𝑖(𝑝𝑖,raw) values
is shown in Figure 6.12. Therefore, the events in which both, electron and
BDT-based muon tagger use the same tagging particles are ignored for the
BDT-based muon tagger. As a consequence, the resulting tagging power is
not correlated with the electron tagger, but still improves the classic tagging
power for Run 1 and Run 2 data (see Table 6.2):

𝜀eff =
⎧{
⎨{⎩

(1.09 ± 0.04) % Run 1
(0.83 ± 0.06) % Run 2

. (6.5)
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Figure 6.12: Distribution of calibrated BDT values 𝜂𝑖 of tagging particles which are also
used by the electron tagger for Run 1 and Run 2 data. Since the contribution of these
events to the BDT-based muon tagger performance is negligible, they are ignored in the
new approach.
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7 Conclusion and Outlook

In the course of this thesis, it has been shown that a re-optimization
campaign for the Flavour Tagging algorithms is required after the LHC
upgrade. The implementation of these algorithms within a re-implemented
Flavour Tagging software has been simplified in. The updated and newly
developed algorithms can therefore interchangeably be used for upcoming
analyses with minimal configuration effort. Moreover the training and
testing data, used for development and optimization of the Flavour Tagging
algorithms is ensured to originate from the same internal functionality as
the production tuples used for physics analyses.

This software has been used to perform an exemplary optimization pro-
cess for the muon tagger and calculate the performance of all OS single
track taggers for Run 1 and Run 2 data. Hereby, the data differences af-
ter the LHC centre-of-mass energy upgrade were found to be significant,
such that BDT was well able to determine Run 1 from Run 2 data. The
influence of these differences were tested for the cut-based single track
taggers. Their performance was found to be 𝜀𝜇

eff = (0.782 ± 0.018) %,
𝜀𝑒

eff = (0.243 ± 0.011) % and 𝜀𝐾
eff = (0.649 ± 0.020) % for the muon, elec-

tron and kaon tagger, respectively. While these values were compatible
with the previous values for Run 1 data, the performance dropped to
𝜀𝜇

eff = (0.67 ± 0.05) %, 𝜀𝑒
eff = (0.134 ± 0.019) % and 𝜀𝐾

eff = (0.54 ± 0.04) %
for Run 2 data.

To find improvements of the classic strategy, 300 random selection pa-
rameter combinations have been applied for the muon tagger. In each
step, its performance was measured with the per event tagging power. This
lead to several parameter combinations with a slightly lower tagging power,
which has decreased by approximately 8 % on Run 1 and Run 2 data. It is
worth mentioning that the parameter combinations, resulting from the grid
search were showing some fluctuations although their tagging power was
comparable.

After testing the classic muon tagger strategy, a new, BDT-based, inclusive
approach for that tagger has been implemented. Instead of applying cut-
based selection criteria, a BDT is used to chose a ‘best’ tagging particle in
every event. It has been shown that this algorithm selects most of the tagging
particles in the former muon tagger, while having a negligible correlation
with the kaon tagger. Ignoring tagging particles, which are used by the
electron tagger, eliminates the correlation with this tagger while reducing
the tagging power by only a small fraction. Therefore, the tagging power of
the muon tagging algorithm could be significantly increased with this new
approach from 𝜀eff = (0.782 ± 0.018) % to 𝜀eff = (1.09 ± 0.04) % on Run
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1 data and 𝜀eff = (0.67 ± 0.05) % to 𝜀eff = (0.83 ± 0.06) % on Run 2 data.
Since the correlations with the vertex charge and the charm tagger has not
been investigated, further studies should be performed before using this
approach for upcoming analyses.

Furthermore, all presented studies have only been performed on 𝐵+ →
𝐽/𝜓𝐾+ data. This could be expanded to use 𝐵0 → 𝐽/𝜓𝐾∗0 or corresponding
simulated data samples, as well. The differences in the MVA variable distri-
butions, which are especially large in the 𝑃NN variables and originate from
changes in the PID software in Run 2, could calibrated to reconstruct the
previous shapes. The grid search was limited by memory resources and
used only one third of the Run 1 data and one half of the Run 2 data. This
problem could be circumvented by implementing less memory-consuming
approaches for the training and calibration phase of the optimization cam-
paign. More multivariate analysis tools could be tested, especially ones that
provide Deep Neural Networks that have not been covered in this thesis.

Conclusively, a re-optimization campaign can be efficiently performed
within the re-implemented Flavour Tagging software, while new approaches
for the tagging algorithms promise to restore or even exceed the Run 1
performance of Flavour Tagging for Run 2 analyses.
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