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abstract

A search for dark matter through invisible decays of the Higgs

boson with the ATLAS detector at the LHC

Joshua Milo Kunkle

Elliot Lipeles

Diboson physics provides insight into a wide variety of processes that are produced copiously

at the LHC. Of particular interest are events where leptons and neutrinos are produced, strong

signatures of electroweak physics. The study of electroweak physics is essential to understanding the

Standard Model and in searches for phenomena outside the Standard Model. The most sensitive

channels that contributed to the discovery of the Higgs boson searched for decays to dibosons.

This thesis will present four analyses that utilize charged leptons and neutrinos whose presence are

inferred from the missing transverse momentum.

Two measurements of Standard Model cross sections will be presented. The WW cross section is

measured using 34 pb−1 of data collected in 2010 and is one of the earliest measurements of diboson

processes at the LHC. The ZZ cross section is measured using 4.6 fb−1 of data collected in 2011.

A search for the Higgs in the WW decay channel is presented also using 4.6 fb−1 of data collected

in 2011. This analysis did not have the sensitivity to discover the Higgs boson, but when data were

added in 2012 this channel contributed significantly to its discovery.

Finally a search for anomalous invisible decays of the Higgs boson using 4.6 fb−1 of data taken

in 2011 and 13.1 fb−1 of data taken in 2012 will be presented. This search is sensitive to new physics

that couples to the Higgs boson that would result in an increased rate of decays to invisible particles.

One possible scenario is that dark matter couples to the Higgs boson. If the mass of the dark matter

particle is less than half of the mass of the Higgs boson decays to dark matter increase its invisible

branching fraction. Dark matter is a significant contribution to the makeup of the universe, but

v
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very little is known about it. This search provides additional limits on how dark matter can couple

to the Standard Model. No excess of events is observed in this search and limits are placed on the

allowed invisible branching fraction. These limits are interpreted in the context of simple Higgs

portal models to place constraints on the allowed dark matter mass and interaction cross section.

The results are compared with current limits on dark matter and place significant restrictions on

the allowed dark matter mass and cross section within these models.
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Chapter 1

Introduction

Dark matter is one of the most compelling signatures for the existence of physics beyond the Standard

Model. Its presence in the universe has been unambiguously established by observing its gravitational

influence. The measured density of dark matter is larger than the density of ordinary matter

by a factor of five. Despite its abundance, little information is known about dark matter at the

particle level. A promising model for dark matter is that it is massive and that it experiences weak

interactions. The LHC is currently exploring the electroweak scale so LHC experiments may be able

to detect dark matter. A search for dark matter produced in invisible decays of the Higgs boson is

presented in this dissertation. The analysis places limit on the invisible branching fraction of the

newly discovered Higgs boson. The limit is interpreted within simple Higgs portal models where the

dark matter particle only couples to Standard Model particles through the Higgs boson. Through

the Higgs portal model limits are placed on the allowed coupling between dark matter and the Higgs.

The limits are also interpreted as a limit on the dark matter scattering cross section and the results

are compared to results from dark matter direct detection experiments.

This dissertation also presents measurements of two Standard Model cross sections and a search

for the Higgs boson. Standard Model measurements are important to establish an understanding

of the detector and the reconstruction of physics objects. Understanding the Standard Model is

essentail to searches for new physics to which Stadard Model backgrounds are often backgrounds.

The discovery of the Higgs boson was a major goal of the LHC program. This goal was realized

with the announcement of its discovery in 2012. A summary of the discovery of the Higgs is given

and a search in the WW decay channel is described.

All of the measurements presented utilize final states that have two leptons and large missing

transverse momentum (Emiss
T ) from escaping neutrinos. A common issue with each measurement

presented is the rejection of backgrounds that have no escaping neutrinos, but can have large Emiss
T

from fake sources. In the dilepton plus Emiss
T final state the Z/γ∗ process is the main fake Emiss

T

1



1. Introduction 2

background. My work focused on the rejection of this background and methods to estimate the

contamination of this background in the signal region. I developed method that uses single photon

events to model the Emiss
T distribution in Z/γ∗ events.

This thesis is organized as follows. Chapter 2 discusses the experimental inputs and the the-

oretical progression that produced the current theory of the Standard Model. Chapter 3 outlines

the basic theoretical structure of the Standard Model. Special attention is given to the physics of

the proton, which is important to understanding collisions at the LHC, and the physics of particle

interactions with matter, which underly the detector technologies used. Chapter 5 describes the

LHC and outlines the basic functionality of the accelerator. Chapter 6 presents the ATLAS detec-

tor. The reconstruction of particles in ATLAS is outlined in Chapter 7. Special attention is given

to the Emiss
T , an essential component of all the measurements presented in this thesis. Chapter 8

presents measurements of the WW and ZZ cross sections. Chapter 9 briefly discusses the discovery

of the Higgs boson and presents a search for the Higgs boson in the WW decay channel. Chapter 10

presents a search for invisible decays of the Higgs boson and places limits on dark matter couplings

to the Higgs boson. A method to model the fake Emiss
T distribution in Z/γ∗ events using single

photon events is presented in Chapter 11. Finally Chapter 12 gives concluding remarks.



Chapter 2

Observations and theoretical motivations
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The Standard Model is an extremely successful theory that codifies our understanding of three

of the four known forces of nature. The Standard Model is an observationally motivated theory. It

has been constructed over the last 200 years by advancing theory to incorporate a growing body of

experimental evidence. The theory as it exists today describes nearly all of the available experimental

data1 and has been tested to extreme accuracy. For example the prediction of the magnetic moment

of the electron agrees with experiment to one part per trillion. A brief discussion of the observational

inputs and the impact of those observations on the theory is instructive. The following discussion is

not strictly historical and only a sampling of the relevant results will be covered.

The development of the Standard Model is interwoven with related discoveries that were essential

in defining the underlying structure of the theory. Einstein first proposed a new structure of space

time in his 1905 paper on Special Relativity. Einstein realized that the speed of light is a constant

while space and time are not. Theories must be constructed so that they are invariant under Lorentz

transformations that respect this structure of space-time. In addition the underlying physics of the

Standard Model is that of quantum mechanics. Our understanding of the laws obeyed by particles

at the smallest scale feeds into the field theories that comprise the Standard Model. These two

discoveries occurred while the elements of the Standard Model were being collected and were essential

to building a consistent theory.

The first force, besides gravity, that humans studied in detail was the electromagnetic force.

Through the 1800’s electric and magnetic phenomena were studied as separate subjects. Hans

Ørsted first discovered that electric currents create magnetic fields in 1820. The realization that the

electric and magnetic forces were in fact two expressions of the same force can be considered the first

unification of forces. The theoretical unification of the electric and magnetic forces was completed

in the theory of electromagnetism formulated by Maxwell in 1873. It was known at this time that

light was very closely related to electromagnetic phenomena, but a complete theory of light and its

interaction with matter particles did not exist until the development of quantum electrodynamics

(QED) in 1940 by Feynman.

The need for the strong force was clear upon the discovery of the neutron by Chadwik in 1932.

With the discovery of the neutron, the current model of the nucleus – that it is composed of a

bound state of protons and neutrons – was realized. However, the electromagnetic force alone can

not describe how positively charged protons and neutral neutrons are tightly bound into the nucleus

and a new strong force is needed. Further insight into the nature of the strong force was obtained

by studying the structure of nucleons in deep inelastic scattering of electrons off of protons. As the

1Some measurements of Standard Model quantities are expected to disagree because of statistical fluctuations.
However experimental data also exist that do not fit within the Standard Model. Some of these cases will be described
in Section 3.2.
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momentum of the probing electron is increased the kinematics of the scattered particles indicate

that the scatter is off of a bound state of point-like particles rather than a single particle with

a finite radius. The nucleon is therefore composed of more fundamental particles that were later

identified as quarks. More evidence for the existence of quarks was provided by the host of new

particles that were discovered by collision experiments in the 1950’s. The newly discovered particles

were organized by their quantum numbers of isospin and strangeness. The classification of the new

particles motivated Gell-Mann and Zweig to develop the quark model in 1964 which described how

quarks combine to create the newly observed particles. The full quark model was realized with the

discovery of the charm, bottom, and top quarks (although the existence of the top quark was not

established experimentally until 1995, after the establishment of the quark model). The quarks must

be held together by a force carrier, the gluon, which was identified in three jet events at the PETRA

accelerator. In 1970 the complete description of the strong force, quantum chromodynamics (QCD),

was developed by Polizer, Wilczek, and Gross.

The presence of a weak force was first indicated by the observation of radioactive decays. The

neutron is unique among many of the early hadronic particles that were discovered because of its

long decay lifetime. Particles that decay through the strong force have very short lifetimes, on

the order of 10−23 seconds, while the neutron has a lifetime of approximately 920 seconds. This

large difference indicates the presence of a new force that is much weaker than the strong force.

Another input to the theory was the existence of neutrinos posited by Pauli in 1930. In studies of

beta decay it was apparent that some of the energy in the decay was missing. The missing energy

was attributed to the momentum carried by an invisible particle, the neutrino. This is very similar

to how the presence of neutrinos are inferred from measuring the missing transverse momentum

in particle collisions. These observations were successfully merged into an effective four-fermion

theory of weak interactions by Fermi in 1933. Fermi’s theory was not renormalizable, but it could

describe the known weak processes. In the current theory of electroweak interactions a W boson is

exchanged, but the energies available at the time were well below the mass of the W boson where

Fermi’s theory is applicable. Fermi’s theory was superseded by a theory of electroweak interactions

formulated by Glashow, Weinberg, and Salam in the 1960s. The theory successfully explained

the weak charged current interaction and also predicted a weak neutral current interaction. The

weak neutral current interaction was discovered shortly after by the Gargamelle experiment in 1973,

confirming the theory of electroweak interactions. The theory predicted the existence of two charged

W bosons and a neutral Z boson. Both the W and Z particles were discovered at CERN’s SPS

accelerator in 1983. The theory had one remaining problem – the W and Z bosons must be massless

in the theory. A solution proposed by Higgs, Englert, and Brout was to produce the masses via



2. Observations and theoretical motivations 6

spontaneous symmetry breaking. A new scalar field is added to the theory which attains a non-zero

vacuum expectation value. In this process the W and Z bosons attain a mass while the photon

remains massless. The Higgs mechanism predicts an additional particle, the Higgs boson, associated

to excitations of the Higgs field. The discovery of a Higgs boson in 2012 proved the existence of the

particle and completed the story of electroweak symmetry breaking.

The discovery of the Higgs boson is a strong confirmation of the theory, but there exists tantalizing

evidence for new physics that is not contained in the model. From the theory perspective, corrections

to the mass of the Higgs boson from loop diagrams are not controlled. It is possible that the bare

mass of the Higgs boson is chosen to almost exactly cancel the loop corrections, but this fine tuning

is unnatural. The more natural solution is to introduce new physics that also enters into the loop

correction to the Higgs mass and cancels the other contributions. The nature of this new physics

is unknown, but many theories exist that attempt to solve this problem. The most compelling

motivations for new physics comes from experimental observations. The presence of dark energy

and dark matter are not explained by the Standard Model. While including dark energy into the

Standard Model is far off, dark matter provides strong evidence for the existence of additional

particles. The determination of the particle nature of dark matter is our best insight into new

physics and will be a central theme of this dissertation.



Chapter 3

The Standard Model of particle physics
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The Standard Model is an SU(3)C × SU(2)LT 3 × U(1)Y gauge theory. Each term represents a

symmetry group whose transformation properties describe the interactions among a set of particles.

Each symmetry gives rise to a conserved charge via Noether’s theorem. The mathematical group

structure is the special unitary goup, SU(N). The unitary group, U(N), describes the symmetry of

all N×N hermitian matrices. The special unitary group adds the requirement that the N×N matrix

is traceless. The U(1) group is the symmetry of a single phase. The SU(N) group is spanned by

N2 − 1 basis vectors – the generators of the group. This also corresponds to the number of force

carriers in the theory.

The first term, SU(3)c, describes the strong force that acts on the quarks which possess a three

state color charge (r,g,b) that is exchanged among eight gluons. The second term, SU(2)LT 3 , describes

the electroweak force. The superscript, L, indicates that the symmetry only exists among left handed

particles. Every left handed lepton and quark carries an isospin quantum number that is exchanged

among three weak gauge bosons, W 1, W 2, and W 3. The third term, U(1), is another component of

the electroweak force. The weak hypercharge, Y, is the conserved charge and it has a gauge boson,

B. However, the W 1, W 2, W 3 bosons and the B boson are not the particles observed in nature.

To produce the observed particles – two massive W bosons, the massive Z boson, and the masselss

photon – the SU(2) and U(1) componenets are spontaneously broken. The W 3 and B bosons of the

unbroken theory mix to form the observed Z and photon. The amount of mixing is determined by

the Weinberg angle, θw, and must be measured by experiment. The SU(2)LT 3 × U(1)Y symmetry is

broken by the non-zero masses of the W and Z gauge bosons. In the theory the gauge bosons acquire

their masses from the Higgs mechanism. The Higgs mechanism adds a potential to the Lagrangian

such that perturbations around the zero of the field are not stable and a non-zero expectation value

is obtained. Excitations of the field about the vaccuum expectation value are the manifestation of

the Higgs boson. This mechanism of mass generation is extended to the quarks and leptons through

Yukawa couplings.

The full particle content of the Standard Model and the quantum numbers assigned to each

particle is shown in Table 3.1.

3.1 The Higgs boson at the LHC

The LHC is designed to find the Higgs boson or to rule out its existence over a large range of viable

masses. The best lower limit on the Higgs mass, before results from the LHC were available, was

a limit of 114.4 GeV from LEP [3]. Although there was no experimental upper limit on the Higgs

mass, there are good reasons to expect the mass to be small. Indirect constraints on the Higgs mass

are derived from electroweak fits [4] that are sensitive to its mass through loop corrections. Loop
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particle mass (GeV) Q I3 Y C
eL 5.11 ×10−4 -1 1/2 -1 -
µL 0.106 -1 1/2 -1 -
τL 1.777 -1 1/2 -1 -
νeL < 2× 10−9† 0 -1/2 1 -
νµL < 2× 10−9† 0 -1/2 1 -
ντL < 2× 10−9† 0 -1/2 1 -
eR 5.11 ×10−4 -1 0 -2 -
µR 0.106 -1 0 -2 -
τR 1.777 -1 0 -2 -
W± 80.4 ±1 ±1 0 -
Z 91.2 0 0 0 -
γ < 1× 10−27‡ 0 0 0 -
H 125.5§ 0 -1/2△ 1△ -
uL 2.3 ×10−3z 2/3 1/2 1/3 r,g,b
cL 1.3z 2/3 1/2 1/3 r,g,b
tL 174 2/3 1/2 1/3 r,g,b
dL 4.8 ×10−3z -1/3 -1/2 1/3 r,g,b
sL 9.5 ×10−2z -1/3 -1/2 1/3 r,g,b
bL 4.2z -1/3 -1/2 1/3 r,g,b
uR 2.3 ×10−3z 2/3 0 4/3 r,g,b
cR 1.3z 2/3 0 4/3 r,g,b
tR 174 2/3 0 4/3 r,g,b
dR 4.8 ×10−3z -1/3 0 -2/3 r,g,b
sR 9.5 ×10−2z -1/3 0 -2/3 r,g,b
bR 4.2z -1/3 0 -2/3 r,g,b

g 0 0 0 0 r,g,b ⊗ r,g,b

Table 3.1: The known particle content of the Standard Model
and their assigned quantum numbers and mass. All masses
are taken from the particle data group [1] unless otherwise
indicated

† The exact neutrino masses are not known, but the obeser-
vation of neutrino oscillations means that they must have
a non zero mass. Only the mass differences are known and
the mass hierarchy is not yet known.

‡ The photon is considered to be massless in the theory. The
quoted number is the current best experimental limit on
the photon mass.

§ The latest mass measurement from the ATLAS experi-
ment [2].

z Bare masses for all but the top quark cannot be directly
measured because all quarks except for the top quark are
measured in bound states. A specific mass calculation
scheme must be used and the results can vary between
schemes.

△ Quantum numbers are given for the Higgs field. The phys-
ical Higgs particle carries no quantum numbers.
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corrections to the W and top propagators relate the Higgs mass to the W and top mass. The mass of

the W boson and the top quark are most sensitive, but constraints are also derived from the values

of the Z width, sin θw, and αs measured at LEP and SLD [5, 6] and GF measured from the muon

lifetime [7]. The combined fit places the most probable higgs mass at 94 GeV with an uncertainty

of approximately 25 GeV. Now that the Higgs boson has been discovered and its mass has been

measured these relations are over constrained and the self-consistency of the electroweak sector of

the Standard Model can be checked. Figure 3.1 shows the consistency between the measured Higgs

boson mass and the electroweak parameters. The vertical and horizontal green bands show the

measured top mass and W mass respectively and their uncertainties. The gray shaded area shows

the 1σ and 2σ allowed Higgs masses from the electroweak fit not including the top mass, W mass

or Higgs mass. The blue shaded areas shows the fit when the Higgs mass is included in the fit. The

blue shaded area and the two green bands nearly intersect indicating that the Standard Model is

indeed self consistent.

The Higgs boson is produced in five modes at the LHC. Figure 3.2 shows the Feynman diagrams

for each process and Figure 3.3(a) shows the production cross section of each process as a function

of the mass of the Higgs boson. The Higgs couples weakly to the light quarks in the proton so the

main production mechanism is through the fusion of two gluons into a loop that is dominated by

top and bottom quarks. The rate of gluon fusion depends strongly on the center of mass energy

because of the behavior of the gluon parton distribution function (see Section 3.3). The next largest

production mechanism for mH > 100 GeV is through vector boson fusion (VBF). The associated

production of a Higgs boson with a W or Z boson are the next largest cross sections and associated

production with a tt̄ pair has the smallest cross section. The gluon fusion process was the main

production mode that contributed to the discovery of the Higgs boson. The other channels provide

complimentary measurements of the coupling of various particles to the Higgs boson. With the

full 2012 dataset a small number of events are expected in the VBF channel and in the WH and

ZH channels. However, these channels do not have enough signal to claim discovery of the Higgs

boson alone. Searches in the tt̄H channel are underway, but require more data to be sensitive to

the Standard Model production rate. In the future the LHC will collect enough data to measure all

production mechanisms.

The branching fraction to various final states also depends on the Higgs mass. Figure 3.3(b)

shows the branching fractions for masses between 80 GeV and 200 GeV. The couplings to the gauge

bosons are the largest followed by the Yukawa couplings to the heaviest fermions. Therefore above

mh ∼ 180 GeV the branching ratio is shared between WW and ZZ. If the mass is above 350 GeV

decays to top quark pairs also have a sizeable branching fraction. Below 180 GeV one of the Z
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Figure 3.1: Self consistency test of the Higgs sector of the Standard Model from the electroweak fit
produced by the Gfitter collaboration [4]. The W and top quark masses are the most sensitive to the
Higgs mass and are shown on the y and x axes respectively. The green bands show the measured W
and top quark masses. The intersection of the two green bands gives the allowed Higgs mass range
from these two inputs. The diagonal lines show contours of constant Higgs masses. The allowed
mass range from the remaining inputs to the electroweak fit are shown in gray. The blue regions
include the measured Higgs mass in the electroweak fit. The blue allowed region falls close to the
intersection of the W and top quark masses indicating the consistency of the Standard Model.

bosons in the ZZ final state must be off-shell and the decay width to ZZ decreases. This also occurs

in the WW decay channel when the mass falls below 160 GeV and one of the W bosons must be

off-shell. At low masses, where the WW and ZZ decays are highly suppressed by the off-shell boson,

the decay to bb̄, τ+τ−, cc̄, and gg dominate. The first three are Yukawa couplings and only depend

on the mass of the decay particle. The Higgs boson does not couple directly to gluons, but the gg

final state can proceed through a loop – the inverse of the gluon fusion production. The decay to

two photons also proceeds through a loop. In this case the two photons couple to the Higgs boson

through a W loop or though a top quark loop.

3.2 Open questions

Despite physicists’ efforts in assembling the Standard Model, it still does not describe all observed

phenomena. Some of the most compelling open questions are,

• What regulates the Higgs mass? (Also known as the hierarchy problem). Loop corrections to

the Higgs mass indicate that it should be much larger than the electroweak scale. To bring

the mass to the electroweak scale either the bare mass must be chosen such that it nearly ex-
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Figure 3.2: Feynman diagrams for the primary Higgs production mechanisms. The processes are,
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Figure 3.3: Higgs production cross section (a) and branching fractions (b) as a function of the Higgs
mass.

actly cancels the loop contributions or a new theory needs to be introduced to cancel the loop

corrections. A common proposed solution to the hierarchy problem is Supersymmetry. Super-

symmetry proposes the existence of a new symmetry and doubles the number of particles. The

new particles enter the loop diagrams for the Higgs mass and exactly cancel the contributions

from their partner particles in the Standard Model. Supersymmetric particles are expected to

have masses near the electroweak scale, and may be found at the LHC. Currently no direct

evidence for Supersymmetry has been found.

• Do the four forces unify? The unification of the electroweak and strong forces of the Standard

Model and gravity is currently an unsolved problem. String theories attempt to unify the four

forces, but this unification can only occur near the Planck scale. Although it is theoretically
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possible for string theory to produce the Standard Model, no experimental confirmation is

available. Other theories such as Randall-Sundrum models propose an additional dimension

of space time to explain the weakness of gravity.

• What is the nature of dark energy? Dark energy accounts for the energy density that causes

the accelerating expansion of the universe. The source of dark energy is unknown and it is

unaccounted for in the Standard Model. Dark energy is included in the standard model of

cosmology by including a cosmological constant in the Einstein equation. This provides an

accurate description of the expansion of the universe but does not point to the underlying

nature of dark energy.

• What is the nature of dark matter? Dark matter is the observed non-luminous matter that

is four times more abundant than normal matter. No known particle species can account for

the dark matter, so its presence is a strong indication of physics beyond the Standard Model.

Many experiments are searching for dark matter through its hypothetical weak interaction,

including the LHC. Our current understanding of dark matter is described in Chapter 4 and

Chapter 10 presents a search for dark matter produced in invisible decays of the Higgs boson.

3.3 The structure of the proton

The LHC collides protons in order to achieve the highest energy particle collisions. The use of

protons is a trade off with respect to using a fundamental particle such as an electron. Protons

produce much less synchrotron radiation and can be accelerated to much higher energies.2 The

drawback to colliding protons is that they are composite objects, consisting of three bound valence

quarks surrounded by a sea of gluons and quarks. In a given collision it is impossible to know which

partons collided.3 In order to reproduce the correct cross sections, the probability for a given parton

to be involved in a collision is needed. The parton distribution function (PDF) for a given parton

in the proton depends on the momentum transfer (Q2) at which the collision occurs. Figure 3.4

shows the PDFs for each parton for two values of Q2. The PDFs must be measured. Although they

can be measured at the LHC, the best measurements of the proton PDFs were made in electron

proton collisions at the HERA accelerator. The PDFs measured at HERA are not directly applicable

to proton collisions at the LHC because collisions occur at a higher Q2 at the LH at the LHCC.

Fortunately, for the values of Q2 probed at HERA and the LHC, perturbative calculations in QCD

can extrapolate from lower Q2 to higher Q2 using the DGLAP equations [8, 9, 10].

2The power radiated through synchrotron radiation depends on the relativistic γ to the sixth power.
3In fact it is possible to distinguish gluon collisions from quark collisions by measuring the properties of final state

jets but for this discussion they are assumed to be indistinguishable.
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Figure 3.4: Parton distribution functions derived for Q2 = 10 GeV2 and Q2 = 104 GeV2. The
y axis is proportional to the probability of finding a given parton having that value of the Bjorken
scaling variable, x, shown on the x axis. At the energies of the LHC the low x gluons have enough
energy to produce electroweak physics making gluon collisions the dominant production mode for
many processes studied at the LHC. The gluon function rises so rapidly that is divided by a factor
of 10 so that it is visible on the plot. The PDF sets are provided by MSTW [11].

3.4 Particle interactions with matter

An understanding of how particles interact with matter is essential to the construction of particle

detectors at the LHC. Detector design takes advantage of the properties of particle interactions

with matter to have the best performance for measuring specific particles. Calorimeters must fully

contain particle showers and provide an accurate measurement of the original energy of the particle.

Tracking detectors must also utilize particle interactions to measure space points as particles pass

through the detector. However, the material in the tracking detectors must be kept at a minimum so

that the energy of the particle is not significantly decreased as it passes through the tracker and into

the calorimeter. Muons are unique in that they pass through the calorimeters without stopping.4

The presence of a high momentum particle outside of the calorimeter is a good indication that the

particle is a muon. Tracking detectors are added outside of the calorimeters to obtain additional

measurements of the muon’s momentum.

Multiple interaction phenomena exist that depend on the density of the material as well as

the mass, charge, and momentum of the particle. All of these phenomena must be accounted for

when considering how a particle interacts with the detector. The strength of interactions can be

strongly dependent on momentum so there are multiple energy regimes where one or another type of

4Muons having pT > 5 GeV usually do not stop in the calorimeter, but lower momentum muons may by stopped.
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interaction dominates. The physics of particle interactions with matter is covered in many references,

including [1, 12, 13, 14].

3.4.1 Ionization by charged particles

The dominant electromagnetic interaction for most charged particles is through ionization. The

small mass of the electron makes energy loss via bremsstrahlung significant; this process is discussed

in the next section. As charged particles traverse matter, they interact with electrons in atomic

orbitals. This form of energy loss is given by the Bethe formula. The energy loss is approximately

proportional to the density of the material and is inversely proportional to β2 = (v/c)2. Therefore

for high energy particles β ≈ 1 and the energy loss via ionization is constant. As a high energy

particle traverses matter, it loses energy at a rate that is approximately constant with energy as

long as β ≈ 1. When β falls significantly below one the energy loss increases quickly causing a large

portion of the energy to be lost at the end of its trajectory. This peak in energy loss is called the

Bragg peak.

Ionization is the main process by which particles are detected in silicon and gaseous detectors.

In semiconductor devices a bias voltage is applied across a bulk region depleting it of free charge

carriers. As a charged particle traverses the bulk region, electrons are liberated and flow under

the bias voltage to charge collection and readout devices. For high energy particles the amount of

energy lost via ionization in a silicon device is typically 1 - 100 keV depending on the density and

thickness of the traversed material [14]. Therefore high energy charged particles at the LHC loose a

small fraction of their momentum in the silicon detectors.5 In gaseous detectors a charged particle

liberates electrons from gas molecules which travel to a charge collector under the influence of an

applied voltage. The amount of energy deposited in a gaseous detector is small due to the relatively

low density of the gas.

3.4.2 Bremsstrahlung

When charged particles traverse a material, they scatter off of atoms causing the path of the particle

to change slightly. This acceleration causes the particle to emit bremsstrahlung radiation. The

power radiated via bremsstrahlung is strongly dependent on the relativistic γ factor, scaling as γ6.

Therefore bremsstrahlung radiation is only significant for electrons or very high energy pions or

muons. The radiation length, χ0, is used as a figure of merit for energy loss by electrons having mo-

mentum above about 10 MeV where losses by bremsstrahlung dominate. It is defined as the distance

an electron travels before its momentum is reduced to 1/e of its original momentum. Figure 3.5

5This is not the case for electrons, which loose much more energy through bremsstrahlung.
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Figure 3.5: Fractional energy loss of electrons in matter for energies between 1 MeV and 1 GeV.
The dominant interaction is highly dependent on the electron momentum. At low energy ionization
losses dominate while at high energy losses via bremsstrahlung dominate. Courtesy of the particle
data group [1].

shows the average energy loss per radiation length for electrons over a large range of momentum.

The ionization interaction dominates at low momentum and bremsstrahlung dominates at high mo-

mentum. For high pT electrons in ATLAS large energy losses through bremsstrahlung is common

in the inner detector.

3.4.3 Transition radiation

Transition radiation is used in the ATLAS transition radiation tracker detector (TRT) to identify

electrons. When a charged particle passes between two mediums having diffractive indices the

particle emits radiation in the form of photons. The radiated power depends on the relativistic γ

factor and is only significant for high momentum electrons or very high momentum (> 1 TeV) pions

or muons. The ATLAS TRT is designed so that particles pass through many layers of radiator

material and a special detection threshold identifies transition radiation photons. The presence of

transition radiation can therefore be used to discriminate electrons from pions.

3.4.4 Photon interactions

Photon interactions in matter are dominated by three processes, the strength of which depends

on the momentum of the photon. Figure 3.6 shows the interaction cross section for photons in

copper and lead over a wide range of momentum. Photons can Rayleigh scatter off of an atom or
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can be absorbed by an atom, causing an orbital excitation of an electron. These effects dominate

if the momentum of the photon is below 1 MeV. In this regime there are absorption resonances

where the photon energy closely matches the excitation energy of an orbital. The excited atom

quickly returns to its ground state by emission of one or more photons. At energies around 1 MeV

Compton scattering of photons off of electrons dominates the energy loss. Above 1 MeV the energy

is sufficient to convert into an electron-positron pair. The conversion is not allowed in vacuum

because of momentum conservation, but in matter the photon can transfer momentum to an atomic

nucleus or electron and split into an electron-positron pair. This process dominates the energy loss

at energies above 10-100 MeV. Pair production closely resembles the bremsstrahlung process and the

interaction length defined for electrons also appears in the conversion probability for photons. The

probability for a photon to convert is e−7/9dx /χ0 . In one radiation length, therefore, the probability

for a photon to pair produce is 54%.

With the above interactions in mind for photons and electrons, their behavior in particle detectors

can be completely understood. When a high energy electron traverses the inner detector it tends to

loose energy via bremsstrahlung. Because the electron is moving in a magnetic field, the radiated

photon is emitted in the original direction of the electron before it interacted while the electron

bends more because it has lost energy. The radiated photons are collected in the calorimeter along

with the electron so that the original electron energy can be accurately reconstructed. When the

electron enters the calorimeter it undergoes bremsstrahlung radiation, emitting photons. If the

photon momentum is large enough it will pair produce an electron and positron, each of which

can radiate more photons through bremsstrahlung. Eventually electrons are stopped via ionization

losses and photons are absorbed by atoms. These processes produce an electromagnetic shower that

can be measured in the detector. The shower develops both along the original particle’s trajectory

and transverse to it. The transverse width of the shower is measured with the Molière radius which

defines a circle in which 90% of the electromagnetic shower is contained. The Molière radius does

not depend on the energy of the particle, only on the density of the stopping material. Two different

detector technologies are used to record electromagnetic showers, homogeneous calorimetry and

sampling calorimetry. The former design is used in the CMS electromagnetic calorimeter and the

latter is used in all calorimeters in ATLAS and the hadronic calorimeter in CMS. Homogeneous

calorimeters use dense, transparent crystals and attempt to collect all the light emitted from the

electromagnetic shower. A sampling calorimeter only measures a fraction of the total energy. The

total energy is proportional to the energy deposited allowing the total energy to be calculated.
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Figure 3.6: The interaction cross section of photons in matter for energies between 1 eV and
100 GeV in copper (top) and lead (bottom). At low energy photons are absorbed by exciting an
atomic electron to a higher orbital (σp.e.). At high energies the photon produces an electron-positron
pair in the presence of an atomic nucleus (κnuc) or an electron in an atomic orbital (κe). Rayleigh
scattering (σRayleigh) and Compton scattering (σCompton) also contribute to the total scattering cross
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3.4.5 Strong force interactions

All hadrons interact with material through strong interactions with nuclei. Charged hadrons also

experience energy loss through ionization, but strong interactions usually dominate. The stopping

power of hadrons in materials is measured by the hadronic interaction length, λ0, defined as the

mean free path of the particle in the material. The strong force is short ranged, so the probability

for a hadron to interact strongly with a nucleus is approximately the cross section for it to collide

with the nucleus. Therefore λ0 depends mostly on the density of the material. When high energy

hadrons interact with a nucleus, it is usually broken up and many secondary particles are produced.

These secondary particles can also interact with nuclei causing a shower of particles. Hadronic

showers are measured in a dedicated calorimeter in ATLAS. The hadronic calorimeter is placed

outside of the electromagnetic calorimeter so that electrons and photons are contained within the

electromagnetic calorimeter while more massive hadronically interacting particles pass through the

hadronic calorimeter. A portion of a hadronic shower occurs in the electromagnetic calorimeter so

the measurements from both types of calorimeters are added to measure the energy of a hadronic

shower.
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Numerous observations have established the existence of non-luminous, non-baryonic matter in

the universe. In fact the observed dark matter density is larger than the density of baryonic matter

by a factor of four. Despite the abundance of dark matter, little information is known about it. The

only evidence for dark matter is from cosmological measurements of its gravitational interaction and

no theory exists to explain it at the particle level. Neutrinos are a possible candidate because they

only interact weakly, but this possibility has been largely ruled out by measurements of the cosmic

microwave background (CMB). Measurements of the CMB are sensitive to the relative density of

the components that make up the universe. To agree with CMB measurements dark matter should

be non-relativistic so it contributes to the matter density of the universe. A dark matter candidate

should therefore be heavy whereas neutrinos are very light and they tend to move at relativisic

speeds.

4.1 The WIMP hypothesis

The most accepted model for dark matter is that it is weakly interacting and massive (WIMP). It

must be massive so that it has a non-relativistic velocity and contributes to the matter density of the

universe. The possibility that it must interact weakly arises from the evolution of the dark matter

density with the expansion of the universe. 6 The hypothesis is that in the early universe ( t < 10−9

s ) dark matter is in thermal equilibrium with other particle species. As the universe expands and

cools the rate of interactions begins to decrease. Eventually there is not enough thermal energy

to sustain dark matter interactions and the dark matter density “freezes out” to a constant value.

The time of freeze out and thus the remaining (relic) dark matter density only depends on the mass

and interaction cross section of the dark matter particle. Figure 4.1 shows the evolution of the dark

matter density as it freezes out. The observed relic density predicts that the interaction cross section

is on the same order as weak interactions. This supports the idea that new physics should exist near

the electroweak scale to solve the hierarchy problem and is referred to as the “WIMP miracle”.

4.2 Observational evidence for dark matter

The first well established observation of the presence of dark matter was from measurements of the

rotation curves of galaxies [15, 16]. Velocities of points along the plane of the galaxy are determined

from the relative Doppler shift of common emission lines. Measurements of the density profile of

luminous matter in galaxies indicate that the matter density should fall off roughly as
√
R where R

is the distance of the source from the galactic center. Instead we observe that the radial velocity is

6It should also be noted that if dark matter only interacts gravitationally then we have no chance of identifying
it at the particle level.



4. Dark matter 22

Figure 4.1: The evolution of the dark matter density in the early universe. The y axis is the comoving
number density of dark matter particles, defined to account for the expansion of the universe; the
density of a species in equilibrium decreases as the volume of the universe increases while the
comoving density of a species in equilibrium is constant. The comoving density at which dark
matter freezes out depends only on its interaction cross section. The cross section that reproduces
the observed relic dark matter density is on the same scale as weak interactions.

approximately constant in R indicating that a large fraction of the matter content of the galaxy is

non-luminous. Figure 4.2 shows the rotation curve for one exemplary galaxy, NGC 3198. The “halo”

curve shows the prediction for only a dark matter halo and the “disk” curve shows the prediction

for only the luminous matter in the galaxy. The data fall far from the distribution expected from

luminous matter and is only only consistent with a combination of both dark matter halo and

luminous matter.

Further proof of the existence of dark matter comes from weak lensing experiments [17, 18].

As light passes near a massive object its trajectory is bent as it passes through warped space-

time. In these measurements a galaxy cluster is observed in the foreground with a number of visible

background galaxies. The distortion in the shape of the background galaxies is used to determine the

mass density profile of the galaxy cluster. Measurements of the luminous matter disagree significantly

with the mass measured through gravitational lensing. Therefore dark matter is assumed to account

for the remaining matter.

Measurements of anisotropies of the Cosmic Microwave Background (CMB) provide additional

evidence of the presence of Dark Matter. Acoustic oscillations between baryonic matter, radiation,

and dark matter created density perturbations in the early universe. These perturbations persisted

until they were revealed by the CMB photons that were released during recombination when the

universe became transparent to photons. The contributions of these different species is extracted

from the power spectrum of the angular size of anisotropies on the CMB. Figure 4.3 shows the power
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Figure 4.2: The rotation curve for galaxy NGC 3198. The solid line labeled “disk” is the contribution
from the baryonic matter, calculated using luminous sources. The solid line labeled “halo” is the
contribution from the dark matter halo. The data fall far from the distribution expected from
luminous matter and is only only consistent with a combination of both dark matter halo and
luminous matter.

spectrum predicted from different density parameters of baryonic matter (Ωb). The data measured

by WMAP are shown as red points [19, 20]. The total matter density, Ωb +ΩDM , is held constant.

The power spectrum depends on a number of input parameters which are extracted with a fit to

the data. The effect on the power spectrum from varying Ωb is complicated, but clearly the data

distinguish between values of Ωb. These measurements provide the best estimate of the dark matter

density. Recent results from WMAP determine the dark matter density to be 0.227 ± 0.014 [20].

4.3 Searches for dark matter

The presence of dark matter has been well established through measurements of its gravitational

interaction. A complete understanding of the nature of dark matter also requires identifying it at

the particle level. In other words, we must be able to observe its weak interactions. A number of

direct detection experiments have been developed to detect dark matter. Dark matter may also be

produced in collisions at the LHC. The following sections describe these searches.

4.3.1 Scattering experiments

Dark matter direct detection experiments are designed to observe dark matter by observing it

scattering off of nuclei in a sensitive detector. The earth travels through the dark matter halo of

our galaxy and in a rare number of cases a dark matter particle scatters in the detector. Direct
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Figure 4.3: The CMB anisotropy power spectrum for various values of Ωb [19]. The total matter
density, Ωb +ΩDM , is held constant. Variations in Ωb cause the first peak to change amplitude and
changes the position of higher order peaks. The data are consistent with Ωb = 0.046.

detection detectors must be placed far underground to shield them from backgrounds from cosmic

showers. There are two methods for observing dark matter signals. One method is to search for

an excess of events over a low rate background. The other method uses the annual modulation of

events produced by the varying velocity of the earth through the dark matter halo as it orbits the

sun. This method helps to reduce backgrounds that are constant with time, but introduces other

backgrounds that are correlated with the time in the year.

Direct detection experiments are sensitive to both the mass of the dark matter particle and its

interaction cross section. The sensitivity to the mass arises from the ability to detect the recoiling

nucleus. If the dark matter mass is too low, the momentum transferred to the nucleus is too small

and it cannot be detected. The cross section also depends on the mass because the amount of

dark matter is known and fixed. As the mass increases the density must decrease to compensate.

Therefore at high mass the sensitivity also decreases.

Figure 4.4 shows limits on the interaction cross section and mass from various dark matter exper-

iments. Exclusion limits have been provided by a number of experiments including XENON [21, 22],

CDMSII [23], EDELWEISS [24, 25], ZEPLIN-III [26], COUPP [27], and SIMPLE [28]. Some exper-

iments have reported an observation of a dark matter signal, including CRESST [29], DAMA [30],

and CoGeNT [31]. The most recent observation from the CDMS collaboration [32] provides com-

pelling evidence an 8.6 GeV dark matter particle. Not all of the observations are consistent with

each other and some results are disputed by the community. Direct detection experiments make no
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XENON100 (2012)
observed limit (90% CL)

Expected limit of this run: 

 expectedσ 2 ±
 expectedσ 1 ±

Figure 4.4: Limits on the dark matter scattering cross section from direct detection experiments
from the XENON collaboration [21] (a) and from the CDMS collaboration [32] (b). Figure (b) is
a zoom in of figure (a) that adds the recent observation from the CDMS collaboration. The closed
contours show observations and the solid and dashed lines show limits. In Figure (b) the CDMS
observation using silicon detectors is shown in the blue contours, the pink contour is from CRESST,
the orange contour is from DAMA/LIBRA, and the yellow contour is from COGENT. The blue solid
line interprets the new CDMS silicon detector data as a limit and the dashed blue line combines
with previous CDMS data using silicon detectors. The dark green line is the limit from XENON100,
the light green line is the limit from XENON10, the dark and light red dashed lines are two CDMS
limits using germanium detectors, and the orange line is the limit from EDELWEISS. The limits
disagree with some of the observations and some observations disagree with others. The reasons for
the disagreements are unknown and many of the results are disputed within the community.

a priori assumption about the mechanism by which dark matter particles interact with Standard

Model particles, but interpretations of the results usually assume that the interaction is through the

exchange of a Higgs boson. If dark matter couples to the Standard Model through the Higgs boson

it may be detectable at the LHC.

4.3.2 Cosmic searches

A number of experiments have been developed to measure the cosmic ray signature of dark matter

annihilation. The AMS-02 experiment [33] has recently published results that extend previous

results made by the PAMELA [34] and Fermi-LAT [35] experiments among others. Experiments

search for dark matter annihilations by measuring the spectrum of positrons relative to the spectrum

of electrons in cosmic rays. Positrons are created when cosmic rays interact with the interstellar

medium. The ratio of positrons to electrons falls with momentum from this source. If two dark

matter particles having mass MDM annihilate the positron fraction should increase up to an energy

of MDM and sharply drop off when the kinematic limit is reached. A sharp peak is not observed

because the decay particles can loose energy through secondary collisions. Figure 4.5 shows the

positron spectrum from the AMS-02, PAMELA, and Fermi-LAT experiments [33]. Results from
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Figure 4.5: The measured positron spectra from the AMS-02 [33], PAMELA [34], and Fermi-
LAT [35] experiments. All experiments show a rise in the positron spectrum above about 10 GeV.

the three experiments confirm the existence of a rise in the positron spectrum at momenta above

about 10 GeV. The cause of the rise is unknown, but no sharp cutoff has been observed to indicate

the annihilation of a massive particle. Future data from the AMS-02 experiment will explore the

positron fraction at higher momenta.

4.3.3 Collider searches – LHC

Searches for dark matter at the LHC are performed by identifying the production of single, high pT

particles and large missing transverse momentum. The production of dark matter in proton-proton

collisions is parameterized with an effective theory that assumes that an unknown heavy particle

mediates the interaction between the initial state particles and dark matter. Such searches have

been performed at ATLAS and CMS in final states having a single photon [36, 37] and in final states

having a single jet [38, 39]. A search is underway in the ATLAS experiment in events having a

single Z boson as well. Searches for dark matter in decays of the Higgs boson are also underway

at ATLAS. In this case the Higgs boson decays to undetectable dark matter particles and must

be produced with one or more tagging objects. Chapter 10 presents such a search when the Higgs

boson is produced in association with a Z boson. A search in the VBF production channel is also

underway. To date, no searches at the LHC have reported an observation of dark matter.

4.4 The Higgs and dark matter – Higgs portal models

Higgs Portal models [40, 41, 42] make a simple, ad-hoc extension to the Standard Model by intro-

ducing a new particle that couples to only the Higgs boson. The interaction strength is introduced
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with a coupling constant, λhχχ. In this model dark matter can be detected through three related

interactions, scattering, annihilation, and Higgs decay. Within this model the cross section for each

process is expressed in terms of λhχχ. Figure 4.6 shows Feynman diagrams for the decay, scattering,

and annihilation processes. The three diagrams all contain a vertex that is proportional to λhχχ.

Using the Feynman rules for these diagrams the Higgs partial width and scattering cross section are

determined in terms of λhχχ. The Higgs partial width for the decay to dark matter particles for the

scalar, vector, and fermion cases is given in Equations 4.1, 4.2, and 4.3 respectively.

ΓScalar(h → χχ) =
λ2 Scalar
hχχ v2

64πmh

[

1−
(

2mχ

mh

)2
]1/2

(4.1)

ΓVector(h → χχ) =
λ2 Vector
hχχ v2

256πm4
χmh

[

m4
h − 4m2

χm
2
h + 12m4

χ

]

[

1−
(

2mχ

mh

)2
]1/2

(4.2)

ΓMajorana(h → χχ) =
λ2 Majorana
hχχ v2mh

32πΛ2

[

1−
(

2mχ

mh

)2
]3/2

(4.3)

The partial width is a function of only the Higgs boson mass, the dark matter mass, the vac-

uum expectation value, and the coupling constant. Note the introduction of a cutoff scale, Λ in

the fermionic case. In this case the Higgs interaction operator has dimension five and is non-

renormalizable. A cutoff scale is added that assumes the presence of new physics at a higher energy

scale which would produce a renormalizable theory. This model does not purport to be a com-

plete model, so the addition of this cutoff scale does not invalidate it. For the scattering process

the dark matter-nucleon cross section is given for the for the scalar, vector, and fermion cases in

Equations 4.4, 4.5, and 4.6 respectively.

σScalar
χN =

λ2 Scalar
hχχ

16πm4
h

m4
Nf2

N

(mχ +mN )
2 (4.4)

σVector
χN =

λ2 Vector
hχχ

16πm4
h

m4
Nf2

N

(mχ +mN )
2 (4.5)

σMajorana
χN =

λ2 Majorana
hχχ

4πΛ2m4
h

m2
χm

4
Nf2

N

(mχ +mN )
2 (4.6)

The cross section has an additional dependence on the nucleon mass, mN and the form factor,

fN which quantifies the coupling strength between the Higgs boson and the Nucleon. This form

factor is determined using lattice calculations and suffers from large theoretical uncertainties [40].

These theoretical uncertainties will not be included in the comparison plots.
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Figure 4.6: Feynman diagrams for the decay of the Higgs boson into dark matter particles (a),
scattering of dark matter particles off of a nucleon with the exchange of a Higgs boson (b), and the
annihilation of dark matter into standard model particles (c). The Higgs-dark matter interaction
vertex has a coupling constant of λhχχ in each diagram. In the scattering diagram the Higgs-nucleon
coupling strength is parameterized with a form factor, fN .
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The Large Hadron Collider (LHC) [43] is the highest energy particle collider in operation and

has often been referred to as the largest scientific instrument ever built. The collider resides in an

underground ring that is 27 km in circumference and approximately 100 m below the surface. The

ring was originally built for the large electron positron collider (LEP) and has been reused for the

LHC. Two counter-rotating beams of protons are directed through 1232 superconducting dipoles

cooled to 1.9 Kelvin. Figure 5.1 shows a cross section of a dipole magnet. To store a 7 TeV proton

beam, the magnets are supplied with a maximum current of 12 kA to produce a field of 8.3 Tesla.

Over 5000 additional magnets are used to focus the beam and for orbit correction.

The LHC collides protons with a design center of mass energy of 14 TeV. For the first three

years of its operation the LHC did not collide at its maximum energy because of a problem with

the connections between the magnets. The center of mass energy was 7 TeV in 2010 and 2011

and was increased to 8 TeV in 2012. The LHC will turn on in 2015 after repairs and upgrades

at a higher center of mass energy, most likely between 13 TeV and 14 TeV. The proton beams are

accelerated and bunched using radio frequency cavities operating at 400 MHz. A beam dump system

is instrumented for each beam. The beam dump is a long cylinder made of a carbon based material

and is the only object that can absorb the entire LHC beam without being destroyed. There are

many reasons for the beam to be dumped. The LHC is implemented with a complex interlock

system that automatically dumps the beam if beam losses are too large, it begins to deviate from

its nominal orbit too far, or if a magnet quenches. The LHC nominally holds 2808 bunches with

25 ns between bunches. In the 2012 run, bunches were separated by 50 ns allowing a total of 1380

filled bunches. Protons are brought into collision in four interaction points around the ring. At each

interaction point an experiment is built to study the collisions. Two experiments, ATLAS and CMS,

are general purpose detectors, while LHC-b studies b-quarks, and ALICE is designed to study heavy

ion collisions. At each interaction point the beams are squeezed to increase the proton density. In

ATLAS and CMS the beams are squeezed to a transverse width of 16 µm. Protons are supplied to

the LHC by a complex of accelerators at CERN that have been built and repurposed since CERN’s

inception in 1954. An exhaustive account of this extremely complex machine is beyond the scope of

this dissertation, but the key features and functionality will be presented.

5.1 Beam parameters

This section aims to introduce the basic formalism for storage and acceleration of charged particle

beams. Particle beams are stored using dipole magnetic fields. The Lorentz force law describes the

behavior of a charged particle in a uniform magnetic field,

F = qv × ~B (5.1)
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Figure 5.1: Cross sectional diagram of an LHC dipole.

Assuming that the magnetic field is perpendicular to the motion of the particle and the particles

have charge e, the momentum of the particle expressed in GeV/c is

p = 0.3BR (5.2)

where the magnetic field is measured in Tesla and the radius is measured in meters. Therefore,

protons having momentum 7 TeV/c contained in a circle of radius 2.8 km ( approximately 2/3 of

the circumference of the LHC is dedicated to dipole bending magnets ) require a magnetic field of

8.3 T. Higher energies can only be reached by installing stronger magnets or building a tunnel with

a larger radius.

The LHC (as well as any modern proton accelerator) uses an alternating gradient design. Such a

design is often referred to as a FODO lattice. The beam is alternatively focused (F) and defocused

(D) in the vertical and horizontal coordinates achieving an overall focusing in both coordinates. The

O in FODO refers to any other instrumentation such as bending magnets placed in between the

focusing magnets.

In a very simplified model of a proton synchrotron the beam position in a given coordinate follows

a wave equation. This is a good assumption because the focusing and defocusing effects of the lattice

produce wave-like motion. The equation of motion in the x coordinate is

ẍ−Kx = 0

where K parameterizes the magnetic forces acting on the beam. Solutions to this equation are

complicated and in practice must be computed numerically, but basic properties of the wave equation
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apply. One particularly important issue is that of resonances. If the wave frequency matches a

resonant frequency of the machine the beam position will grow uncontrollably and the beam will be

lost. Therefore the resonances of the machine must be mapped out and the beam must be tuned

so that no resonances are encountered. This is particularly challenging while the beam is being

accelerated because the tune can move and cross a resonance.

The LHC aims to search for rare processes and do to so it must achieve the maximum number

of proton collisions. The proton collision rate is measured by the instantaneous luminosity. The

instantaneous luminosity depends on beam parameters and is given in Equation 5.3,

L =
N1N2nbfrev

4πσxσy
F (5.3)

where N1, N2 are the number of protons per bunch in each beam, nb is the number of bunches, frev

is the revolution frequency, σx,y is the width of the beam in the transverse directions, and F is a

reduction factor that accounts for the fact that the beams do not collide head on, but at an angle.

Therefore, to increase the luminosity one can increase the number of protons per bunch, increase

the number of bunches, or squeeze the beam more at the interaction point to reduce σx,y.

5.2 The CERN accelerator complex

Protons are provided to the LHC only after passing through a number of accelerators. Protons must

be accelerated over nine orders of magnitude, from thermal velocities to the final LHC energy. The

LHC cannot perform this full acceleration, but instead protons must be provided at a minimum

energy of 450 GeV. A complex of accelerators is required to accelerate protons over such a large

energy range. Each accelerator progressively increases the momentum of the proton beam until it is

finally injected into the LHC and further accelerated to the final collision energy. Figure 5.2 shows

a diagram of the CERN accelerator complex highlighting the injection chain for various particle

beams.

Protons are sourced from a bottle of hydrogen gas. Gas is injected into a duoplasmatron [44] at a

rate of 1.1 Hz. The duoplasmatron heats the gas to create a plasma and an electric potential separates

the protons from the electrons and accelerates the protons to 90 keV. The protons then enter the

radio frequency quadrupole (RFQ) [45, 46]. The RFQ is a 3m long apparatus that consists of four

veins that produce an alternating electric quadrupole field. The radius of the veins is sinusoidally

modulated in the beam direction creating a longitudinal electric field. The RFQ therefore bunches,

focuses, and accelerates the beam up to an energy of 750 keV. At this point the proton bunch enters

linac2 [47], a drift tube linear accelerator that accelerates the protons up to 50 MeV. At this point

it is no longer feasible to use linear accelerators, and the protons are transferred to the booster to
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Figure 5.2: Diagram of the CERN accelerator complex. The injection chains for various types of
particles is indicated by the colored arrows.

the proton synchrotron (PSB) [48]. The PSB has four parallel beam pipes in a 157 m circumference

ring. The proton bunch from the linac is split into four bunches which are accelerated to 1.4 GeV,

each in a separate beam pipe. Proton bunches are then transferred to the Proton Synchrotron

(PS) [49, 50]. This machine is 628 m in circumference and further accelerates proton bunches to

26 GeV. Proton bunches from the PS are split into 12 smaller bunches and injected into the Super

Proton Synchrotron [51] (SPS). The SPS is 7 km in circumference and was CERN’s largest proton

accelerator before the LHC was built. The SPS accelerates protons to 450 GeV and finally injects

the protons into the LHC. This acceleration chain repeats until both LHC rings are filled with the

required number of proton bunches. The LHC then accelerates the proton beams to final collision

energy, which was 3.5 TeV in 2010 and 2011, and 4 TeV in 2012.
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Figure 5.3: Integrated luminosity versus time in year for the three years of data taking. The
integrated luminosity in 2010 was quite small relative to the following years and is only visible at
the bottom of the plot.

5.3 Luminosity determination

The luminosity is determined by dedicated Van der Meer (VdM) scans [52]. The VdM scan measures

σx and σy from Equation 5.3 by separating the beam and measuring the collision rate as the beams

are brought into collision. The bunch populations, N1 and N2, are measured using dedicated fluxgate

magnetometer devices situated around each beam pipe [53]. These devices measure the beam current

by measuring the magnetic field produced by the beam. The bunch population is measured for each

of the bunches and can change by 10-20% from bunch to bunch. The luminosity measurement occurs

only once or twice per year and must be extrapolated to the entire run period. A number of ATLAS

sub-detectors are used to independently measure the luminosity. The measurements are calibrated

to the VdM scan and then extrapolated to the entire run period. Luminosity values are provided

for each luminosity block, a 1 to 2 minute period of time where the beam conditions are assumed to

be stable ( see also Section 6.4 ). The luminosity is summed over all luminosity blocks used for data

analysis to determine the total integrated luminosity. Figure 5.3 shows the integrated luminosity vs

time for 2010, 2011, and 2012 data taking periods.

5.4 Pileup interactions

The number of proton-proton interactions that occur when two LHC bunches cross follows a Poisson

distribution and depends on the min-bias cross section and the instantaneous luminosity,

< N >= σmbLinst. (5.4)
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Figure 5.4: The distribution of the number of pileup interactions for 2011 (blue) and 2012 (green)
data taking.

When < N > is less than one the probability of getting more than one collision per crossing is small.

However, as the instantaneous luminosity increases it becomes more common for multiple proton-

proton interactions to occur in the same crossing. When a hard scatter interaction is identified

for analysis these additional interactions are referred to as pileup interactions. Figure 5.4 shows

the distribution of the pileup multiplicity for 2011 and 2012 data taking. Pileup interactions are a

trade-off; higher pileup accompanies higher luminosity, but detector measurements degrade because

of the addition of energy from pileup collisions.

5.5 Standard LHC operation

A typical 24 hr period of LHC running is shown in Figure 5.5. Both LHC beams are filled with

batches of protons from the SPS. The filling period usually lasts for between one half hour and one

hour as multiple SPS batches are required to fill the LHC. Once the beams are filled they are ramped

to the final collision energy. To accelerate the beam while keeping it in the proper orbit requires the

RF and magnet systems to work in concert. The magnet current must increase at exactly the rate

that the RF system increases the energy of the beam. Once the beam reaches its full energy, magnets

near each collision point squeeze the beams and direct them into collision. Then, once all accelerator

adjustments are finished, stable beams are declared and the experiments can begin recording data.

The LHC operators attempt to keep the LHC in stable beams conditions for as long as possible to

maximise the amount of data recorded by the experiments. The beam intensity decreases during a

run mainly because protons are lost in collisions, but losses are possible from beam collimation as
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Figure 5.5: A representative 24 hour period of LHC running.

well. At the programmed end of a run, or when a beam interlock is tripped, the beam is dumped.

Following a beam dump the magnet current is reduced to accept a 450 GeV beam and the process

is repeated.

5.6 The scale of physics at the LHC

Over the full 2012 running period, approximately 2000 trillion proton-proton collisions occurred in

ATLAS. The need for such a large number of collisions is driven by the relatively low cross section

of processes of interest the LHC. Figure 5.6 shows the production cross section of many processes at

collision energies accessible to the LHC. A major focus of the LHC experimental program and of this

dissertation is the production of electroweak bosons. The W boson has the highest production rate,

but this rate is a factor of 106 smaller than the min-bias production rate. Furthermore, the rate of

Higgs boson production is a factor of 104 smaller than the W production rate. This large difference

in production rate requires the LHC to provide a large number of collisions and the experiments to

quickly and efficiently filter out the small fraction of interesting collisions.
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Figure 5.6: Production cross sections for a number of processes near LHC energies. The right
axis shows the event rate assuming an instantaneous luminosity of 1034 cm2/s. In 2012 the peak
instantaneous luminosity was approximately 0.7× 1034 cm2/s and higher values are expected to be
achieved in the future.
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Figure 6.1: Diagram of the ATLAS detector systems.

The ATLAS detector [54] is a general purpose particle detector situated at interation point 1 of

the LHC. The experiment incorporates a number of technologies to record as many interesting col-

lisions as possible and provide the most complete event reconstruction. Figure 6.1 shows a diagram

of the ATLAS detector. The detector system nearest to the interaction point is the inner detector,

which is divided into three subsystems, the pixel detector, the SCT, and the transition radiation

tracker (TRT). The inner detector is immersed in a magnetic field of 2 Tesla provided by a supercon-

ducting solenoid surrounding it. The tracking detectors measure the momentum of charged particles

within |η| < 2.5. The TRT also provides electron identification information. The electromagnetic

(EM) calorimeter lies beyond the solenoid, and fully contains the showers from electromagentand

fcally interacting electrons and photons to measure their energy. Hadronically interacting particles

pass through the EM calorimeter to the hadronic calorimeter. The hadronic calorimeter stops all

particles except for muons and neutrinos.7 Beyond the hadronic calorimeter lies the muon spectrom-

eter (MS). The MS measures the momenta of muons outside of the calorimeters. A toroidal magnet

system surrounding the barrel and endcaps cuase muons to bend in the MS so that their momenta

can be measured. A three-tier trigger system is used to identify and record interesting events. The

trigger must reduce the event rate from 20 MHz to approximately 500 Hz. The exact output rate

is not fixed, but it must average a rate of approximately 500 Hz so that all recorded events can be

stored within the allocated storage space.

7In rare cases very high momentum particles punch through the hadronic calorimeter. In addition any new
particles that interact only weakly also pass through without interacting.
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Figure 6.2: Diagram of the ATLAS inner detector systems.

6.1 The inner detector

The inner detector is divided into three sub-detectors. The two sub-detectors closest to the inter-

action point use silicon devices to achieve the highest granularity to provide the best track position

and momentum resolution. The outermost detector is a gaseous straw detector which improves the

momentum resolution without the high cost of a silicon based detector. Figure 6.2 shows a diagram

of the inner detector.

6.1.1 The pixel detector

The pixel detector [55, 56] uses silicon pixel technology to provide high granularity for precision

tracking within the high track multiplicity environment. The proximity to the collision point and

the high granularity of the detector allows the reconstruction of secondary vertices from b-meson

decays that travel on average cτ ∼ 0.5 mm before decaying. The detector consists of three barrel

layers, at radii of 4.3 cm, 10.1 cm, and 13.2 cm from the center of the beam pipe and five disks on

either side of the barrel situated longitudinally from 0.5 m to 0.9 m from the center of the barrel.

The principle component of the pixel detector is a sensor module. The entire pixel detector is

comprised of more than 4000 modules having dimensions of approximately 16 cm × 60 cm. Each

module contains 46080 individual pixel cells having dimensions of 50µm in the φ direction and 400

µm in z. On each module, pixel cells are read out by 16 front end chips bump-bonded to the silicon

sensor. Additional electronics on the opposing side of the silicon sensor manage trigger, timing,

configuration, and data readout.
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Pixel sensors are composed of an n-type semiconductor providing negatively charged electron

charge carriers. A p-type semiconductor is placed on the side opposing the bump-bonded readout

chips. A voltage ranging between 200 V and 600 V is applied at the p-type side while the bump-

bonded side is held at ground. When a particle passes through the semiconductor, electrons are

liberated and drift towards the bump-bonded readout. Immediately under each bump-bond is a

region that has higher doping to attract the drifting electrons to the bump-bond. The current

from the collected electrons is amplified and discriminated in the front end chip. The discriminator

threshold is configurable and is set so that signal pulses are efficiently identified while noise is

sufficiently rejected. The leading edge time and time over threshold are saved for each pixel that

has a signal passing the threshold. This information is stored on a buffer and is read out if a level

1 trigger accept signal is received.

6.1.2 The semiconductor tracker

The semiconductor tracker (SCT) also uses silicon technology and lies outside of the pixel detector.

Four barrel modules and eighteen endcap disks ( nine on either side of the barrel ) make up the SCT.

The SCT has 2112 modules in the barrel and 1976 barrels in the endcap. Each module has two back-

to-back readout sensors which are slightly offset at stereo angle of 40 µm to provide resolution along

the long axis of the sensor. Each readout sensor has two silicon wafers each having 768 sensing strips

of length 6.3 cm and with a pitch of 80 µm. Matching strips are connected together so that each

channel reads out a 12.6 cm ×80 µm area. The total number of readout channels is approximately

6 million. During nominal LHC collisions the hit occupancy of the SCT is approximately 5%. The

noise occupancy is required to be less than 1% of the hit occupancy to ensure good tracking efficiency.

The hit resolution of an SCT module is 17 µm in the R −φ direction and 580 µm in the z direction

in the barrel and radial direction in the endcap. The SCT is designed so that most tracks within

|η| < 2.5 cross at least four SCT layers corresponding to eight sensor modules. A track having

|η| < 1.17 is fully contained within the barrel.

The SCT sensors work much like the pixel sensors. The bulk material is an n-type semiconductor

with a bias voltage between 100 V and 500 V. The sensors are connected to a p-type deposition

and are held at ground. When a charged particle passes through the semiconductor electrons are

liberated and flow towards the sensor. Front end electronics amplify and discriminate the input and

record when a hit occurs. The data are stored in a pipeline and are read out if a level-1 trigger

accept signal is received.
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6.1.3 The transition radiation tracker

The transition radiation tracker (TRT) is a gaseous straw detector that lies outside of the SCT.

A mixture of 70% Xenon, 27% CO2 and 3% O2 of gas fills approximately 350,000 sensing straws.

The barrel detector has approximately 50,000 straws that are 1.5 m in length arranged parallel to

the beam. A glass bead in the center of the wire separates wire into two 0.75 m sensitive sections.

The endcap detectors consist of 20 straw wheels on either side of the barrel. Endcap straws are

approximately 35 cm in length and are arranged radially. Tracks are fully contained in the barrel

within |η| < 0.62 and in the endcap within |η| < 2.0. On average, a track has 35 TRT hits. Despite

the poorer resolution of an individual straw relative to the silicon detectors, the large number of hits

at a large radius significantly improves the tracking resolution.

A TRT straw has a diameter of 4 mm with a sensing wire in the center. The straw is filled

with a gas mixture that ionizes when a charged particle passes though. The sensing wire is held at

ground and the wall is held at a high negative voltage ( typically 1 kV to 2 kV ). When a charged

particle passes through the wire, ions are created along the path of the particle and drift towards

the sensing wire. Charge is collected at the end of the wire and the signal is amplified and passed

to a discriminator. The discriminator records pulses at two thresholds, a low threshold for tracking,

and a high threshold to identify transition radiation. The low-threshold discriminator records the

presence of a signal over threshold in 3.125 ns intervals to provide pulse width information. Data

are stored in memory on the front end and are read out if a level-1 trigger accept signal is received.

The time over threshold for a given pulse determines the distance between the sensing wire and

the closest approach of the particle. Therefore, the position measurement is more precise than the

physical size of the straw.

The TRT provides tracking measurements and electron identification by detecting transition

radiation (see Section 3.4.3 for a discussion on transition radiation). A radiator material is placed

between the straws that causes the electron to radiate photons as it passes through regions having

different dielectric constants. Transition radiation photons cause a much higher signal in the sensor

and are identified by a higher level discriminator threshold than is used for normal tracking.

6.1.3.1 TRT monitoring

The response of the TRT electronics is scanned periodically. Consistent scanning over time allows

the state of the TRT to be monitored for long term effects. Of particular concern is the effect of

radiation on the gain of the pulse amplifier. Changes in the gain can be monitored by measuring the

noise amplitude. The rate at which noise pulses are accepted depends on the discriminator thresh-

old. In this scan the rate at which the discriminator threshold is passed by noise pulses is scanned
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Figure 6.3: Discriminator thresholds at which the noise rate is 300 kHz for 1/32 of one half of the
TRT barrel (a) and the noise rate averaged over parts of the detector and offset to a common value
as a function of the instantaneous luminosity (b). The change in threshold indicates an effect on the
gain of the pulse amplifier from radiation.

as a function of the discriminator threshold. The benchmark rate is 300 kHz – the rate that gives

approximately 2% detector occupancy. The value of the discrimination threshold at which the rate

is closest to 300 kHz is recorded for every channel. Figure 6.3(a) shows a graphical representation

of the benchmark threshold for 1/32 of one half of the TRT barrel. Regular scans were performed

throughout the 2011 and 2012 data taking periods. Figure 6.3(b) shows the benchmark threshold

averaged over different parts of the detector and offset to a common value plotted as a function of

integrated luminosity. A clear trend is present in the thresholds indicating an effect from the radia-

tion dose. The changes in threshold are well within the dynamic range of the discriminator. Future

monitoring will be important to understanding the effects of radiation on the readout electronics.

6.2 Calorimeters

The ATLAS calorimeters provide energy measurements for electromagnetically interacting electrons

and photons in the electromagnetic (EM) calorimeter and all hadrons up to |η| < 4.8 in the tile

and endcap calorimeters. Two types of detection technologies are used. In the EM calorimeter

and endcap calorimeters, sensors are interleaved with lead absorbers and liquid argon. In the tile

calorimeter, lead tiles are interleaved with scintillating tiles. Figure 6.4 shows a diagram of the

calorimeters in ATLAS.
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Figure 6.4: Diagram of the ATLAS inner detector systems.

6.2.1 Liquid argon calorimeters

The EM barrel and endcap calorimeters, the hadronic endcap calorimeter (HEC), and the forward

calorimeters (FCal) employ a design that interleaves copper sensors and lead absorbers with liquid

argon flowing on either side. The copper sensors are composed of three layers with the outer layers

held at high voltage and the inner layers held at ground. When a particle enters the calorimeter it

begins to shower when it interacts with the high density lead. The secondary particles created by

the shower ionize the liquid argon and the ions drift towards the high voltage sensors. The charge is

collected via capacitive coupling between the outer copper layers and the inner layer and the signal

is digitized with a 16 bit ADC before being read out.

The EM barrel calorimeter covers |η| < 1.4 and is designed to be hermetic in φ. The barrel

is divided at η = 0 into two halves. Figure 6.5 shows a diagram of a section of the EM barrel.

Each half has 1024 accordion-shaped copper electrodes spaced between accordion-shaped absorbers.

The accordion shape ensures that there is no phi dependence on the particle energy measurement.

The copper sensor accordions have three segments in depth ( radially from the interaction point ).

The first layer has fine segmentation in η to provide shower shape measurements. The second layer

occupies most of the radial depth and is where most of the energy is collected. The third layer has

the coarsest segmentation and collects the end of showers from high pT electrons and photons. The

barrel calorimeter has a total of approximately 105 readout channels. A liquid argon presampler is

added in front of the barrel calorimeter and is used to correct for the energy lost by the particle in

the solenoid and cryostat walls.
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Figure 6.5: Diagram of the accordion structure of the LAr calorimeter showing the sensor granu-
larity.

The EM endcap calorimeter is instrumented similarly to the barrel calorimeter with 96 accordion

sensors in each endcap. The endcaps extend EM calorimetry by covering 1.375 < |η| < 3.2. Each

endcap has approximately 30,000 readout channels. The HEC provides hadronic calorimetry between

1.5 < |η| < 3.2 and is placed behind the EM endcap detector. The HEC is composed of copper

plates oriented perpendicular to the beam axis. Liquid argon flows in between absorber and sensor

plates and the signal is collected similarly to the barrel and endcap calorimeters. Three forward

calorimeters cover 3.2 < |η| < 4.9. To cope with the high radiation environment, a higher density

design is used. Liquid argon channels are created by the space between a bulk absorber made of

copper in the first FCal module (closest to the beam spot in z ) and tungsten in the other two

module and copper tubes that lie parallel to the beam axis. The signal is collected by electrodes

inserted in the tube. The three FCals have approximately 30,000 readout channels.

6.2.2 The tile calorimeter

The tile calorimeter measures the energy of hadronically interacting particles in a barrel section

between |η| < 1.0 and extended barrel sections between 0.8 < |η| < 1.7. The detector is composed of

alternating lead absorbing tiles and scintillating tiles. As a particle traverses the hadronic calorime-



6. The ATLAS experiment 46

ter, it showers in the lead tiles and the shower creates scintillation light as it passes through the tiles.

The light is collected by wavelength-shifting fibers and directed towards photomultiplier tubes at

the edge of the detector. Pulses from the photomultiplier tubes are shaped and passed to an ADC

which measures the energy with 16 bit dynamic range.

6.3 Muon spectrometer

The muon spectrometer lies outside of the calorimeters to measure the momenta of muons that pass

through. Muons that enter the barrel muon system within |η| < 1.0 pass through a toroidal magnetic

field generated by eight large toroidal superconducting magnets oriented symmetrically in phi. The

toroidal field is approximately 0.5 Tesla in the bulk, but depends heavily on the distance from the

magnet. Two endcap toroid systems complete the toroidal field for muons having 1.4 < |η| < 2.7.

Four detector technologies are used in the muon system. Monitored drift tubes (MDT) and cathode

strip chambers (CSC) provide precision tracking measurements and resistive plate chambers (RPC)

and thin gap chambers (TGC) provide trigger information. The various detector technologies are:

• Monitored Drift Tubes – Approximately 370000 tubes are arranged longitudinally in the barrel

and azimuthally in the endcap wheels. The tubes are 30 mm diameter aluminum cylinders

with a sensing wire in the center. The tubes are filled with a gas that is easily ionized by

charged particles. Ions are attracted towards a central wire that is held at high voltage. The

signal is read out by electronics at the end of the wire.

• Cathode strip chambers – CSCs are placed at high pseudorapidity and closer to the beam spot

than the MDTs. The chambers are multiple wire proportional chambers with strip readouts

as the cathode. A gas fills the chamber and ions that are produced drift to the cathode strips

where the signals are read out. The CSCs have a total of 67000 readout channels.

• Resistive plate chambers – RPCs provide trigger information in the barrel. Two resistive plates

are placed close together with a gas gap in between. Ionized particles are attracted towards

readout strips. The narrow gap and the choice of gas mixture creates a fast pulse that can be

used for triggering.

• Thin gap chambers – TGSs are used for triggering in the endcap. The design is a multiple

wire proportional chamber with wire pitch, readout pitch, and gas mixture chosen to create a

quick pulse that can be used for triggering.
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6.4 Trigger

A three-level trigger system selects interesting events for offline storage and data analysis. The first

level trigger (L1) is implemented in hardware to provide a quick trigger decision to the front end

electronics. The second level trigger (L2) and third level trigger, called the event filter (EF) are

implemented in software and provide a more accurate measurement of event kinematics. The L2

trigger only runs on regions of interest (ROI) provided by the level 1 trigger and the EF implements

a full event reconstruction. The size of the buffers on the front end electronics are limited and the

level one trigger must make a decision within 2.5 µs of the collision or data are lost. This corresponds

to 100 beam crossings at a bunch spacing of 25 ns. The L1 trigger must reduce the data rate from

the 40 MHz collision rate to 75 kHz. Level one trigger signals are received from the muon system,

the electromagnetic calorimeter, the hadronic calorimeter, and the forward calorimeter. Trigger

objects are defined based on which sub-detector fired the trigger and are categorized into muons,

electromagnetic deposits, central jets, forward jets, and Emiss
T . The threshold for the various objects

is configurable and triggers may be prescaled to reduce their rate. The level two trigger receives data

from ROIs where the level one trigger fired. The number of regions of interest that are identified

depend on the event topology, but the full event data is available to the level two trigger if necessary.

The level two trigger runs basic event reconstruction in the ROIs and provides a decision within 1

to 10 ms. The output rate of the level 2 trigger must be less than 1 kHz. The EF trigger does a full

event level reconstruction and a more detailed calculation of particle momentum and energies. The

EF reduces the output rate to approximately 400 Hz. The full data from each event is approximately

1 Mb in size.

6.5 Data taking conditions

The performance and the integrity of the data readout of each sub-detector is monitored throughout

the data taking period. The information is saved for each lumi block, a period of time corresponding

to approximately two minutes of data taking. If any sub-detector performs non-optimally the data

recorded during that time is labeled as such. A good runs list (GRL) defines the set of data in which

all sub-detectors required for a given analysis are performing optimally. Events that fail the good

runs list requirement are removed from the analysis and the total luminosity analyzed is calculated

with respect to data that pass the good runs list.
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6.6 Monte Carlo simulation

The data collected at the LHC is a mix of many processes. For example, dilepton events can

originate from a number of electroweak processes including Z, WW , ZZ, and tt̄. A prediction of

each contributing process is required in order to understand the makeup of the data and to determine

which event selection is optimal for selecting a given signal process. In principle, predictions of

differential distributions amounts to solving the matrix element of a given process, but in practice

the matrix elements can be difficult or impossible to solve analytically. Additional complication arises

from the nature of collisions at the LHC. Collisions can occur between different partons in the proton,

and a single proton-proton collision can create hundreds of final state particles. The simulation must

also include the effects of pileup. The only way to successfully make predictions is to simulate events

using the Monte Carlo method. The basic Monte Carlo method integrates a function by filling a

space spanned by the function by throwing random numbers. When sufficient statistics are collected

the integral of the function is simply the number of throws that fall below the function divided

by the total number of throws. In the Monte Carlo simulation used for the LHC the integration

occurs over multiple dimensions. This includes the matrix element, the parton distribution functions,

and the probability for additional initial state radiation and final state radiation. Although Monte

Carlo simulation can be complicated, its advantage is that it closely mimics the randomness of

proton collisions. Each random sampling in the multidimensional space considered by the simulation

corresponds to one event and many events are generated to cover the multidimensional space of

interest. This simplistic description outlines the basic methods used, but often optimizations are

made to improve the computational speed and accuracy of the simulation.

A number of different Monte Carlo generators are used in ATLAS. Each generator is designed to

simulate a certain set of processes, but they handle event generation in different manners. Generators

such as Pythia and Alpgen are tree level generators – only tree level diagrams are simulated and no

loop calculations are included. Sherpa and MC@NLO are next to leading order generators, allowing

a loop to enter the calculation. Many other generators exist and are discussed as needed in the

analysis sections. Often generators predict slightly different kinematics for the same process. In

many cases a generator is chosen that best models the data. Differences in the predictions from

different generators are also used to evaluate systematic uncertainties in the theory.

Complete event simulation adds additional steps to the generation process to accurately repro-

duce the LHC environment. The remnants of the colliding protons must be simulated. When a

hard collision occurs between two partons, the remaining partons break up, leaving tracks in the

detector. The probability for multiple interactions of partons also exists and must be simulated.

Event generators produce quarks and gluons in the final state. However, the strong force dictates
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that quarks and gluons cannot be isolated, so when a single quark or gluon is produced, additional

quarks and gluons are pulled out of the vacuum. These additional particles form into a collimated

cone that points along the direction of the original quark or gluon. This process of hadronization

must also be included in the event simulation. The high luminosity of the LHC beams produces

multiple proton-proton interactions in a bunch crossing. A selected event is therefore composed of

the hard scatter of interest plus a number of minimum bias interactions which must be included in

the event simulation.

Once an event is fully generated, all final state particles, which can number in the hundreds

or thousands, are propagated through the detector and the detector response is simulated. The

propagation of charged particles depends on a detailed map of the magnetic field and of the position

and properties of every passive and active detector element. These objects are simulated in a

GEANT4 model of the detector. As particles pass through detector elements a probabilistic model of

particle interactions with matter determines the energy lost. Every sub-detector employs a dedicated

simulation to map the deposited energy into a signal that would be produced by such a deposition.

The simulated detector signals are saved in the same format as they are for data. Through this

procedure the signature of any type of event is simulated. It should be noted that additional

corrections are usually derived to correct the simulation to the data, but in many cases the simulation

performs quite well.

6.7 Coordinate system

All detector elements and particle paths are labeled using a right handed spherical coordinate system

centered at the middle of the beam pipe and in the center of the detector along the beam pipe.

Nominally the distribution of the positions of proton-proton collisions is centered at (x, y, z) =

(0, 0, 0). Coordinates are usually expressed as (r, φ, θ) or (r, φ, η) where r is the radial component, φ

is the azimuthal angle, and θ is the zenith angle. Often particle trajectories use the pseudorapidity,

η, instead of θ, where

η = − ln

(

tan

(

θ

2

))

.

The use of η over θ is preferred because the particle multiplicity is approximately constant as a

function of η.
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The following chapters present multiple indepedent analyses that select final state electrons,

muons, and jets and use Emiss
T to identify the presence of neutrinos. Much of the identification

criteria for these objects is the same across these analyses. However, the analyses presented span

three years of data taking during which the identification critera used to select these objects were

improved. This section describes the baseline identification criteria for these objects. Any differences

with respect to a particular analysis are described therein.

7.1 Tracks

The track reconstruction first identifies a set of hits in the detector that are consistent with a particle

track and then runs a track fit on the points to extract the track parameters. The Kalman track

fitting algorithm is used for tracks recorded in ATLAS [57, 58]. A track fit is carried out iteratively

starting with hits in just the pixel and the first layer of the SCT. The fitted track parameters are

extrapolated to identify candidate hits in the full SCT and is refit with the additional points. Quality

cuts and overlap criteria are applied and passing tracks are extended into the TRT. A final track

fit includes hits from the full inner detector. Tracks having a minimum pT of 500 MeV are used for

physics analyses presented here.

7.2 Calorimeter clusters

Calorimeter clusters are constructed from groups of individual calorimeter cells [59]. The nominal

clustering algorithm used in ATLAS is called topological clustering. A topological cluster is built

by iteratively adding cells surrounding a seed cell. A seed cell has a measured energy 4 × σnoise

where σnoise is the cell’s RMS noise energy. All cells surrounding the seed cell having 2× σnoise are

included and all neighbors to those having any positive signal are included to recover tails of the

energy deposit. Cells can only be associated to one calorimeter cluster. Clusters that have multiple

separated energy depositions are split into separate clusters. The cluster energy is measured at the

electromagnetic scale and is calibrated to match the response of single hadrons from simulation.

Further corrections are applied to account for noise and pileup contributions.

7.3 Electrons

Electrons traverse the inner detector producing tracking hits and stop in the electromagnetic calorime-

ter (EM) leaving a narrow shower ( see Section 3.4 for a description of electromagnetic interactions

in matter and Section 6.2.1 for a description of the EM calorimeter ). Electrons are seeded from

EM calorimeter showers using a sliding window technique [59]. Calorimeter clusters are matched to



7. Common object selection 52

inner detector tracks in a loose ∆η×∆φ window of 0.05× 0.1. The matched track momentum must

be at least 10% of the cluster energy. Wider matching criteria in ∆φ and the large allowance for the

momentum difference between the track and the cluster account for energy loss via bremsstrahlung

in the inner detector. Additional cuts are applied on a number of shower shape variables that dis-

criminate between narrow electromagnetic showers produced by electrons and jets that have wider

showers and more hadronic activity. The variables used and the cuts applied on those variables are

defined at three working points: loose, medium, and tight. The three working points trade off

between real electron identification efficiency and background rejection. The loose working point

has the highest efficiency, but also the largest background contamination while tight has the lowest

efficiency, but rejects more background. A background rejection of approximately 500, 5000, and

50000 is achieved for the loose, medium, and tight working points respectively [60]. In 2011 and

2012 the identification criteria were optimized to account for the effects of increased luminosity and

the working points were correspondingly updated to loose++, medium++ and tight++. The analyses

presented in this dissertation utilize the tight and medium++ working points. Additional cuts are

applied on the electron track quality that also depend on the working point. To reject electrons

from photon conversions, a hit in the pixel b-layer is required if the track crosses an active b-layer

module. The track also must have a minimum number of hits in the silicon detectors. The TRT

is used to identify electrons through transition radiation by requiring that a fraction of hits in the

TRT pass the high-threshold tag ( see Section 3.4.3 for a description of transition radiation and

Section 6.1.3 for a description of the TRT ).

An electron is rejected if it falls in a region of the calorimeter where disabled cells or readout

boards affect the cluster energy measurement. Cuts on the z0 and d0 significance remove non-

collision backgrounds, electrons from heavy flavor decay, photon conversions, and particles from

pileup interactions. In order to further reject jet backgrounds, electrons must be isolated from

additional calorimeter deposits and inner detector tracks. The transverse energy of calorimeter

clusters or tracks is measured within a cone around the object defined by ∆R =

√

(∆φ)
2
+ (∆η)

2
<

X. Typical values for X range between 0.1 and 0.4. The track isolation variable is labeled as ptCone

and the calorimeter isolation variable is labeled as EtCone. A numerical suffix indicates the value

of X used – for example ptCone30 uses a cone of ∆R = 0.3. The track isolation sums all track

momenta around an object, excluding the object itself. The calorimeter isolation is the scalar sum

of calorimeter clusters falling within the defined cone. It does not include the electron cluster energy

itself and is corrected for energy contributions from pileup interactions. Most electrons are also

reconstructed as jets and must be removed from the list of jet objects using an overlap procedure.

Overlap removal may be performed with respect to other objects, and the exact procedure is analysis
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dependent.

The electron energy is measured using the calorimeter cluster. The track pT measurement is

not used because the electron radiates energy via bremsstrahlung radiation as it passes through the

Inner Detector material ( see Section 3.4.2 for a description of bremsstrahlung radiation ). If the

electron track has more than four silicon detector hits, the track η and φ are used to complete the

four-vector. Otherwise, the cluster η and φ are used. In 2012 the electron track measurements were

improved by refitting electron tracks using a Gaussian Sum Fitter [61] that allows for energy loss at

points where matter is traversed in the track fit.

The electron energy scale and resolution are measured in data using events from the Z resonance

mass peak [60]. A comparison is made to the simulated Z lineshape to extract pT and η dependent

smearing factors to correct the simulated Z lineshape to agree with the data.

7.4 Muons

Muons are identified using the Staco Combined algorithm [59] which performs a statistical combi-

nation between a muon spectrometer track and a matched inner detector track. Quality cuts are

applied on the inner detector track to ensure that it is well measured. The track must have a min-

imum number of hits in the silicon and TRT detectors: one hit in the pixel b-layer and two hits

in the entire pixel detector, 6 hits in the SCT, less than 3 holes ( where a hit is expected but not

observed ) in the entire silicon detector, and an η dependent requirement of the number of hits in

the TRT. Cuts are applied on the z0 and the d0 significance of the inner detector track relative to

the primary vertex. These cuts reduce backgrounds from heavy flavor decays, cosmic muons, and

other non-collision backgrounds. To further reject muons produced in heavy flavor jets, muons are

required to be isolated. Both calorimeter based and track based isolation variables are used that

follow the same calculation that is used for electrons.

As in the electron case the muon energy scale and resolution are measured in data using events

from the Z resonance mass peak [62]. A comparison is made to the simulated Z lineshape to extract

pT and η dependent smearing factors to correct the simulated Z lineshape to agree with the data.

7.5 Jets

Quarks and gluons produced in pp collisions hadronize to produce a collimated shower of charged

and neutral particles collectively called a jet. Jet reconstruction consists of grouping calorimeter

clusters into one object that best estimates the direction and momentum of the original particle.

Jet reconstruction can also be performed on tracks, but all jets used herein use calorimeter clusters.
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Jets are reconstructed using the anti-kt algorithm [63] with a distance parameter of R = 0.4. The

jet energy is measured at the same scale as deposits in the electromagnetic calorimeter (EM scale)

and is corrected to most accurately recover the true jet energy [64]. Jets are first corrected for

energy deposits from pileup collisions with weights that depend on the pileup multiplicity and the

number of reconstructed primary vertices. An energy calibration that corrects to the hadronic scale

is derived from simulation. Finally additional in-situ corrections are applied to achieve the final jet

energy. The corrections are derived from Z + jet, γ + jet, and dijet events [65]. Jet energy scale

uncertainties are also derived using these methods.

Jets originating from pileup collisions are rejected by requiring a minimum jet vertex fraction

(JVF). The JVF is the momentum fraction of tracks pointing to the jet area that originate from the

highest
∑

p2T,track vertex. Jets that originate from pileup vertices have few tracks from the highest
∑

p2T,track vertex pointing to it and therefore have JVF near zero. For jets originating from the

highest
∑

p2T,track vertex most of the pointing tracks originate from this vertex and the jet has JVF

near one. Jets that have no associated tracks are assigned JVF = −1 and are not vetoed by the

JVF requirement. The specific JVF cuts depend on the pileup conditions and are therefore analysis

dependent.

Jets initiated by a b-quark tend to have sufficiently long lifetimes such that a secondary vertex

from the B hadron decay can be identified. Multiple algorithms are implemented to identify b-quark

initiated jets including the SV1, IP3D, and JetFitter algorithms [66]. The SV1 algorithm attempts

to find a secondary vertex among the tracks associated to a jet. The IP3D algorithm uses the impact

parameters of tracks associated to a jet in a likelihood ratio technique. The JetFitter algorithm uses

the topology of b-hadron and c-hadron decays within the jet. For 2012 data, an additional algorithm,

MV1, combines the SV1, IP3D, and JetFitter algorithms in a neural network to take full advantage

of the b-tagging power of the three methods.

7.6 Primary vertex

The primary vertex, the pp interaction vertex from which the high pT objects in the event originate,

is identified as the vertex that has the largest scalar sum of track pT associated with it. The primary

vertex identification efficiency depends on the final state objects present in the event because they

are included in the primary vertex determination. For dilepton events the efficiency is near 95%.

Figure 7.1 shows the primary vertex reconstruction efficiency for events having various final state

objects.
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Figure 7.1: Probability to reconstruct the incorrect primary vertex as a function of the number
of pileup vertices. Events having multiple final state leptons have less than 5% miss-identification
probability, while events having photons can have over 50% miss-identification probability.

7.7 Missing transverse momentum

The missing transverse momentum (Emiss
T ) measures the momentum imbalance in the transverse

plane to identify particles that escape detection. The Emiss
T , defined as Emiss

T = −∑

i ~p
i
T , is the

vector that balances the summed transverse momentum of all objects in the event. Two versions of

Emiss
T are used in the analyses presented here. In 2010, a simple Emiss

T definition, LocHadTopo,

which sums the calibrated transverse energy of all calorimeter clusters was used. The transverse

momentum of any identified muons are also added into LocHadTopo. In 2011 and 2012, a refined

calculation of Emiss
T , RefFinal, was used. This definition sums the calibrated transverse momenta

of all identified objects and adds any calorimeter cluster that is not associated to an identified

object. This calculation provides a better Emiss
T resolution by using the momenta of calibrated

objects [67, 68]. The RefFinal calculation is,

Emiss,RefFinal
x(y) = Emiss,electron

x(y) +Emiss,γ
x(y) +Emiss,τ

x(y) +Emiss,jets
x(y) +Emiss,soft

x(y) +Emiss,µ
x(y) +Emiss,calo−µ

x(y) (7.1)

where each term is the negative sum of the momenta of all objects associated to that term. The

calculation includes the calibrated momenta of all identified electrons, photons, tau leptons, jets,

and muons. Specific quality criteria, identification cuts, and pT cuts are applied on each object.

All calorimeter clusters that are not associated to an object are included in the Emiss,soft
x(y) term. In

the Emiss,soft
x(y) term was originally separated into a soft jets term and a cell out term. The soft jets

term consists of low pT jets that fail the pT requirement of the Emiss,jets
T term. All other unclustered

energy enters the cell out term. Near the end of the 2012 data taking run these two terms were

combined. An energy flow method is used to improve the resolution of calorimeter clusters in the soft
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term. In the energy flow calculation a match between inner detector tracks and calorimeter clusters

is attempted. If a track match is successful, the cluster ET measurement is replaced with the track

pT measurement. The Emiss,calo−µ
x(y) term accounts for double counting of muon energy deposits in

the calorimeter. If a muon is isolated from nearby jets by ∆R > 0.3, the combined muon momentum

measurement is used which corrects for energy loss in the calorimeter. In this case Emiss,calo−µ
x(y) is

zero. If a muon is not isolated its energy loss in the calorimeter cannot be distinguished from the

jet energy. In this case the muon momentum is measured using only the muon spectrometer and

the estimated energy loss in the calorimeter is included in Emiss,calo−µ
x(y) .

7.7.1 Emiss
T derived quantities

It is often useful to combine Emiss
T with other kinematic variables to take advantage of correlations

between the invisible and visible final state particles. The Emiss,rel
T variable is introduced to reduce

the impact of lepton or jet momentum mismeasurements. It is defined as

Emiss,rel
T =











Emiss
T if ∆φ ≥ π/2

Emiss
T × sin∆φ if ∆φ < π/2

(7.2)

where ∆φ is the difference in φ between the Emiss
T vector and the nearest lepton or jet. If the Emiss

T

is near a lepton or jet Emiss,rel
T is small. Large values of Emiss,rel

T are attained if the Emiss
T is large

and does not point along a lepton or jet. Distributions of Emiss,rel
T are shown for the HWW analysis

in Figure 9.5.

The AxialEmiss
T variable takes advantage of the correlation between Emiss

T and the dilepton pT

when the dilepton system is boosted against the object that produces the Emiss
T . AxialEmiss

T is

defined as

AxialEmiss
T = −Emiss

T × cos∆φ(~pℓℓT , Emiss
T ) (7.3)

Figure 7.2 shows a diagram of the AxialEmiss
T calculation. AxialEmiss

T is equivalent to Emiss
T when the

Emiss
T is directly back-to-back with the dilepton pT. When the Emiss

T is exactly perpendicular to the

dilepton pT, AxialE
miss
T is zero. AxialEmiss

T is negative when the Emiss
T points in the same hemisphere

as the dilepton pT and is positive if the Emiss
T points in the opposite hemisphere. AxialEmiss

T

distributions are shown in Figures 8.12 and 8.14 for the ZZ → ℓ+ℓ−νν̄ analysis.

7.7.2 Track based Emiss
T

A track based Emiss
T (Emiss,track

T ) provides a complimentary measurement of the missing transverse

momentum in an event. The Emiss,track
T is the inverse of the vector sum of the transverse momenta

of all tracks that are consistent with having originated from the primary vertex. The two definitions
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Figure 7.2: Diagram of the AxialEmiss
T calculation. In the diagram AxialEmiss

T is labeled as MetAx.
AxialEmiss

T is equivalent to Emiss
T if the Emiss

T is directly back-to-back with the ~p ℓℓ
T , otherwise the

value is reduced by the cosine of the angle between them and is linear with true Emiss
T .

are complimentary; the Emiss
T includes the momenta of all particles within |η| < 4.9, but is pileup

dependent while Emiss,track
T is pileup independent, but only includes charged particles within |η| <

2.5. Therefore, Emiss,track
T and Emiss

T are used together to achieve more rejection of fake Emiss
T

backgrounds.

The Emiss,track
T sums all good tracks originating from the primary vertex having pT > 500 MeV

and |η| < 2.5. To remove poorly measured tracks, they must have at least one hit in the pixel

detector and at least five hits in the SCT detector. To ensure that the tracks originate from the

primary vertex, the d0 with respect to the highest
∑

ptrack 2
T vertex must be less than 1.5 mm and

z0 sin θ < 1.5. The factor of sin θ accounts for the poorer z0 resolution for tracks at lower θ (higher

η).

This dissertation focuses on events that have multiple electrons or muons. In a small number of

cases the track associated with an electron or muon is not included in the Emiss,track
T calculation.

In these cases the electron or muon momentum is included instead. To improve the resolution of

Emiss,track
T the momentum from all electron tracks are replace with the cluster measurement. The

cluster measurement is better than the track measurement because undergo bremsstrahlung radiation

in the inner detector causing the track momentum measurement to be biased to because lower values.

The calorimeter cluster collects the radiated photons and is a more accurate measurement of the

electron’s momentum.
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T the reconstructed Emiss
T is affected by other activity in the event causing the scale to be

discrepant. At high Emiss
T the reconstructed Emiss

T is dominated by the true Emiss
T component and

the scale agrees to within a few percent.

7.7.3 Emiss
T performance

There are two components to the performance of the Emiss
T calculation: the Emiss

T resolution in

fake Emiss
T events and the scale in true Emiss

T events. In events where there is no true Emiss
T , the

measured Emiss
T is fake and dominated by the detector resolution. Having the best fake Emiss

T

resolution is needed to reject fake Emiss
T backgrounds. In true Emiss

T events the reconstructed Emiss
T

should accurately measure the true Emiss
T . The performance in both true and fake Emiss

T events is

important to the identification of true Emiss
T events and rejection of fake Emiss

T events.

7.7.3.1 True Emiss
T scale

The true Emiss
T scale and linearity is derived using W + jet simulation. The scale is given by

the mean of the difference between the reconstructed and true Emiss
T relative to the true Emiss

T ,

< Emiss,reco
T − Emiss,true

T /Emiss,true
T >. The linearity of the scale is the dependence of the scale on

Emiss,true
T . Figure 7.3 shows the scale as a function of Emiss,true

T . At small values of Emiss,true
T , the

reconstructed Emiss
T is affected by other activity in the event and the scale can be off by as much as

10%. At large Emiss,true
T , it dominates over the other activity and the reconstructed value agrees

with the true value to within a few percent and is fairly linear with true Emiss
T .

7.7.3.2 Sources of fake Emiss
T

Sources of fake Emiss
T are separated into three categories: missed particles, Gaussian resolution from

pileup and the underlying event, and non-Gaussian tails. Missed particles are those that fall outside

of the detector acceptance; |η| < 4.9 for particles that stop in the calorimeter and |η| < 2.7 for
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muons. Holes in the calorimeter and muon system also contribute to this term. The effect of lost

particles on the Emiss
T resolution is small, with other sources dominating the Emiss

T resolution. Non-

Gaussian tails result from lepton or jet mismeasurement. The resolution on these objects is generally

not Gaussian and tends to have long tails where the object’s momentum is measured to be lower

than the true value. Catastrophic mismeasurements resulting in either higher or lower momentum

measurements can cause large Emiss
T tails as well. The resolution from pileup and the underlying

event contributes significantly to fake Emiss
T . This contribution is particularly troublesome because

the resolution scales with the number of pileup interactions.

The Emiss
T resolution in fake Emiss

T events is important for rejecting fake Emiss
T backgrounds when

selecting events that have true Emiss
T . When the fake Emiss

T resolution increases, the background

rejection cut must be increased or additional cuts must be applied to reduce the background con-

tamination at the expense of signal efficiency. The resolution depends strongly on the amount of

activity in the event. The energy measurement of each calorimeter deposit has an uncertainty based

on the cluster resolution. With more activity in the detector, the ET from more calorimeter de-

posits are added into the Emiss
T calculation. The uncertainties on the cluster ET add in quadrature,

increasing the uncertainty and therefore the resolution on the Emiss
T . The x and y components of

fake Emiss
T are Gaussian distributed and the RMS of these distributions are used to measure the

affect of the fake Emiss
T . To a good approximation the resolution scales with the square root of the

∑

ET , the scalar sum of all energy deposits in the event. Figure 7.4 shows the width of the x and y

components of Emiss
T versus

∑

ET in both Z + jets data and simulation. This distribution fits well

to a square root function.

Given that the Emiss
T is a quadrature sum of the x and y components, the fake Emiss

T distribution

can be derived analytically. A quadrature sum of two Gaussian distributed variables follows a

Rayleigh distribution,

f (ξ, σ) =
ξ

σ2
e−ξ2/2σ2

Where the x and y components of Emiss
T are assumed to have the same resolution, σ, and the ξ

is Emiss
T . The mean of a Rayleigh distribution is σ

√

π/2. Therefore the mean of the fake Emiss
T

distribution depends only on the width of the distributions of the x and y components of Emiss
T and

scales as the square root of the total energy deposited. Thus the mean of the Gaussian component of

fake Emiss
T depends on the activity in the event and in particular on the number of pileup collisions.

The distribution of the number of pileup interactions is shown in Figure 5.4. This distribution

increased rapidly in 2011 and again in 2012 making the understanding of fake Emiss
T particularly

important.
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Figure 7.4: The width of the x and y components of Emiss
T as a function of the

∑

ET in data (a)
and simulation (b). The distributions agree between data and simulation and fit well to a square
root function.

7.7.3.3 Fake Emiss
T modeling in simulation

Fake Emiss
T is notoriously difficult to model in simulation. The shape of the simulated fake Emiss

T

resolution depends on the modeling of the underlying event, hadronic recoil from the hard scatter,

the number of pileup interactions, and simulation of the detector response. The effects from pileup

have a significant impact on Emiss
T resolution and are particularly troublesome because they scale

with instantaneous luminosity. Therefore, it is essential to correctly simulate the number of pileup

interactions as well as the kinematics of those distributions.

7.7.3.4 Simulation of pileup multiplicity

Simulated events are generated with a pileup multiplicity (<µ>) that approximates the distribution

in data. Perfect agreement is difficult to achieve because the simulation is often created before all

the data are recorded. Therefore, the simulated distribution is generated to cover the expected

distribution in data and is weighted to match the final data distribution. In simulation, < µ> is

simply the number of additional min-bias interactions added in the event. In data events, <µ> is

a measured quantity. Instead of relying on tracking measurements, which have limited η coverage

and can miss pileup vertices, <µ> is extrapolated in data from the beam current measured using

beam monitors. The average number of pileup interactions is extrapolated from the instantaneous

luminosity using Equation 7.4,

NPU = L × σmb (7.4)
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Figure 7.5: The correlation between the number of reconstructed vertices and <µ>. The red points
are from the simulation and the black points are from data. A clear difference in slope is observed
and a correction factor of 0.89 is derived to correct the simulation.

The only other parameter entering the calculation is the min-bias cross section, σmb. If σmb is

incorrect the measured < µ > distribution will not reflect the true number of pileup interactions.

When the simulated <µ> distribution is reweighted to the incorrect data distribution it is apparent

in the Emiss
T modeling in the simulation. Any discrepancy caused by an incorrect σmb can be resolved

by shifting the data distribution to compensate. The ATLAS experiment has measured the min-bias

cross section [69] to be 60.3 ± 2.1 mb, but extrapolating this measurement from the fiducial volume

of the detector to the inclusive cross section is difficult. Therefore the cross section calculated using

Pythia is used instead. The accuracy of the σmb used in the calculation is checked by measuring the

number of reconstructed primary vertices vs <µ> in both data and simulation. The slope of this

line is essentially the vertex reconstruction efficiency, but if <µ> is measured incorrectly the slope

is also affected. If the slope in data is different than the slope in simulation the pileup has not been

correctly accounted for. Figure 7.5 shows this comparison and a clear difference in slope is observed.

A correction factor of 1.11 is derived to bring the simulation into agreement with the data. The

<µ> in each data event is multiplied by the correction factor and the simulation is reweighted to

match the scaled <µ> distribution.

7.7.3.5 Modeling min-bias events

Pileup is simulated by overlaying the simulated hard scatter event with multiple min-bias collisions

simulated with Pythia. Simulation of min-bias collisions is difficult because of the non-perturbative
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Figure 7.6: Comparisons of track properties in min-bias collisions between data and simulations
having different min-bias tunes. Plot (a) shows the multiplicity of charged particles. Plot (b) shows
the differential rate – effectively the cross section – of charged particles. Plot (c) shows the average
track pT versus charged particle multiplicity.

nature of the collisions. Parameters in the min-bias simulation must be tuned in order to reproduce

a number of low level distributions including the charged particle multiplicity and particle pT in

individual collisions [70]. The first tuning is derived in the first small fraction of data recorded in each

new data taking period ( once or twice per year ). Min-bias collisions are recorded using an unbiased

trigger and distributions relevant to the tuning are compared between data and simulation. The

tuning procedure adjusts simulation parameters to best reproduce the data distributions. However

Pythia as well as other event generators do not have enough tunable parameters to completely

describe the data. Figure 7.6 compares the charged particle multiplicity, the differential rate of

charged particles, and the average charged particle pT vs the number of charged particles. Some

tunes agree better than others, but there is no tune that agrees within uncertainties across the entire

distributions. These small disagreements are amplified by the number of pileup interactions – on

average 22 in 2012 data. The combined effect of these mismodelings translate into the modeling the

fake Emiss
T resolution.

Issues with the pileup modeling in the simulation first appeared when the instantaneous lumi-

nosity rapidly increased in 2011. In early 2011 data most crossings had zero or one proton-proton

interaction. After the increase in luminosity the average number of pileup interactions increased to

five. Figure 7.7 compares the Emiss
T distribution between data and simulation in a Z → ℓℓ selec-

tion with 3.5 fb−1 of 2011 data. Discrepancies of up to 50% are observed between the data and

simulation. This discrepancy is a result of poor modeling of simulated pileup interactions. In the
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Figure 7.7: The Emiss
T distribution in Z → ℓℓ events using 3.5 fb−1 of 2011 data. The fake Emiss

T

simulation does not correctly reproduce the Emiss
T distribution showing disagreements as large as

50%.

same selection, tracking level variables are compared with simulation to indicate the source of the

mismodeling. Figure 7.8(a) plots the sum of the momenta of tracks associated to the primary vertex.

This distribution is well modeled by simulation, indicating that the discrepancy does not arise from

the simulation of the hard interaction. Figure 7.8(b) shows the sum of the momenta of tracks using

all tracks in the event and Figure 7.8(c) shows the charged particle multiplicity. Large discrepancies

are observed between data and simulation in both distributions. An ad-hoc solution that improves

the Emiss
T modeling without retuning the simulation is achieved by scaling <µ> in the same manner

used for correcting the number of simulated pileup events as described in Section 7.7.3.4. Scaling

<µ> essentially increases or decreases the amount of pileup that is modeled. Figures 7.8(b) and

7.8(c) indicate that the nominal simulation contains too much pileup. Therefore < µ > can be

shifted down to correct for these discrepancies. Figure 7.9 shows the same tracking distributions

after rescaling <µ> by a factor of 0.83 and much better agreement is observed in the distributions

sensitive to pileup.
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Figure 7.8: Comparisons of track related variables in Z → ℓℓ events between data and simulation
with no <µ> correction. The sum pT of tracks from the primary vertex (a) are modeled well by
simulation. When tracks from all vertices are considered, the simulated sum pT of tracks (b) shows
disagreement with the data. The charged particle multiplicity using tracks from all vertices (c) also
disagrees. These disagreements point to tuning issues in the min-bias simulation.
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Figure 7.9: Comparisons of track related variables in Z → ℓℓ events between data and simulation
with <µ> scaled by 0.83. Relative to Figure 7.8, the modelling of the pileup sensitive distributions,
(b) and (c), are improved.
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Figure 8.1: Summary of Standard Model cross section measurements at ATLAS. The open points
show measurements made at

√
s = 7 TeVand their uncertainties while the closed points show mea-

surements made at
√
s = 8 TeV. The measured cross sections are compared with the theory predic-

tions.

As a prerequisite to searching for new phenomena at the LHC it is essential to validate the stan-

dard model by measuring quantities predicted by the theory and confirmed by previous experiments.

A significant component of this validation is in measuring the cross section of Standard Model pro-

cesses. These measurements also provide a testing ground for understanding event level objects

such as electrons, muons, jets, and missing transverse momentum (Emiss
T ). Many Standard Model

processes are also backgrounds to searches for new physics. Therefore establishing an understanding

of Standard Model processes provides the baseline upon which we search for new physics.

The ATLAS experiment has measured the cross sections of a number of Standard Model pro-

cesses. Figure 8.1 summarizes many of the Standard Model cross section measurements made to

date. All measurements show good agreement with the theory prediction. The following sections will

detail two measurements, the first measurement of the WW cross section at ATLAS in the fully lep-

tonic final state (W+W− → ℓ+νℓ−ν̄), and the first measurement of the ZZ cross section at ATLAS

where one Z boson decays to charged leptons and the other decays to neutrinos (ZZ → ℓ+ℓ−νν̄).

Both measurements rely on the dilepton + Emiss
T final state, but differ in their signal selection cuts.

Both W+W− → ℓ+νℓ−ν̄ and ZZ → ℓ+ℓ−νν̄ events are backgrounds to the search for invisible

decays of the Higgs boson presented in Chapter 10. The ZZ background is the dominant Standard

Model process in the invisible Higgs search. WW contributes to approximately 5% of the background.

W+W− → ℓ+νℓ−ν̄ is also the main background to the search for the Higgs boson in the WW decay

channel presented in Chapter 9.
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Decay mode Branching Fraction (%)
jjjj 45.7
ℓνjj (ℓ = e, µ, τ) 43.8
ℓνℓν (ℓ = e, µ, τ) 10.5

Fully Leptonic breakdown
ℓνℓν (ℓ = e, µ, τ ; τ → eνeντ orµνµντ ) [This Analysis] 6.45
ℓντν + τντν (ℓ = e, µ; τ → h) 4.05

Table 8.1: Final state decay modes in WW events. This analysis selects fully leptonic events, but
hadronic decays of tau leptons are not selected. The fully leptonic branching fraction is broken
down to show the branching fraction that this analysis is sensitive to. Individual particle branching
fractions are taken from the Particle Data Group [1].

8.1 W+W− → ℓ−νℓℓ
+ν̄ℓ cross section measurement

The WW cross section was first measured at ATLAS using 34 pb−1 of data taken in 2010 at
√
s = 7 TeV [71] and is the focus of this section. This measurement has since been updated to

include 4.6 fb−1 of data taken in 2011 at
√
s = 7 TeV [72]. This process has also recently been

measured with the CMS detector at
√
s = 7 TeV [73]. Previous measurements of WW production

were made in e+e− collisions at LEP [74, 75, 76, 77] and in pp̄ collisions at the Tevatron [78, 79].

WW events are mainly produced though t-channel and u-channel interactions of a quark, anti-quark

pair. Approximately 3% of WW events are produced via gluon fusion at
√
s = 7 TeV. Figure 8.2

shows the Feynman diagrams representing the production and leptonic decay of WW . The possible

decay modes of W bosons creates three distinct classes of final states: fully hadronic – when both

W bosons decay to quarks, semi-leptonic – when one W boson decays to leptons and the other

decays to quarks, and fully leptonic – when both W bosons decay to leptons. Table 8.1 shows the

possible final states of WW events and their branching fractions. This analysis selects WW events

in the fully leptonic decay mode. While the fully leptonic decay mode has the smallest branching

fraction, it has far fewer backgrounds than the other decay modes. The fully leptonic branching

fraction in Table 8.1 is further broken down to show the branching fraction to which this analysis is

sensitive, when both W bosons decay to electrons or muons or to taus that subsequently decay to

an electron or muon. After the final selection the ratio of signal to background of more than four.

The theoretical cross section, calculated at next-to-leading order in QCD, is 44 ± 3 pb. Including

the fully leptonic branching ratio selected by this analysis, 96 events are expected before background

reduction cuts are applied.
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Figure 8.2: Feynman diagrams for the production of WW events and their decay to lepton pairs.
Diagram (a) shows the t-channel interaction of a quark and anti-quark. This is the main WW
production process. Digram (b) shows W pair produced through gluon fusion. Although gluon-
gluon interactions occur at a higher rate than qq̄ interactions at the LHC, the loop in the gluon
fusion case suppresses this production mode which contributes approximately 6% of the total cross
section at 7 TeV.

8.1.1 Analysis overview

Candidate events are selected by requiring exactly two reconstructed opposite sign electrons or

muons. Events are separated into three decay channels based on the leptons present in the final

state – ee, eµ, and µµ. This selection is completely dominated by non-WW backgrounds and

additional cuts that use the missing momentum resulting from the escaping neutrinos as well as jet

information must be applied to reject these backgrounds. The main backgrounds are,

• Top – Events where a tt̄ pair is produced are similar to the signal having two W bosons plus

two b-quarks in the final state. Events where a top quark is produced singly with a W boson

also fake the signal, but are produced at a lower rate than tt̄. A jet veto removes a majority

of the top background. This background is approximately 43% of the total in the same flavor

channels and 27% in the eµ channel.

• W + jets – This process constitutes a background when the W decays leptonically and a jet

fakes the second lepton. Although the rate of this process is much larger than the signal, the

lepton identification largely rejects this background. W + jets contributes to 19% of the total

background in the same flavor channels and 36% in the eµ channel

• Z + jets – Events where a Z boson is produced and decays to charged leptons dominate the ee

and µµ channels. There is also a contribution from Z → ττ → µνµντeνeντ in the eµ channel.

Cuts on the dilepton mass and the Emiss
T reduces this to a negligible background in the ee and
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µµ channels and 17% of the background in the eµ channel where the Emiss
T cut is reduced to

improve the signal efficiency.

• WZ – The signal is faked when a WZ pair decays fully leptonically and one of the Z decay

leptons is lost. This background is rejected by requiring exactly two leptons in the event and is

a fairly small background. WZ events are 35% of the background in the same flavor channels

and 18% of the background in the eµ channel.

• ZZ – Fully leptonic or semi-leptonic decays of ZZ are rejected by vetoing events near the Z

mass and this low rate background is negligible.

• H → WW → ℓνℓν – At the time that this measurement was performed the Higgs boson had

not yet been discovered. Indeed the Higgs boson does exist, but for this analysis the selection

is not optimized for Higgs decays which tend to have low Mℓℓ. This background is therefore

considered negligible.

• Dijets – In order for dijet events to fake the signal both jets must fake a lepton. This background

is negligible.

8.1.2 Data and simulation samples

The data were recorded at
√
s = 7 TeV during the 2010 data run. The data are required to be

recorded during stable beam conditions and during nominal detector performance. Events are trig-

gered with single lepton triggers that select events having a 15 GeV electron or 13 GeV muon.

The signal is modeled with MC@NLO [80] and ggWW [81] where the former models quark

initiated events and the latter models gluon fusion production. Inclusive W and Z production are

simulated using Alpgen [82] which implements a leading order calculation with the emission of

up to five final state partons. The remaining backgrounds, tt̄, Wt, WZ, and ZZ are simulated

using MC@NLO. The simulated particles are propagated through the detector and its response is

implemented in a GEANT4 [83] model.

8.1.3 Object reconstruction

As discussed previously this analysis selects final state electrons and muons. Jets and Emiss
T must be

reconstructed for background rejection. This section describes details specific to this analysis and a

generic discussion of each object is given in Chapter 7.
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8.1.3.1 Electrons

Electron reconstruction and identification follows the description in Section 7.3 using the 2010 tight

identification criteria [84]. Electrons must have pT > 20 GeV and |η| < 2.47, but with the transition

region between the barrel and endcap calorimeters within 1.37 < |η| < 1.52 excluded. Electrons

must be isolated from nearby calorimeter deposits with Etcone30 < 6 GeV. The electron track

must have z0 < 10mm and d0 significance less than 10.

8.1.3.2 Muons

Muons are reconstructed using the Staco Combined algorithm as described in Section 7.4. Muons

are required to have pT > 20 GeV and |η| < 2.4 so that the track is contained in the inner detector

volume. An additional cut requires that the momentum measured by the muon spectrometer (MS) is

consistent with the momentum measured by the inner detector (ID), |pIDT − pMS
T |/pIDT < 0.5. Muons

must be isolated from nearby tracks by requiring that ptCone20/pT < 0.1.

8.1.3.3 Jets

Jets are reconstructed as described in Section 7.5. Jets must have pT > 20 GeV and |η| < 3. The

number of pileup interactions was quite low in the 2010 run so no pileup suppression of jets is

applied.

8.1.3.4 Missing transverse momentum

The Emiss
T is reconstructed using the LocHadTopomethod as described in Section 7.7. An alternate

definition, Emiss,rel
T , described in Section 7.7.1 is used to reduce the impact of mismeasured leptons.

This also helps to reduce the background in the eµ channel from Z → ττ because the τ lepton pT

is effectively mismeasured because of the escaping decay neutrinos.

8.1.4 Event selection

Events are first selected with a baseline dilepton selection. Events must have two opposite charge

electrons or muons passing the identification criteria above. Three lepton channels are allowed, ee,

µµ, and eµ. Figure 8.3 shows the dilepton mass distributions for each channel. In the same flavor

channels the Z/γ∗ → ℓℓ process dominates. The contribution from Z/γ∗ → ττ in the eµ channel is

relatively small and tt̄ events dominate. To reduce the background from Z boson events in the same

flavor channels, events having |Mℓℓ − MZ | < 10 GeV are removed. The world average Z mass is

used for MZ [1]. In addition we require Mℓℓ > 15 GeV in all channels to avoid low mass resonances.

Further reduction of Z/γ∗ events is achieved by requiring Emiss,rel
T > 40 GeV in the ee and µµ
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Figure 8.3: Dilepton mass distributions for the ee (a), µµ (b), and eµ (c) channels. At this stage
of the cutflow Z and tt̄ events dominate the selection.

channels and Emiss,rel
T > 20 GeV in the eµ channels. Figure 8.4 shows the Emiss,rel

T distribution

for each channel. The cut in the eµ channel is allowed to be lower because fewer Z/γ∗ events

contaminate the eµ channel. After the Emiss,rel
T cuts are applied tt̄ events dominate the selection.

Figure 8.5 shows the jet multiplicity distribution after the Z mass veto and Emiss,rel
T cuts are applied.

The zero jet bin is mostly comprised by the signal while the tt̄ background tends to have one or

more jets. Therefore a jet veto is applied to remove most of the tt̄ background. Figure 8.6 shows the

Emiss,rel
T distributions for each channel with all cuts except Emiss,rel

T applied illustrating the purity

that is achieved by applying a Emiss,rel
T cut to events with a Z veto and jet veto applied.
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Figure 8.4: Emiss,rel
T distributions for the ee (a), µµ (b), and eµ (c) channels after the veto on the Z

mass in the ee and µµ channels.

Figure 8.5: Jet multiplicity distribution for the three channels combined after the Z mass veto and
the Emiss,rel

T cut. The zero jet bin is dominated by the WW signal while higher jet multiplicities are
dominated by tt̄ events.
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Figure 8.6: Emiss,rel
T distributions for the ee (a), µµ (b), and eµ (c) channels after all cuts except

Emiss,rel
T .

8.1.5 Signal acceptance

In order to calculate the WW cross section, the signal selection efficiency must be determined.

The signal selection accepts only a small phase space of WW decays. The efficiency allows the

measurement made within the fiducial acceptance of the analysis to be extrapolated to the total

WW production cross section. The signal acceptance is separated into two terms, the fiducial

acceptance and reconstruction efficiencies. The fiducial acceptance is determined from the simulated

WW samples. Uncertainties on the fiducial acceptance result from varying the proton PDF in

the CTEQ 6.6 PDF set [85] and varying the Q2 of the interaction. An additional uncertainty is

evaluated from the acceptance difference with respect the MSTW2008 PDF set [11]. The combined

systematic uncertainty is 1.2%. The trigger efficiency, lepton identification efficiencies, and jet

veto efficiency in the simulation are corrected to the data efficiencies. The trigger and lepton
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reconstruction efficiencies are measured using a tag-and-probe method in a pure sample of Z → ℓℓ

events selected in data, and are also measured in Z → ℓℓ simulation. Scale factors for both the

trigger and lepton reconstruction efficiencies are near unity. The lepton momentum uncertainties

are derived from comparing the measured Z width in data and simulation. The combined uncertainty

on trigger and lepton reconstruction efficiencies and lepton momentum scale uncertainties is 4.2%.

To reduce the uncertainty on the jet energy scale and resolution a jet veto scale factor is derived by

calculating the jet veto efficiency in a pure sample of Z → ℓℓ in data and in simulated events. The

jet veto scale factor is 0.97 and has a 6% systematic uncertainty. An additional systematic of 0.5%

is assessed from the effects of pileup interactions. The luminosity uncertainty of 3.4% is measured

using dedicated van der Meer beam scans [86] ( see also Section 5.3 ).

8.1.6 Background estimation

Data driven methods are used to estimate most of the backgrounds in this analysis. The Z/γ∗,

tt̄, and W+ jets backgrounds are estimated using data driven methods and the remaining diboson

backgrounds are estimated using simulation.

8.1.6.1 Z/γ∗ background estimate

The Z/γ∗ background is rejected by a factor of approximately 105 in the same flavor channels by

application of the Z veto cut and in all channels by the Emiss,rel
T cut. The simulation does not a priori

correctly model the Emiss,rel
T distribution as and a data driven method is preferred. Section 7.7.3.3

discusses the issues with modeling Emiss
T in the simulation.

A partially data driven method uses the Z peak region, which is vetoed in the signal selection,

to check the Emiss,rel
T modeling in the simulation. This method uses the observed discrepancy

between the Emiss,rel
T distributions in data and simulation within the Z peak region and applies

that discrepancy as a systematic to the background predicted from simulation in the signal region.

The method assumes that the mechanism that causes a discrepancy between data and simulation

is independent of the invariant mass of the sample. The event selection begins with the baseline

dilepton selection as in 8.1.4. Events must fall in the Z control region (|Mℓℓ −MZ | < 10 GeV) and

the jet veto is applied. This selection provides a large sample of Z events having relatively little WW

signal contamination. The data are then compared to the prediction from simulation. Figure 8.7

shows the Emiss,rel
T distributions for data and simulation in the Z control region. Assuming that any

discrepancy between data and the simulation arises from Z/γ∗ mismodeling of the Emiss
T distribution,
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(a) (b)

Figure 8.7: Emiss,rel
T distribution for data and simulation for events selected within the Z control

region for the ee (a) and µµ (b) channels. The bottom plots show the ratio of data to simulation.

the discrepancy is quantified as

S =
NData(E

miss,rel
T > 30 GeV)−NMC(E

miss,rel
T > 30 GeV)

NDY(E
miss,rel
T > 30 GeV)

(8.1)

Where NData is the number of data events, NMC is the number of events predicted by the sum of

all simulated samples and NDY is the number of events predicted by the Z/γ∗ simulation alone. A

Emiss,rel
T cut of 30 GeV is used because no data exist in the Z control region above Emiss,rel

T = 35 GeV.

Since a 30 GeV cut already selects events well on the tails of the Emiss,rel
T distribution, it is assumed

that the result obtained with this cut value is applicable to the analysis cut value of 40 GeV. The

relevant quantities from Equation 8.1 are shown in Table 8.2.

For both channels the S value is negative indicating that the simulation over estimates the

data. Since the S values provide a handle on the amount by which the simulation disagrees with

data, the absolute values are used. The two channels are combined in a weighted average to give
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Channel NData NMC NDY S
ee 2 2.89 ± 0.43 2.4 ± 0.42 -0.38 ± 0.61
µµ 5 5.97 ± 0.62 4.88 ± 0.61 -0.20 ± 0.47

Table 8.2: Relevant quantities used in Equation 8.1 to estimate the systematic uncertainty on the
Z/γ∗ background.

Figure 8.8: Comparison of the Emiss,rel
T distributions between ee, µµ, and eµ channels. The bottom

plot is a ratio of ee to eµ and µµ to emu.

a prediction of 0.27 ± 0.37. Both the S value and its uncertainty are sensitive to the discrepancy,

so as a conservative estimate the value and its error are added linearly to give a final background

uncertainty of 64%.

The uncertainty obtained from the ee and µµ channels is applied to the eµ channel. This is a

conservative estimate because the simulation is expected to better predict real Emiss
T from τ decays.

In order for the value to apply, the Emiss,rel
T distributions must be similar between the eµ channel

and the ee and µµ channels. Figure 8.8 shows that the shapes agree well between the same flavor

and eµ channels. The presence of a small slope in the ratio plot indicates that the eµ channel tends

to have lower Emiss,rel
T than the ee or µµ channels. In this case, applying the systematic determined

from the same flavor channels is a conservative over estimate of the systematic for the eµ channel.

The central value of the Z/γ∗ background is taken from the Alpgen simulation. Where the

simulation has zero events in the signal region, an upper limit is used. The prediction from the
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Generator ee µ+µ− eµ combined
Alpgen 0.00 ± 0.10 ± 0.07 0.01 ± 0.10 ± 0.07 0.22 ± 0.06 ± 0.15 0.23 ± 0.15 ± 0.17
MC@NLO 0.02 ± 0.01 ± 0.01 0.06 ± 0.02 ± 0.04 0.27 ± 0.07 ± 0.18 0.35 ± 0.07 ± 0.18
Pythia 0.00 ± 0.01 ± 0.01 0.05 ± 0.02 ± 0.03 0.24 ± 0.06 ± 0.16 0.29 ± 0.07 ± 0.16

Table 8.3: Predicted Z/γ∗ contribution in the signal region from three Monte Carlo generators in
each analysis channel. Entries show the statistical uncertainty first and the systematic uncertainty
second. The systematic uncertainties are derived from the data driven estimate.

Alpgen simulation is checked with events generated using MC@NLO and Pythia. Table 8.3

compares the predictions from the three generators which all agree within statistical and systematic

uncertainties.

8.1.6.2 Top background estimate

The tt̄ and Wt backgrounds mimic the dilepton signal when both W bosons decay leptonically.

These events are also accompanied with one or more b-quark initiated jets and additional jets from

ISR and FSR emission of quarks or gluons. Figure 8.5 shows the jet multiplicity distribution for

Z vetoed events having large Emiss,rel
T . This background is largely rejected by selecting events with

zero reconstructed jets. A small fraction of top events have zero reconstructed jets because they fall

below the pT threshold or fall outside of the jet acceptance in η. Two data driven methods are used

to predict the number of top background events in the signal region.

The first method (method A) compares the prediction from simulation to the data separately in

the 2 and 3 jet control region and in the 4 or more jets control region. The ratio of data to simulation

in the control region is applied to the prediction from simulation in the zero jet bin as shown in

Equation 8.2. Sources of systematic uncertainties arise from the non top background subtraction,

variation of the jet ET threshold, and variations of the rate of initial and final state radiation.

NEstimated
Top (Njet = 0) = NMC

Top(Njet = 0)× Ndata(control region)

NMC
Top(control region)

(8.2)

The second method (method B) of estimating the top background derives a jet veto efficiency

in a b-tag control region. The SV1 b-tagging algorithm described in Section 7.5 is used to identify

b-quark initiated jets. Events are selected by applying the full signal selection except for the jet

veto and instead requiring one or more b-tagged jets. The jet veto efficiency, PBtag
1 , is the ratio

of the number of events have zero additional jets to the number of events having one or more

additional jets. A b-tag requirement is not made on the additional jets. The square of PBtag
1 is the

probability for a tt̄ or Wt event that has two or more jets to be reconstructed as a zero jet event.

The ratio of PBtag
1 between data and simulation is applied to the efficiency of the jet veto cut from

simulation. Equation 8.3 shows this calculation where PMC
2 is the jet veto efficiency measured from
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Method MC Method A Method B

Prediction 0.53± 0.12
0.55± 0.10 (Njet = 2&3)
0.52+0.20

−0.17 (Njet ≥ 4)
0.25+0.50

−0.25

Table 8.4: Top background estimates from the simulation and two independent data driven methods.
All results are consistent within uncertainties and the background predicted from simulation is used
as the central value.

simulation. The measured jet veto efficiency, PData
2 is then applied to the number of events passing

the full selection except the jet veto to estimate the number of events in the zero jet bin as shown

in Equation 8.4. Sources of systematics from the jet energy scale uncertainty and from statistical

uncertainty in the b-tag control region are considered.

PData
2 =

(

PBtag,Data
1

)2 PMC
2

(

PBtag,MC
1

)2 (8.3)

NData
Top (ℓℓ+ Emiss

T , 0j) ≈ NData
Top (ℓℓ+ Emiss

T )
(

PBtag,Data
1

)2 PMC
2

(

PBtag,MC
1

)2 , (8.4)

Table 8.4 gives the estimated background from both methods as well as from the simulation. The

two control regions considered in method A give consistent results. Method B predicts a background

that is smaller than Method A by a factor of two, but the results are consistent within the large

statistical and systematic uncertainties. Both methods validate that the simulation correctly predicts

the top background, and the background estimate from the simulation is used.

8.1.6.3 W + jets background estimate

Events in which a single W boson is produced with additional jets can mimic the signal when a

jet fakes a lepton. Although the rate at which jets fake leptons is small, the W production rate is

much larger than the signal making this a small, but non-negligible background. This background is

estimated by selecting events enriched in W bosons that have a fully identified lepton and an object

passing an alternate loose lepton definition that is enriched in jets. The loose lepton definition

inverts identification cuts on electrons and inverts the isolation cuts on muons. The selected events

are weighted by a pT dependent fake factor that quantifies the probability for a loose lepton to be

identified as a signal lepton. The fake factor is determined in a dijet triggered sample. Contributions

from W and Z bosons in this sample are rejected and residual contributions are subtracted using

simulation. The background estimation after all selection cuts is given in Equation 8.5 for the same
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flavor channels and Equation 8.6 for the eµ channel where one must consider the probability for

either an electron or muon to be faked. Table 8.5 shows the estimated W + jets background.

N
ee(µµ)
W+ jet Bkg = fe(µ) ×Ne+Jet-Rich e(µ+Jet-Rich µ) (8.5)

Neµ
W+ jet Bkg = fe ×Nµ ID + Jet-Rich e + fµ ×Nelec. ID + Jet-Rich µ (8.6)

Channel Estimated W+ jet background
ee-channel 0.08±0.05(stat.)±0.03(syst.)
µµ-channel 0±0.29(stat.)±0.10(syst.)
eµ-channel 0.46±0.12(stat.)±0.17(syst.)

ee+ µµ+ eµ-channel 0.54±0.32(stat.)±0.21(syst.)

Table 8.5: Estimated W + jets background in the WW signal region.

8.1.6.4 Diboson background estimate

Diboson production other than WW can present small backgrounds to this measurement. Events

where a WZ pair are produced become a background when both bosons decay to charged leptons

and one of the Z leptons is lost. Cases where the W lepton is lost are removed by the Z mass veto.

Events where a pair of Z bosons or Z+γ are produced are also largely removed by the Z mass veto.

W + γ events are largely reduced because the photon must fake a lepton. All diboson backgrounds

are estimated from simulation giving a combined estimate of 0.39 ± 0.06 (syst.).

8.1.7 Results

After the full WW selection 8 events are observed with an expected background of 1.72 events.

Table 8.6 summarizes the number observed events, the number of expected events from simulation

and the expected background for each channel and for all channels combined.

The WW cross section is extracted using Equation 8.7 where Nobs is the observed number of

events, Nbkg is the estimated background, ǫ is the combined reconstruction efficiency, A is the

acceptance efficiency, L is the integrated luminosity, and Br is the branching ratio. A likelihood

function for Poisson statistics is used to extract the WW cross section. The likelihood function,

shown in Equation 8.8, separates the contribution from each channel in the product. The WW cross

section is determined by maximizing the log likelihood function for σWW . The measured WW cross

section is,

σWW = 40+20
−16(stat.)± 7(syst.)pb.
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The measurement is consistent with the theoretical value of 46 pb. The uncertainty on the

measurement is dominated by the available statistics. More recent measurements of the WW cross

section yield more precise results.

σWW =
Nobs −Nbkg

ǫALBr
(8.7)

F = ln
3
∏

i=1

(

N i
sig +N i

bkg

)Ni
obs

e−(N
i
sig+Ni

bkg)

N i
obs!

, N i
sig = σWWBriǫiAiL (8.8)

Final State e+e−Emiss
T µ+µ−Emiss

T e±µ∓Emiss
T

Observed Events 1 2 5

Expected WW Signal 0.79±0.02±0.09 1.61±0.04±0.14 4.46±0.06±0.44
Backgrounds
Top(MC) 0.04±0.024±0.02 0.14 ±0.06±0.07 0.35±0.10±0.19
W+jets (data-driven) 0.08±0.05±0.03 0 ±0.29±0.10 0.46±0.12±0.17
Z+jets (MC/data-driven) 0 ±0.10±0.07 0.01±0.10±0.07 0.22±0.06±0.15
WZ, ZZ, W/Z+ γ (MC) 0.05±0.01±0.006 0.10±0.004±0.009 0.23±0.05±0.023
Total Background 0.17±0.11±0.08 0.25±0.31±0.15 1.26±0.17±0.31

Table 8.6: The number of observed events, the expected number of events, and the contribution
from each background for the ee, µµ, and eµ channels.

8.1.8 Summary

The WW production cross section was measured using 34 pb−1 of data from the 2010 run taken

at
√
s = 7 TeV. Eight signal events were observed, with 1 event in the ee channel, 2 events in the

µµ channel and 5 events in the eµ channel. A total of 1.26 background events were expected giving

a signal to background ratio greater than 4. The measured cross section of 40+20
−16(stat.) ± 7(syst.)

agrees well with the next-to-leading order prediction of 46 ± 3 pb.

8.2 ZZ → ℓ+ℓ−νℓν̄ℓ cross section measurement

This section presents a measurement of the ZZ cross section using 4.6 fb−1 of data taken during

the full 2011 data run with beams colliding at an energy of
√
s = 7 TeV. Pairs of Z bosons are

produced mainly through collisions of quark, anti-quark pairs. Approximately 6% of ZZ events

are produced via gluon fusion at
√
s = 7 TeV. Figure 8.9 shows the Feynman diagrams for the

production and decay of ZZ to the ℓ+ℓ−νν̄ final state. This analysis was published in combination

with a similar measurement in the ℓℓℓℓ final state [87]. This measurement was recently made with the
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Figure 8.9: Production and decay of Z boson pairs decaying to the ℓ+ℓ−νν̄ final state. A majority
of ZZ events are produced via quark-anti quark collisions (a). Approximately 6% of ZZ events are
produced via gluon fusion (b). Diagram (c) proceeds via a triple gauge coupling which is not allowed
in the Standard Model. Limits are placed on the allowable magnitude of the triple gauge coupling.

CMS detector at
√
s = 7 TeV [73]. Measurements of the ZZ production cross sections have also been

made in e+e− collisions at LEP [88, 89, 90, 91] and in pp̄ collisions at the Tevatron [92, 93]. Table 8.7

shows the possible decay modes of ZZ events and their branching fractions. This final state has

the second-smallest branching fraction, but also suffers from fewer backgrounds than the higher rate

decay modes. The ZZ cross section is measured within the fiducial acceptance of the analysis and is

extrapolated to the full production cross section. Fiducial cross sections are measured differentially

as a function of pT, ∆φ(ℓ, ℓ), and mT by unfolding the reconstructed distributions to the truth level.

In addition limits are placed on anomalous triple gauge couplings (aTGC). Figure 8.9(c) shows the

aTGC diagram which does not exist in the Standard Model. We consider all possible extensions to

the Standard Model Lagrangian that would produce an aTGC and set limits on the magnitude of

those terms.
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Decay mode Branching Fraction (%)
jjjj 48.9
jjνν 28.0
jjℓℓ (ℓ = e, µ, τ) 14.1
νννν 4.0
ℓℓνν (ℓ = e, µ) [This Analysis] 2.7
ℓℓνν (ℓ = τ) 1.3
ℓℓℓℓ (ℓ = e, µ, τ) 1.0

Table 8.7: Final state decay modes of ZZ events. This analysis selects events containing two
opposite-sign charged leptons and two neutrinos. Contributions from leptonic decays of tau leptons
are negligible because event level cuts largely reject these events. Individual particle branching
fractions are taken from the Particle Data Group [1].

8.2.1 Analysis overview

This measurement identifies ZZ events in the ℓℓ + Emiss
T final state with one Z boson decaying

to charged leptons and the other Z boson decaying to neutrinos. The basic event selection is

therefore a same flavor, opposite sign lepton pair having an invariant mass near the Z boson mass

and large Emiss
T from the escaping neutrinos. This event selection suffers from a number of non-ZZ

backgrounds and additional cuts must be added to reject these backgrounds. After the full event

selection described below the ratio of signal to background is approximately one. The background

processes that contribute are,

• WZ – This process becomes a background when both bosons decay leptonically and the W

decay lepton is not identified. This background is the largest and contributes to approximately

56% of the total background.

• WW – A pair of leptonically decaying W bosons fake the signal when the invariant mass of

the decay leptons lies close to the Z mass. WW events constitute approximately 29% of the

total background.

• Top – Top quark pairs (tt̄) produce the same signature as WW but with additional jets.

Events where a top quark is produced singly with a W boson also produce a similar signature,

but at a lower rate than tt̄. A jet veto is applied to reject these backgrounds. This background

is approximately 12% of the total background.

• Z + jets – Events where a single Z boson is produced have no escaping neutrinos and are

largely rejected by requiring large Emiss
T . In a small fraction of events the measured Emiss

T

fluctuates to pass the cut and enters the signal region. This process is approximately 4% of

the total background.
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• W + jets – In order for W + jet events to enter as a background a jet must fake a lepton and

the invariant mass between the real and faked lepton pair must be near the Z boson mass.

The probability for a jet to fake a lepton is small, but the rate of W + jet events is much

larger than the signal. This background small, but not negligible and contributes 3% of the

total background.

• dijets – Similar to the W + jets background, this process is a background when two jets

fake leptons, the lepton invariant mass is near the Z mass peak, and the reconstructed Emiss
T

fluctuates to be large. This high rate process is reduced to less than 1% of the background.

• H → WW , H → ZZ – Higgs production is a negligible background to this measurement. In

H → WW events the dilepton invariant mass falls below the Z mass peak and in H → ZZ

the Emiss
T tends to be smaller than the signal selection cut.

8.2.2 Data and simulation samples

This measurement uses 4.6 fb−1 of data taken during the 2011 data taking period at
√
s = 7 TeV.

The data are required to have been recorded during stable beam conditions and during nominal

detector and data readout performance. Data are recorded using unprescaled single electron and

single muon triggers. As the instantaneous luminosity increased during the 2011 data taking period,

it was necessary to increase the pT threshold at which the lepton triggers were unprescaled. Therefore

events were selected using different triggers depending on which trigger was unprescaled. The highest

pT threshold used was 22 GeV for electrons and 18 GeV for muons.

The ZZ signal and background processes are modeled with a variety of leading order (LO)

and next-to-leading order (NLO) generators. The ZZ signal is modeled using the MC@NLO [80]

generator and is cross-checked using the PowhegBox [94, 95, 96] and Sherpa [97] generators. The

simulated particles are interfaced to a GEANT4 [83] model of the detector. Small differences are

expected from these two generators because MC@NLO uses the narrow width approximation while

PowhegBox and Sherpa do not. In addition Sherpa and PowhegBox treat FSR differently; in

PowhegBox the entire ℓℓνν system is affected by lepton FSR while in Sherpa only the leptonic

decay is affected. Truth level mass and pT distributions are compared between these generators in

Figure 8.10. The contribution from gluon-gluon fusion is not included in the simulation and the

cross section of the signal sample is increased by 6% to compensate. A systematic uncertainty is

applied to account for differences in event kinematics between gluon-gluon fusion and qq̄ collisions.

The WZ background is simulated using Herwig [98], the WW background is simulated with

MC@NLO, W/Z + γ events are simulated with MadGraph [99], and tt̄ and single top events are

simulated using MC@NLO. The Alpgen [82] generator is used to simulate Z/γ∗ and W events.
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Figure 8.10: Truth level comparison of the ZZ signal simulated with MC@NLO, Sherpa, and
PowhegBox. Plots (a) and (b) compare the dilepton and dineutrino mass. MC@NLO uses the
narrow width approximation which generates Z bosons only at the peak of the mass distribution. In
the case of the leptonically decaying Z boson FSR causes lower Mℓℓ. Differences between Sherpa

and PowhegBox are attributed to the treatment of FSR. In Sherpa the entire ℓℓνν system is
affected by FSR whereas PowhegBox treats each Z boson separately. Figures (c) and (d) show pℓℓT
and pννT distributions respectively. Good agreement is observed between the three generators. The
bottom panels of Figures (c) and(d) show the ratio of the Sherpa and PowhegBox samples to the
MC@NLO sample. In figures (b), (c), and (d) a cut is applied on the dilepton mass distribution to
match the analysis cut, 76 GeV < Mℓℓ < 106 GeV.
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The simulation is used to estimate the WZ and Wγ backgrounds while all other backgrounds are

estimated using data-driven techniques.

8.2.3 Object selection

This analysis reconstructs electrons and muons to identify leptonically decaying Z bosons. The Emiss
T

is used to identify the Z boson that decays to neutrinos. Jets must also be identified to implement

a jet veto that rejects the top background. A general description of the reconstruction of analysis is

given in Chapter 7. The following sections describe details of the selection of these objects specific

to this analysis.

8.2.3.1 Electrons

Electrons are reconstructed as described in Section 7.3. The medium++ identification criteria is used,

which is similar to the medium working point, but was optimized for 2011 data taking. Electrons are

required to have pT > 20 GeV, and at least one electron in a di-electron event must have pT > 25 GeV

to ensure that the trigger efficiency is on plateau. Electrons are also selected having pT > 10 GeV

to veto an additional third electron that falls below the pT > 20 GeV requirement. Electrons are

required to have |η| < 2.47 so that the electron track is contained within the inner detector and

the electron shower avoids a transition between the calorimeters. The transition region between the

barrel and endcap calorimeters between 1.37 < |η| < 1.52 has degraded electron performance, but is

included to increase the signal acceptance. The calorimeter isolation requirement is EtCone30/ET <

0.14 and the track isolation requirement is ptCone30/ET < 0.13. Electrons are rejected if they fall

within ∆R = 0.1 of a fully identified muon to ensure that the same object is not reconstructed as

both an electron and a muon.

8.2.3.2 Muons

Muons are identified following the description in Section 7.4. Muons must have pT > 20 GeV and

|η| < 2.4 so that the muon track traverses the inner detector. Muons are selected with pT > 10 GeV

to veto an additional third muon that falls below the pT > 20 GeV requirement. The calorimeter

isolation requirement is EtCone30/pT < 0.14 and the track isolation requirement is ptCone30/pT <

0.15. The z0 of the inner detector track with respect to the primary vertex must be less than 1 mm

and the d0 significance must be less than 3.
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8.2.3.3 Jets

Jets are reconstructed as described in Section 7.5. Jets must have pT > 25 GeV and |η| < 4.5. To

remove jets from pileup collisions, we require |JVF| < 0.75.

8.2.3.4 Missing transverse momentum

The RefFinal Emiss
T calculation is used as described in Section 7.7. In signal events the Emiss

T is

expected to be back-to-back with the leptonically decaying Z boson. Therefore to enhance the

sensitivity to the signal, the AxialEmiss
T definition described in Section 7.7.1 is used.

8.2.4 Event selection

A baseline dilepton event selection requires exactly two opposite sign, same flavor electrons or muons

having pT > 20 GeV. Events are separated into two channels based on the final state leptons present,

ee, and µµ. To reduce the background from WZ where the pT of the W decay lepton falls below

20 GeV a veto is applied on any additional electrons or muons having 10 GeV < pT < 20 GeV.

Figure 8.11 shows the dilepton mass distribution in each channel. A majority of signal events

have on-shell Z bosons causing the dilepton mass distribution to peak at the Z mass. To remove

backgrounds that do not peak at the Z mass such as WW and tt̄ the dilepton mass is required to be

consistent with the Z mass, 76 GeV < Mℓℓ < 106 GeV. This selection is dominated by Z/γ∗ events

and further cuts are be applied to purify the signal selection.

A cut is applied on the AxialEmiss
T distribution to reject Z/γ∗ events. Figure 8.12 shows

the AxialEmiss
T distribution for events that pass the Mℓℓ cut. The fake Emiss

T background is

centered around zero while the signal tends to have large and positive AxialEmiss
T . A cut of

AxialEmiss
T > 75 GeV is applied to remove a majority of the Z/γ∗ background. After the AxialEmiss

T

cut, backgrounds having real Emiss
T dominate. Figure 8.13 shows the jet multiplicity after the Mℓℓ

and AxialEmiss
T cuts are applied. The signal prefers the zero jet bin while the top background tends

to have two or more jets. A jet veto is applied to reject the tt̄ and Wt backgrounds while keeping

most of the signal. In signal events having no high pT jets the two Z bosons are produced back-

to-back and have approximately the same pT. The Emiss
T , which measures the pT of the invisibly

decaying Z boson, should therefore be similar in magnitude to pℓℓT . Therefore a cut on the fractional

pT difference, |Emiss
T − pℓℓT |/pℓℓT < 0.4, is applied to select signal events. Any Z/γ∗ events that pass

the AxialEmiss
T cut most likely do not have high pℓℓT and therefore have large fractional pT difference

and fail the cut. This cut, applied in addition to the AxialEmiss
T cut implies a minimum pℓℓT cut of

75/1.4. To illustrate the effect of the jet veto and AxialEmiss
T cuts, figure 8.14 shows the AxialEmiss

T

with all cuts applied except AxialEmiss
T and figure 8.15 shows the jet multiplicity distribution after
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Figure 8.11: Invariant mass distributions after the baseline dilepton selection in the ee (a) and µµ
(b) channels.
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Figure 8.12: AxialEmiss
T distributions after the Mℓℓ cut in the ee (a) and µµ (b) channels.

all cuts except the jet veto. Figure 8.16 shows Mℓℓ after all cuts. A peak consistent with the Z mass

is observed from the presence of signal ZZ → ℓ+ℓ−νν̄ events.

8.2.5 Background estimation

A number of processes present backgrounds to this measurement. After the full signal selection

approximately half of the selected events are expected to be from background processes. Therefore
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Figure 8.13: Jet multiplicity distributions in the ee (a) and µµ (b) channels after the Mℓℓ and
AxialEmiss

T cuts are applied.
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Figure 8.14: AxialEmiss
T distributions after all cuts except for AxialEmiss

T in the ee (a) and µµ (b)
channels.
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Figure 8.15: Jet multiplicity distributions after all cuts except for the jet veto in the ee (a) and µµ
(b) channels.
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Figure 8.16: Dilepton mass distributions after all cuts in the ee (a) and µµ (b) channels.
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it is essential to accurately predict these backgrounds. All backgrounds are estimated using data

driven techniques except for the WZ background which is estimated using the simulation.

8.2.5.1 Combined WW + top+ Z → ττ estimate

The combination of the WW top, and Z → τ+τ− backgrounds is estimated using the eµ control

region. These backgrounds all exhibit flavor symmetry; the branching fraction to eµ is twice the

branching fraction to ee or µµ. The eµ control region is essentially signal free. The only possible

signal contamination occurs when the leptonically decaying Z boson decays to tau leptons, but these

events fall below the Mℓℓ window considered for the analysis. Differences in lepton identification

and reconstruction efficiencies are corrected using the Z resonance in the ee and µµ channels. The

estimate in the ee and µµ channels are,

Nest
ee = Ndata

eµ × kee, kee =
1

2

√

Ndata
ee /Ndata

µµ (8.9)

Nest
µµ = Ndata

eµ × kµµ, kµµ =
1

2

√

Ndata
µµ /Ndata

ee (8.10)

The number of eµ events, Ndata
eµ , are corrected for small backgrounds by subtracting the contribution

from processes that do not exhibit the flavor symmetry using simulation. Systematic uncertainties

are derived from a closure test using simulation and from uncertainties in subtracting backgrounds

using simulation. The uncertainty on the estimate is dominated by statistical uncertainties.

8.2.5.2 Z/γ∗ background estimate

The Z/γ∗ background is estimated using a single photon control region. The method will be briefly

described here; see Chapter 11 for a complete description. Single photon events are selected as

a proxy to Z/γ∗ events because they both have no true Emiss
T . The Emiss

T is therefore dominated

by fake sources in both samples. Using data events avoids the modeling issues in simulation that

are discussed in Section 7.7.3.3. In addition, single photon events are produced through the same

processes as Z/γ∗ events. Single photons provide a high statistics control region because they are

produced at a similar rate to Z/γ∗, but do not suffer from the 3% lepton branching fraction. The

principle difference between single photon and Z/γ∗ events is that Z/γ∗ are massive while photons

are not. This difference manifests its self in the difference between the photon pT distribution (pγT )

and the pℓℓT distribution. To account for this difference the pγT distribution is reweighted to match

the pℓℓT distribution.

Photons are selected using single photon triggers of varying pT thresholds. Photon triggers having

low pT thresholds must be prescaled to reduce the rate. The prescale is relatively smaller for higher
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threshold triggers and the 80 GeV trigger threshold is not prescaled in 2011 data. Events that pass

prescaled triggers must be corrected to reproduce the correct pileup distribution. Trigger prescales

are changed between data runs and within runs to maintain a constant trigger rate. At higher

instantaneous luminosity the trigger prescales are increased. The number of pileup interactions scales

with the instantaneous luminosity causing the prescaled triggers to be biased towards lower pileup

conditions. To correct for the bias, the distribution of the average number of pileup interactions for

prescaled triggers is weighted to match the distribution for the unprescaled trigger.

After the pγT and prescale weights are applied the Axial Emiss
T and fractional pT difference cuts are

applied to the single photon distribution where pγT replaces the pℓℓT in both definitions. Systematics

are derived from dijet contamination, subtraction of real Emiss
T backgrounds in the single photon

sample using simulation, and the performance of the single photon method in a low AxialEmiss
T

control region.

8.2.5.3 W + jet background estimate

The W + jet background is estimated using a matrix method. The matrix maps the reconstructed

lepton type (tight, loose) to the true lepton type (real, fake). The loose lepton definition is enhanced

in jet fakes and is used as a baseline to estimate the probability for a jet to fake a tight lepton. The

source of fake leptons depends on the lepton flavor. Electrons are faked by decays in flight from

heavy flavor jets, by light flavor jets where the jet topology passes the electron identification cuts and

by photon conversions. The loose electron definition loosens the PID requirement and removes the

isolation cuts. Muons are faked mainly by heavy flavor decays in flight. The loose muon definition

removes the isolation cuts. The terms in the matrix consist of lepton efficiencies measured in a pure

Z sample and loose lepton fake factors derived in a dijet control region. Using the loose and tight

( denoted L and T respectively ) definitions there are four types of events, TT, LT, TL, and LL.

The matrix maps these four types events to the true composition of the event having real and fake

( denoted R and F respectively ) leptons, RR, RF, FR, FF. The matrix equation is,


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






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
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(8.11)

where NXX is the number of events having the signatures described above, r1 and r2 are the true

lepton efficiencies for the leading and subleading leptons respectively, and f1 and f2 are the probabil-

ities for a loose lepton to fake a tight lepton for the leading and subleading leptons respectively. The



8. Standard Model measurements 92

lepton efficiencies and jet fake factors depend on the pT of the object and are binned accordingly.

The number of estimated W + jets is,

NW+ jets =

events
∑

i

N i
RF × ri1 × f i

2 +N i
FR × f i

1 × ri2 (8.12)

Where NFR and NRF are determined from solving Equation 8.11.

The lepton reconstruction efficiency is determined using a selection of pure Z events. Events are

required to have one tight and one loose lepton and the invariant mass must be within 5 GeV of

the Z mass. The efficiency determined as a function of pT is the fraction of loose leptons in this

selection that pass the tight identification criteria. The jet fake factor is determined in a jet rich

control region. Events are selected with a jet trigger and are required to have exactly one loose

lepton. Sources of true leptons are vetoed and the remaining true lepton background is subtracted

using simulation. The fake factor is the fraction of loose leptons in this selection that pass the tight

identification criteria.

8.2.6 Cross section and fiducial volume definition

The cross section is measured within the fiducial volume of this analysis and this measurement

extrapolated to the total phase space. The fiducial cross section suffers from fewer uncertainties

than the total cross section and allows for a comparison with theory by measuring the ZZ rate with

fewer uncertainties. The fiducial cross section is given by,

σfiducial
zz =

Nobs −Nbkg

CZZL
(8.13)

Where CZZ is the reconstruction efficiency within the fiducial volume,

CZZ =
NMC

final reco.

NMC in fiducial volume
generator

×
[

ǫdatatrig

ǫMC
trig

× ǫdatareco

ǫMC
reco

×
ǫdatajet veto

ǫMC
jet veto

]

(8.14)

The first term measures the reconstruction efficiency using simulation and the terms in the brackets

correct the lepton trigger and reconstruction efficiencies and the jet veto efficiency to those measured

in data. The total cross section is measured by including an additional factor, AZZ , which is the

efficiency of the fiducial volume selection relative to the full phase space. The full phase space

considered is all events where both Z/γ∗ are on shell having masses between 66 GeV < MZ <

116 GeV. AZZ is given by

AZZ =
NMC in fiducial volume

generator

N total
generator

(8.15)

The total cross section is,

σtotal
zz =

Nobs −Nbkg

BR(ZZ → ℓℓνν)AZZCZZL
(8.16)
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ee channel µµ channel combined
AZZ 0.081± 0.001± 0.005
CZZ 0.625± 0.005± 0.024 0.766± 0.005± 0.015 0.695± 0.004± 0.014

Table 8.8: Reconstruction efficiencies for the ZZ signal determined from PowhegBox simulation.
AZZ is the efficiency for generated events to fall in the fiducial volume and CZZ is the efficiency for
generated events in the fiducial volume to be reconstructed. CZZ is measured for each channel and
AZZ is assumed to be the same in both channels.

The fiducial volume definition should closely resemble the event selection and events that fail the

fiducial selection should not pass the nominal event selection. The fiducial definition is,

• Exactly two opposite sign electrons or muons having pT > 20 GeV and |η| < 2.5

• 76 GeV < Mℓℓ < 106 GeV

• AxialEmiss
T – −pννT × cos(∆φ(pννT , pℓℓT )) > 75 GeV

• Fractional pT difference – |pℓℓT − pννT |/pℓℓT < 0.4

• Jet Veto – no particle level jets having pT > 25 GeV and |η| < 4.5 with electron-jet overlap

removal, ∆R(e, j) > 0.3

• leptons cannot overlap because of isolation requirements – ∆R(ℓ, ℓ) > 0.3

8.2.7 Signal acceptance

As described previously the signal acceptance is separated into two terms. Table 8.8 shows the

efficiencies and their uncertainties. The efficiency of the fiducial volume selection, AZZ , is de-

termined using PowhegBox simulation. Uncertainties on AZZ are derived from comparisons to

aMC@NLO [100] and from variations by a factor of two on the renormalization and factorization

scale. An additional uncertainty accounts for the 6% contribution from the gluon fusion process

which is not included in the PowhegBox simulation. The affect of gluon fusion is evaluated using

a sample generated with gg2zz [101]. The total uncertainty on AZZ is 6.3%. The uncertainty on CZZ

is derived from comparisons to other simulations and from uncertainties on lepton reconstruction,

lepton energy scale, jet energy scale, Emiss
T scale, and the jet veto efficiency. The total combined

uncertainty on CZZ is 2.1%. The luminosity uncertainty is 1.8%, an improvement on the 3.4%

uncertainty used in earlier 2011 analysis and in particular the analysis presented in Section 9.2.
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Final State e+e−Emiss
T µ+µ−Emiss

T ℓℓ+ Emiss
T

Observed Events 35 52 87

Expected ZZ Signal 18.2±0.5±1.9 22.1±0.6±2.2 40.3±0.4±4.0
Backgrounds
WZ (MC) 8.9±0.5±0.4 11.9±0.5±0.3 20.8±0.7±0.5
Wγ (MC) 0.1±0.1±0.1 0.1±0.1±0.1 0.2±0.1±0.1
WW + top + Z → ττ (data-driven) 8.5±2.1±0.5 10.6±2.6±0.6 19.1±3.3±0.8
Z+jets (data-driven) 2.6±0.7±1.0 2.7±0.8±1.2 5.3±1.1±1.6
W+ jets (data-driven) 0.7±0.3±0.3 0.7±0.2±0.2 1.4±0.4±0.4
Total Background 20.8±2.2±1.2 26.1±2.7±1.4 46.9±2.7±3.5

Table 8.9: The number of observed events, the expected number of events, and the contribution
from each background for the ee and µµ channels.

Fiducial, ee channel 4.9+2.2
−1.9(stat.)

+0.9
−0.9(syst.)± 0.1(lumi) fb

Fiducial, µµ channel 7.1+2.1
−1.9(stat.)

+0.9
−0.9(syst.)± 0.1(lumi) fb

Fiducial, combined 12.5+3.0
−2.8(stat.)

+1.0
−1.1(syst.)± 0.2(lumi) fb

Total, combined 5.7+1.4
−1.3(stat.)

+0.7
−0.6(syst.)± 0.1(lumi) pb

Table 8.10: Measured ZZ cross sections with uncertainties.

8.2.8 Results

The number of observed events and the expectation from each background is shown in Table 8.9.

The observed number of events is consistent with the prediction from signal plus the background

expectation. Approximately half of the observed events are expected to be from signal events. The

measured cross section is extracted by maximizing a likelihood function for the best fit cross section.

The results for both the fiducial and total cross sections are shown in Table 8.10.

8.2.9 Differential cross sections and limits on anomalous triple gauge

couplings

To further facilitate the comparison with theory differential cross sections are measured in three

distributions, pℓℓT , ∆φ(ℓ, ℓ), and the transverse mass, mT . Differential cross sections are measured

within the fiducial acceptance as defined above in Section 8.2.6. Measured distributions are un-

folded to the truth level distributions. A matrix derived from simulation maps the reconstructed

distribution to the truth level distribution and accounts for bin-to-bin migration. Additional system-

atic uncertainties are assessed to account for uncertainties in deriving the matrix from simulation.

Figure 8.17 shows the unfolded differential cross section measurements.
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Figure 8.17: Differential cross section measurements unfolded to the generator level. The blue band
shows the total uncertainty on the measurement and is compared to the PowhegBox simulation
shown by the red line.

Limits are placed on possible extensions to the Standard Model that result in an anomalous

ZZγ or ZZZ triple gauge coupling following the method developed by Baur and Rainwater [102].

Anomalous TGCs tend to increase the ZZ cross section at high pZT . The ZZ → ℓℓνν channel is

particularly sensitive to this enhancement because it produces large Emiss
T and pℓℓT . Figure 8.18 shows

the binned pℓℓT distribution with predictions from aTGC enhancements. In Figure 8.19 the combined

result from this analysis and the ℓℓℓℓ channel are combined and compared to previous measurements

at LEP [103] and the Tevatron [104] .

8.2.10 Summary

The ZZ cross section was measured in the ℓℓνν final state at
√
s = 7 TeV using 4.6 fb−1 of data

taken during the 2011 data run. The cross section was measured within the fiducial acceptance of

the analysis and was extrapolated to measure the total ZZ cross section. Differential cross sections

were provided in pℓℓT , ∆φ(ℓ, ℓ), and mT and limits were set on anomalous triple gauge couplings.

Results were combined with similar measurements in the ℓℓℓℓ channel. The measured total cross
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Figure 8.18: pℓℓT distribution with predictions from various anomalous TGC predictions.
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Figure 8.19: Combined anomalous TGC limits compared to limits from LEP and the Tevatron.
This measurement significantly improves on previous limits.

section of 5.7+1.4
−1.3(stat.)

+0.7
−0.6(syst.)± 0.1(lumi) pb agrees well with the cross section measured in the

ℓℓℓℓ channel, 7.0+0.9
−0.8(stat.)

+0.4
−0.3(syst.) ± 0.1(lumi) pb and with the theoretical NLO prediction of

5.89+0.22
−0.18 pb. The higher center of mass energy and higher luminosity of the LHC facilitates much

improved limits on anomalous triple gauge couplings over LEP and the Tevatron.
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9.1 Observation of the Higgs boson

On July 4, 2012 the CMS and ATLAS experiments each announced 5σ evidence for the discovery

of a Higgs-like boson [105, 106]. In the year since the discovery, additional data have been used

to measure the spin of the new boson, providing further confirmation that a Higgs boson [107] was

discovered (see Section 3.1 for details on Higgs properties). The discovery of the Higgs boson marked

a significant milestone in the history of particle physics and completed a major goal of the LHC pro-

gram. Three channels contributed significantly to the discovery: H → γγ, H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ−,

and H → W+W (∗)− → ℓ+νℓ−ν̄. Once the leptonic decay branching ratios are taken into account,

H → W+W (∗)− → ℓ+νℓ−ν̄ has the highest rate, but it also suffers from large backgrounds and has

poor mass resolution. The H → γγ channel has no additional branching ratio and has the second

highest rate. The Higgs mass is fully reconstructed in this channel, but the signal lies under a large

continuum γγ background. H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ− has the lowest rate because of the 1% branch-

ing fraction to four charged leptons ( see Table 8.7 ), but a Higgs mass peak is reconstructed on top of

a relatively small background. Figure 9.1 shows the final signal selection plots for the three channels.

An excess of events is observed in all three channels and the H → γγ and H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ−

show a mass peak near 125 GeV. Figure 9.2 shows the local probability (p0) – the probability that

the observed number of events is due to a statistical fluctuation of the background – for each channel

and for the combination of all channels. The H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ− and H → γγ channels show

an excess of 3.6 σ and 4.5 σ respectively near 125 GeV and a broad 2 σ excess is observed in the

H → W+W (∗)− → ℓ+νℓ−ν̄ channel. The combination of the three channels shows the presence of

a signal with 6 σ significance meaning that that probability that the observed excesses is due to

fluctuation of the background is 1 in 109.

9.2 H → W+W (∗)− → ℓ+νℓ−ν̄ search

The WW decay mode is particularly useful in the search for the Higgs boson. For Higgs masses

above twice the W mass the two W bosons are on-shell and the Higgs decays to WW most of the

time ( see Section 3.1 for a discussion of Higgs branching fractions ). At lower masses the WW decay

rate begins to drop as one W boson must be off shell. This channel therefore provides the best Higgs

exclusion above 140 GeV and is competitive with other channels down to approximately 120 GeV.

The H → WW process is identified in the fully leptonic decay mode giving it a ℓℓ+Emiss
T signature.

Similar to the WW cross section measurement presented in Section 8.1, the fully leptonic branching

fraction is the smallest, ( see Table 8.1 ) but also has the smallest background. A particularly

challenging element of this analysis is separating the H → WW signal from the continuum WW
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Figure 9.1: Final signal selection plots for the H → γγ (a), H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ− (b), and
H → W+W (∗)− → ℓ+νℓ−ν̄ (c) channels. Events in Figure (a) are weighted by the sensitivity of
each H → γγ sub-channel to show the sensitivity of all sub-channels combined.
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Figure 9.2: The observed and expected local probability for all channels contributing to the Higgs
boson discovery. The H → γγ and H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ− channels both show excess events at
significances of 4.5σ and 3.6σ respectively near 125 GeV. The H → W+W (∗)− → ℓ+νℓ−ν̄ channel
has poor mass resolution, but observes a broad excess at a significance of 2.8 σ. The combined
significance is 6σ – sufficient to claim discovery of a Higgs-like boson. The H → bb̄ and H → τ+τ−

channels do not have enough sensitivity in this dataset to observe a signal at the predicted standard
model rate.
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background. The Higgs signal is discriminated from the WW background using topological cuts

that are sensitive to the spin of the WW system. The W decay is fully parity violating such that

the anti-matter decay particle is preferentially emitted along the spin of the W . When the W bosons

originate from a spin 0 Higgs boson, the spins of the W bosons must be opposite. The left-handed

nature of the weak interaction means that W− bosons must decay to an anti-neutrino and the W+

boson must decay to a neutrino. This causes the two charged leptons to be preferentially emitted in

the same direction. Continuum WW production occurs through a mixture of the spins of the initial

state quarks and the leptons instead tend to be back-to-back. Therefore the azimuthal separation

between the two charged leptons (∆φ(ℓ, ℓ)) is used to discriminate H → WW from continuum WW

production. This channel has a poor mass resolution because the Emiss
T measures only the sum of the

neutrino momenta and only transverse information is available. The best measure of the WW mass

is the transverse mass (mT ) defined as mT =

√

(

Eℓℓ
T + Emiss

T

)2 − |pℓℓT + Emiss
T |2 which measures the

mass using only transverse quantities. The transverse mass distribution is used as the final signal

discriminant.

9.2.1 Analysis overview

This section reports on a search for H → WW using 4.6 fb−1 of data recorded with beams colliding

at
√
s = 7 TeV from the full 2011 data run. This result was published in Ref [108] and has been

updated to include the full 2011 and 2012 datasets in [109]. This quantity of data could not provide

enough sensitivity to observe the Higgs boson, but a large range of masses, between 127 GeV and 233

GeV were excluded. The equivalent search was performed in this channel with the CMS detector [110]

and masses between 129 GeV and 270 GeVwere excluded. The CMS result has also been updated to

include the full 2011 and 2012 datasets [111]. This channel was a major contribution to the Higgs

mass exclusion from the Tevatron [112] which excluded masses between 147 GeV and 180 GeV.

Events are separated into three channels based on the final state leptons present: ee, eµ, and

µµ. The transverse momentum carried by the escaping neutrinos is identified as large Emiss
T . The

analysis is additionally separated into zero jet, one jet, and two jet channels. The zero jet channel

has the highest sensitivity because it has the smallest background from top events. The one jet

channel suffers from the top background, but adds additional sensitivity. The two jet channel selects

Higgs bosons produced via VBF but has little sensitivity in the 2011 dataset.

9.2.2 H → WW signal

The main Higgs production mechanism is through gluon fusion. Figure 9.3 shows the production

of a Higgs boson and subsequent decay to the final state of interest. The gluon fusion production
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Figure 9.3: Feynman diagram for the production of a Higgs boson via gluon fusion that decays to
WW with the subsequent decay to the fully leptonic final state.

cross section is calculated to next-to-next-to leading order in QCD [113]. For a Higgs boson having

mH = 125 GeV the cross section is 15.13 pb. The production proceeds through a quark loop that

is dominated by the top and bottom quarks because they have the largest Yukawa couplings to the

Higgs boson. Calculations show that the corrections to the cross section from adding higher order

terms are large, leading to a large uncertainty on the Higgs production cross section. The signal is

simulated using the Powheg [94, 95, 96] generator. Samples are generated for a number of Higgs

mass hypotheses between 110 GeV and 600 GeV.

The predicted number of signal events depends on the mass hypothesis. The production cross

section decreases as the Higgs mass increases, and the branching ratio to WW depends strongly

on the Higgs mass when it is below a mass of 160 GeV (see Section 3.1 for a discussion of Higgs

production rates and branching fractions). In retrospect, the Higgs boson that was discovered

has a mass of approximately 125 GeV. The production cross section at this mass is 15.3 pb and

the branching fraction to WW is 21.5%. Including the branching fraction to the fully leptonic

final state, approximately 1000 H → W+W (∗)− → ℓ+νℓ−ν̄ events are produced in the 2011 dataset.

Background rejection cuts further reduce the available signal events.

9.2.3 Object and event selection

At low Higgs masses one of the W bosons is off-shell and one decay lepton tends to have low pT. To

have the best signal efficiency the lepton pT requirement should therefore be low. However, low pT

leptons are often faked by jets, and the W + jet background increases if the pT requirement is lower.

To balance these two effects, electrons and muons are required to have pT > 15 GeV. To reduce the

W + jet background, electrons are required to pass the tight++ requirement and both electrons
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and muons must pass tight calorimeter and track isolation. Sections 7.3 and 7.4 give a detailed

description of electron and muon reconstruction. The Emiss
T is reconstructed using the RefFinal

algorithm as described in Section 7.7. To reduce the impact of lepton mismeasurements on the Emiss
T

the Emiss,rel
T definition is used. Jets are reconstructed using the anti-kt algorithm as described in

Section 7.5. To remove jets originating from pileup vertices we require |JVF| > 0.75.

The baseline event selection requires two opposite sign electrons, muons, or an electron and a

muon, making three channels: ee, µµ, and eµ. At least one final state lepton must match a trigger

object and the matching lepton must have pT > 25 GeV so that the trigger efficiency is on plateau.

Since the background composition is different between the same flavor and eµ channels, different cuts

are made where necessary. In the same flavor channels, the Z resonance and low mass resonances

are vetoed by requiring Mℓℓ > 12 GeV and |Mℓℓ−MZ | > 15 GeV while in the eµ channel we require

Mℓℓ > 10 GeV. Figure 9.4 shows the dilepton mass distributions for each channel. The prediction

for a Higgs boson having mH = 125 GeV is shown in red. The dilepton invariant mass from a low

mass Higgs boson tends to be small. For Higgs mass hypothesis below mH = 200 GeV the invariant

mass requirement is Mℓℓ < 50 GeV. For higher mass hypothesis, the invariant mass must be less

than 150 GeV except for the Z mass window which is vetoed in the ee and µµ channels. The Z/γ∗

background is largely removed by requiring Emiss,rel
T > 45 GeV in the same flavor channels and

Emiss,rel
T > 25 GeV in the eµ channel. In the eµ channel the cut is lowered because there is less

background from Z → ττ than from Z → ee and Z → µµ in the same flavor channels. Figure 9.5

shows the Emiss,rel
T distributions for each channel. As described previously the analysis is separated

into events having zero, one, and two jets with a VBF signature. The zero jet analysis provides the

most sensitivity and will be the focus of the event selection. Figure 9.6 shows the jet multiplicity

distribution for all channels combined after Emiss,rel
T and Mℓℓ cuts are applied. The zero jet bin has

the smallest background from top events and a majority of the signal. At this stage of the signal

selection, the contribution of Z/γ∗ events still dominates the selection. In Z/γ∗ events that pass the

jet veto, the pℓℓT tends to be small while in signal events having zero jets pℓℓT is approximately equal

to Emiss
T . Therefore, to further reject the Z/γ∗ background, we require pℓℓT > 45 GeV in the same

flavor channels and pℓℓT > 30 GeV in the eµ channel. To take advantage of the spin correlation in

H → WW to discriminate it from continuum WW , the azimuthal opening angle of the two leptons

must be ∆φ(ℓ, ℓ) < 1.8 for Higgs mass hypothesis below mH = 200 GeV. For higher masses the

leptons tend to be farther apart and this cut is not applied. The final discriminating variable is the

transverse mass. Figure 9.7 shows the transverse mass for all channels combined. The expectation

for a mH = 125 GeV signal is shown in black.
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Figure 9.4: Dilepton mass distributions in the ee (a), µµ (b), and eµ channels (c) after the baseline
lepton selection.
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Figure 9.5: Emiss,rel
T distributions in the ee (a), µµ (b), and eµ channels (c) after the baseline lepton

selection.
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Figure 9.7: Transverse mass distribution for the three channels combined after all signal cuts are
applied.

9.2.4 Emiss
T studies

The Emiss
T performance is an essential element to this analysis, particularly in the ee and µµ channels

where the large Z/γ∗ background is large and must be suppressed. As is evident in Figure 9.5 a

compromise must be made between rejecting the Z/γ∗ background and preserving signal events.

The complicated decay topology of the WW system causes the signal to have a broad Emiss,rel
T

distribution that cuts off by 100 GeV. Low Emiss,rel
T events are caused by low neutrino momentum

or when the Emiss
T points near a lepton. The distribution cuts off at high Emiss,rel

T because the Emiss
T

only measures the combined neutrino momentum which is a combination of the momenta and decay

topology of the two W bosons. This differs from the ZZ → ℓ+ℓ−νν̄ case described in Section 8.2

where the Emiss
T can be much larger because it measures the momentum of just one particle. The goal

of understanding the Emiss
T is to reduce the Z/γ∗ background as much as possible while maintaining

an acceptable signal efficiency.

The efficiency of the Emiss,rel
T (or Emiss

T ) cut depends on the fake met resolution. The Emiss,rel
T

distribution falls rapidly, by approximately one order of magnitude for every 20 GeV in Emiss,rel
T .

Therefore the efficiency of the Emiss,rel
T cut is highly sensitive to the various sources of fake Emiss

T .

Many improvements were made in the terms that contribute to Emiss,rel
T during the 2011 data taking

period. The calculation of the muon Emiss
T term was improved, the jet calibration was improved, the

cluster calibration was changed, and the simulation was retuned. The retuning caused the simulated

Emiss
T distribution to significantly disagree with the distribution in data. These changes motivated

studies of the Emiss
T resolution and pileup modeling. The results of these studies were described

in Section 7.7.3.3. In particular, the improved understanding of the pileup modeling led to the

development of pileup rescaling that effectively adjusts the amount of simulated pileup and led to
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improvements in future simulations.

9.2.5 Background estimates

Backgrounds are a challenging aspect of this analysis. As shown in Figure 9.7 the signal is small

compared to the WW background and in addition other backgrounds from top, W + jets, Z + jets,

and diboson processes contribute at a similar level as the signal.

The WW background is estimated using simulation. A correction to the normalization of the

simulation is derived in a WW rich control region where all event cuts are applied except for the

∆φ(ℓ, ℓ) cut and where Mℓℓ > MZ + 15 GeV. in the same flavor channels and Mℓℓ > 80 GeV in the

eµ channel. The normalization factor derived in the control region is then applied to the simulation

in the signal region.

The top background is estimated using a similar method as used in the WW cross section

measurement described in Section 8.1.6.2. A jet veto probability is determined a control region

having at least one b-tagged jet. The square of the jet veto probability is applied to the number of

top events with no jet veto applied to predict the number of top events in the zero jet bin.

The W + jets background estimate uses a fake factor method similar to that described in Sec-

tion 8.1.6.3 for the WW cross section measurement. Loose lepton definitions which are enhanced in

jet fakes are constructed for electron and muons. The probability for a jet to fake each loose lepton

type is derived in a jet rich control region. The fake factor is determined as a function of the pT

of the faking object. The signal selection is applied to events having one nominal lepton and one

loose lepton and the derived fake factors are applied to the loose leptons to determine the W + jets

background.

The Z/γ∗ background in the same flavor channels is estimated using the Z rich control region

that is vetoed in the signal selection. In the eµ channel the background from Z/γ∗ is smaller and

is estimated using simulation. The ratio of events passing the nominal Emiss,rel
T cut of 45 GeV to

the number of events in the 20 GeV < Emiss,rel
T < 45 GeV is measured in the Z control region. This

ratio is applied to the 20 GeV < Emiss,rel
T < 45 GeV of the signal selection to estimate the number of

Z/γ∗ events passing the nominal cut. Estimates of this background were also made using the single

photon method and are described in Section 11.4.1.

The backgrounds from other diboson processes such as Wγ, WZ, and ZZ are estimated using

simulation.
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Signal WW WZ/ZZ/Wγ top Z/γ∗ W + jets Total bkg Observed
39.0 ± 0.2 276 ± 17 33 ± 2 45 ± 3 28 ± 6 44 ± 1 425 ± 26 429

Table 9.1: The predicted number of signal events for the signal having mH = 125 GeVas well as
the estimated background contributions with the observed number of events in the zero jet signal
region. Note that the final results are obtained from a fit to the mT distribution and the signal
sensitivity is greater than what is reflected by the results in this table.
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Figure 9.8: Expected and observed 95% confidence level limits on the allowed range of Higgs masses.
Figure (a) shows the limits between 110 GeV < mh < 600 GeV and (b) shows the limit in the low
mass region only. Higgs masses between 130 GeV and 260 GeV are excluded at 95% confidence.

9.2.6 Results

Table 9.1 shows the number of observed events and the expected number of signal and background

events. No significant discrepancy is observed over the background prediction and a log likelihood

function is used to extract limits on the allowed Higgs masses. The likelihood function is composed of

Poisson terms for each lepton and jet bin channel and is further binned in mT to increase sensitivity

to the signal. Terms for the WW and tt̄ control regions are included in the likelihood function to

extract the normalization of those backgrounds. Limits on the allowed range of Higgs masses are

shown in Figure 9.8. This channel alone excludes the presence of a Higgs boson produced with the

Standard Model rate between 130 GeV < mH < 260 GeV at 95% confidence. The analysis loses

sensitivity at low mass because the H → WW branching fraction falls rapidly at low Higgs masses.

However, it is clear that the analysis is close to being sensitive to a 125 GeV Higgs boson and after

including data from the full 2012 run the presence of a signal is clear.
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9.2.7 Summary

Limits were placed on the allowed mass of a Standard Model Higgs boson using the H → WW decay

mode. Using 4.6 fb−1 recorded at a center of mass energy of
√
s = 7 TeV production of a Standard

Model Higgs boson is excluded for masses between 130 GeV and 260 GeV. This analysis did not

include enough data to discover the Higgs boson, but when additional data from the 2012 run this

channel has sufficient sensitivity to contribute to the discovery.
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Since the discovery of the Higgs boson a major experimental goal has been to measure its branch-

ing fractions. The ATLAS experiment has measured branching fractions in many visible channels

including γγ [114], ZZ [115], and WW [108]. In addition searches in the ττ [116] and bb̄ [117]

channels are approching the sensitivity to where their branching fractions can be measured. An

additional possibility exists where the Higgs boson decays to particles that cannot be detected.

These decays contribute to the invisible branching fraction. The invisible branching fraction can

be inferred from the measured branching fractions, but instead this analysis directly searches for

invisible decays. The expected invisible branching fraction is small, so this analysis is only sensitive

to anomalous enhancements of it. Many new physics models predict an enhanced branching fraction

to invisible particles, but one particularly compelling possibility is that the Higgs boson decays to a

pair of dark matter particles. The observed limits on the invisible branching fraction are interpreted

as a limit on the coupling between the Higgs boson and the dark matter particle in a simple Higgs

Portal model that is discussed in Section 4.4. The limits on the coupling are converted into limits on

the coupling between the dark matter particle and the nucleon to compare to the direct detection

scattering experiments described in Section 4.3.1.

This search is performed using 4.6 fb−1 of data taken at
√
s = 7 TeV from the full 2011 run

and 13.1 fb−1 of data taken at
√
s = 8 TeV from a portion of the 2012 run. This search has been

presented by the ATLAS experiment in Ref [118] and the CMS experiment has recently published

prelminary results in this search [119]. In order to tag the event in which the Higgs decays invisibly,

it must be produced with one or more visible particles. This search requires the Higgs boson to be

produced in association with a Z boson that decays to charged leptons. The Feynman diagram for

this process is shown in Figure 10.1. To select this signal this search requires two leptons consistent

with the decay of a Z boson plus Emiss
T from the escaping invisible decay products of the Higgs

boson.

10.1 Standard Model expectation

Although a Standard Model contribution to the invisible branching fraction of the Higgs boson

exists, it is relatively small. Figure 10.2 shows three possible contributions to the Standard Model

branching fraction. Diagram 10.2(a) is strongly suppressed because of helicity; a left handed neutrino

and right handed anti-neutrino cannot originate from a spin 0 state. Diagram 10.2(b) shows the

direct coupling of the Higgs boson to two neutrinos. This diagram is suppressed because neutrinos

are extremely light and the coupling to the Higgs boson is expected to be proportional to the neutrino

mass. This process is also suppressed by helicity. Diagram 10.2(c) is then the main contribution

to the invisible branching fraction. Including the requirement that the associated Z boson decays
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Figure 10.1: Feynman diagram for the associated production of a Higgs boson with a Z boson. The
Z boson decays to leptons (e, µ, τ) and the Higgs boson decays to invisible particles, generically
represented by χ.

to leptons (e, µ, or τ) the cross section for this process is 0.025 fb so that fewer than one event is

expected in the full 2012 dataset.
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Figure 10.2: Feynman diagrams representing invisible decays of the Higgs boson. Figure (a) shows
the production of two neutrinos through two intermediate W bosons. This decay decay mode is
helicity suppressed because the Higgs boson is a spin 0 state. Figure (b) shows the direct coupling of
the Higgs boson to two neutrinos. Although the nature of this coupling is not known, it is expected
to be extremely small because the neutrino mass is small. It is also highly suppressed by helicity as
in Figure (a). Figure (c) is then the main Standard Model invisible decay mode of the Higgs boson.
The Higgs boson decays to two Z bosons which both decay to neutrinos

10.2 Analysis overview

In essence this analysis searches for an excess of events over the Standard Model background in the

ℓℓ+Emiss
T channel. A number of backgrounds that contribute at different levels must be accounted

for. A brief summary of these backgrounds is presented below.

• Continuum ZZ → ℓℓνν is irreducible and contributes approximately 70% of the total back-

ground.
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• WZ → ℓνℓℓ where the W decay lepton is not identified either by failing lepton identification

or by falling below the pT threshold. The WZ background contributes to approximately 20%

of the total background.

• Continuum WW → ℓνℓν events where the leptons mimic a Z boson constitute approximately

5% of the background.

• tt̄ and single top quark events where the leptons mimic a Z boson are largely reduced by

applying a jet veto and contribute to approximately 2% of the background.

• Inclusive Z → ℓℓ events are largely reduced by requiring large Emiss
T . Additional cuts are also

applied to further suppress this background. The remaining background contributes less than

1% to the total.

• Inclusive W → ℓν and dijet events can fake the signal if one or two jets are reconstructed as

leptons. These backgrounds are less than 1% of the total.

• H → ZZ(∗) → ℓℓνν, for a 125 GeV SM Higgs boson, would produce Emiss
T that falls below the

cut. Thus, this process is considered negligible.

• H → WW (∗) → ℓνℓν, for a 125 GeV SM Higgs boson, would have a dilepton mass that falls

outside the Z peak and is thus also considered to be negligible.

10.3 Data and simulation samples

This search uses 4.7 fb−1 of data recorded in 2011 at
√
s = 7 TeV and 13.0 fb−1 of data recorded

in 2012 at
√
s = 8 TeV. The two data taking periods are analyzed separately and the results are

combined at the end. Events are selected using a combination of triggers that select single electrons

or muons or a pair of electrons or muons. The trigger efficiency for signal events passing the full

selection cuts described below is nearly 100% in both data periods in the electron channel, and

approximately 95% and 94% in the 2011 and 2012 periods respectively in the muon channel. A

Good Runs List (GRL) selects runs and luminosity blocks within ( see Section 6.5 ) where the beam

conditions are stable and the detectors and readout are performing nominally.

The Powheg [94, 95, 96] Monte Carlo generator is used to simulate the signal. In the simulation

the associatively produced Z boson is forced to decay to e, µ, or τ . The invisible decay of the Higgs

boson is simulated by forcing the Higgs boson to decay to two Z bosons, which are then forced to

decay to neutrinos. The sample is normalized assuming the Standard Model production rate of ZH

and that 100% of the Higgs branching fraction is to invisible particles. Signal samples are generated
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at Higgs boson masses of 115, 120, 125, 130, 150, 200, and 300 GeV. The Higgs boson lineshape is

generated using the narrow width approximation which is a valid assumption because this analysis

is only sensitive to the pT of the invisibly decaying Higgs boson.

Background processes are modeled using tree level and NLO MC generators. Herwig [98] is used

to model ZZ, WZ, and WW production for the 2011 data, and Sherpa [97] for the 2012 data. The

MC@NLO [80] generator is used to model WW , tt̄, Wt, and s-channel single top quark production.

AcerMC [120] models t-channel single top quark production. Inclusive W and Z/γ* production are

simulated with Alpgen [82]. The Powheg and Sherpa generators are also used to simulate Z/γ*

production. For the ZZ and WZ backgrounds, the prediction from simulation is used to estimate

the background contribution. For other processes the simulation is only used to cross-check data

driven background estimates. In order to investigate the contributions from H → WW → ℓνℓν

and H → ZZ → ℓℓνν for a 125 GeV SM Higgs boson, the simulation samples are generated with

Powheg interfaced with Pythia [121] showering.

10.4 Object selection

As with the analyses presented previously that are selected in the ℓℓ + Emiss
T channel, electrons,

muons, jets, and Emiss
T must be reconstructed. In addition a track based Emiss

T is used to suppress

fake Emiss
T backgrounds.

Electrons are reconstructed following Section 7.3 and must pass the medium++ identification

criteria. Electrons are required to have have pT > 20 GeV and |η| < 2.47. Electrons are also selected

with pT > 7 GeV to implement a veto on events that have a third lepton with 7 GeV < pT < 20 GeV.

A track isolation of ptcone20/pT < 0.1 is required. Electrons must not overlap with jets. Therefore

any electron having 0.2 < ∆Re,jet < 0.4 are removed. When ∆Re,jet < 0.2 the jet is removed because

every electron is also reconstructed as a jet. To avoid the case where a muon is also reconstructed

as an electron, any electrons having ∆Re,µ < 0.2 are removed.

Muons are identified by the Staco Combined algorithm in this analysis as described in Section 7.4.

Muons must have pT > 20 GeV and |η| < 2.4. As in the electron case, muons are reconstructed

with pT > 7 GeV to implement a third lepton veto. Muons must be isolated from nearby tracks by

requiring ptcone20/pT < 0.1. The muon track must satisfy z0 < 1 mm and the d0 significance must

be less than 10. Muons are removed if they fall within ∆Rµ,jet < 0.4.

Jets are reconstructed using the anti-kt algorithm following the description in Section 7.5. To

suppress jets from pileup interactions we require JVF < 0.75 in 2011 data and JVF < 0.5 in 2012

data. The cuts change between the two data taking periods to account for the significant increase

in the number of pileup interactions in 2012 ( see Figure 5.4 ).
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The Emiss
T is measured using the RefFinal algorithm described in Section 7.7. Following the

procedure in Section 7.7.3.4 the simulated pileup multiplicity is shifted by a factor of 0.89 to correct

for the cross section used when determining the number of pileup interactions. Application of the

scaling improves the agreement between the simulated fake Emiss
T distribution and the data. In

addition, a track based Emiss
T , Emiss,track

T , is used to further suppress fake Emiss
T backgrounds. See

Section 7.7.2 for a description of the track Emiss
T calculation.

10.5 Event selection

Events are selected using a combination of triggers that select single electrons or muons or a pair

of electrons or muons. Events are further pre-selected by requiring that at least one reconstructed

vertex that has at least three associated tracks with pT > 500 MeV. This analysis is critically

dependent upon the Emiss
T performance, so overall data quality criteria is applied to reject events

having non-collision backgrounds such as cosmic-ray muons and beam-related backgrounds, or events

with degraded detector performance that can cause large mismeasurement of the Emiss
T .

Events must have exactly two opposite-charge electrons or muons. Events are divided into an

ee and µµ channel based on the final state leptons present. To reduce the background from WZ

events where the lepton originating from the W decay has pT < 20 GeV, events are removed if an

additional electron or muon is reconstructed with pT > 7 GeV. The invariant mass of the dilepton

system (Mℓℓ) is required to satisfy 76 GeV < Mℓℓ < 106 GeV to be consistent with leptons decaying

from an on shell Z boson.

Figure 10.3 shows the Emiss
T distributions after the dilepton mass requirement. A disagreement

is observed in the simulated Emiss
T distribution, but the discrepancy is within the systematic uncer-

tainty. To reject the majority of the Z background the Emiss
T is required to be greater than 90 GeV.

Emiss,track
T is used to confirm the presence of true Emiss

T . In events having true Emiss
T originating from

weakly interacting particles, such as neutrinos escaping the detector, the Emiss,track
T is oriented in

the same direction in azimuth as the Emiss
T vector. Therefore the azimuthal difference between Emiss

T

and Emiss,track
T (∆φ(Emiss

T , Emiss,track
T )) is required to be less than 0.2 radians. The distribution of

∆φ(Emiss
T , Emiss,track

T ) in the 2012 data, after the dilepton mass window requirement, is shown in

Figure 10.4.

Under the signal assumption the transverse momentum of the reconstructed Z boson is balanced

by the transverse momentum of the invisibly decaying Higgs boson. The Emiss
T is an accurate

measurement of the Higgs transverse momentum if it is sufficiently large (see Section 7.7.3). The

Emiss
T should therefore be similar in magnitude and back-to-back with the Z momentum measured

by the decay leptons. To select the this signature the azimuthal separation between the dilepton
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Figure 10.3: Emiss
T distributions for the ee (a) and µµ (b) channels after the Mℓℓ cut is applied.
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Figure 10.4: ∆φ(Emiss
T , Emiss,track

T ) distributions for the ee (a) and µµ (b) channels after the Mℓℓ

cut is applied.

system and the Emiss
T (∆φ(Z,Emiss

T )) is required to be greater than 2.6 radians. The decay leptons

from a boosted Z boson are close in azimuth. To remove additional Z/γ∗ background the azimuthal

opening angle of the two leptons (∆φ(ℓ, ℓ)) is required to be less than 1.7 radians. Furthermore the

magnitude of pℓℓT and Emiss
T should be compatible and thus the fractional pT difference, defined as

|Emiss
T − pℓℓT |/pℓℓT , is required to be less than 0.2. The distribution of |Emiss

T − pℓℓT |/pℓℓT in the 2012

data, after the dilepton mass window requirement, is shown in Figure 10.5. Finally, a majority of the

signal is produced in association with no high pT jets whereas backgrounds from boosted Z bosons

and tt̄ pairs tend to have one or more jets. Thus, events are required to have no reconstructed jets

with pT > 20 GeV and |η| < 2.5. The jet multiplicity in the 2012 data after the dilepton mass

window requirement is shown in Figure 10.6.
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Figure 10.5: Fractional pT difference distributions for the ee (a) and µµ (b) channels after the Mℓℓ

cut is applied.
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Figure 10.6: Jet multiplicity distributions for the ee (a) and µµ (b) channels after the Mℓℓ cut is
applied.

10.6 Background estimation

This analysis searches for an excess of events over the Standard Model background. Therefore it is

essential to correctly estimate each background to this search. Many of the methods used here are

the same as those used in the ZZ → ℓ+ℓ−νν̄ analysis because the signal selection and backgrounds

are similar.

10.6.1 ZZ and WZ backgrounds

The ZZ and WZ backgrounds are estimated using the predictions from simulation. The ZZ and

the WZ simulations are normalized to NLO cross sections. The cross section of the ZZ process is

increased by 6% to account for the gluon fusion process which is not included in the simulation.
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Systematic uncertainties are derived from the propagation of reconstructed object uncertainties

and from uncertainties on the production cross section. The total systematic uncertainty on these

backgrounds is 13% in the 2011 data taking period and 12% in the 2012 data taking period. The

simulation of WZ events is validated in a trilepton control region and shows good agreement with

the data.

10.6.2 Combined WW + top+ Z → ττ estimate

The contributions from WW , tt̄, and Z → ττ are estimated using the same method as in the ZZ

cross section (Section 8.2.5.1). These processes exhibit the flavor symmetry in their final states.

The branching fraction to the eµ final state is twice that of the ee or µµ final states. Therefore, the

signal free eµ control region is used to extrapolate these backgrounds to the ee and µµ channels.

Important sources of systematic uncertainty are uncertainties in the simulation used for the

subtraction, and variations in the correction factor, k. The correction factor is measured to be

0.97 in the simulation, and 0.94 in the data in events that pass the dilepton requirement and

no additional cuts. The maximum variation of the correction factor, observed at each cut level

in the signal selection is used to estimate this uncertainty. The differences in kinematics for the

eµ and dielectron or dimuon events are also considered as systematics. The combined systematic

uncertainties from simulation subtraction and the maximum variation of the correction factor is 16%

for the 2012 data. The estimated background from these sources is 4.8 ± 2.2 (stat.) ± 0.8 (syst.)

for the 2012 data, and is consistent with the expectation from the simulation within the uncertainty.

As this data-driven estimate gives a consistent expectation, but with larger uncertainty for the 2011

data, the estimate from for WW , tt̄, and single top quark events are from simulation for the 2011

data.

10.6.3 Z/γ∗ background estimate using ABCD method

The background from inclusive Z boson production is estimated using an ABCD method utilizing

four regions, the signal region, A, and three side-band regions, B-D. The regions are formed by two

uncorrelated variables: the ∆φ(Emiss
T , Emiss,track

T ) and fractional pT difference. Region B is formed by

inverting the ∆φ(Emiss
T , Emiss,track

T ) cut and applying the fractional pT difference cut. Regions C and

D invert the fractional pT difference cut with region C formed by applying the ∆φ(Emiss
T , Emiss,track

T )

cut and region D formed by inverting the cut. The events in the signal region are estimated as

follows:

N est
A = Nobs

B × Nobs
C

Nobs
D

× α (10.1)
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where, Nest
A is the number of estimated Z background in the signal region, and Nobs

X is the number

of observed events in Region X (X=B-D). Contributions from non-Z backgrounds in Regions B-D

are subtracted before applying this equation. A small impact from the correlation between the

two variables is considered in the correction factor α, which is 1.07 (1.04) for the 2011 (2012)

data. Systematic uncertainties are derived by evaluating the compatibility of the Emiss
T distributions

in the control regions and from the variation in the correction factor after the various selection

requirements. The total systematic uncertainty is 38% in the 2011 data and 21% in the 2012 data.

10.6.4 Z/γ∗ background estimate using single photon method

The Z/γ∗ background is also estimated by using single photon events to model Emiss
T in Z/γ∗ events.

This procedure follows that outlined in Section 8.2.5.2 for the ZZ cross section measurement and

only differs in the cuts applied and the quantity of data analyzed. This procedure is described in

detail in Chapter 11 and the implementation for this search is described in Section 11.3.15.

10.6.5 Inclusive W background estimate

The background from inclusive W production and multijet events is estimated using the Matrix

Method. This method is the same as that described in Section 8.2.5.3. Systematic uncertainties are

dominated by the measurement of the lepton fake rates. The selection requirements that define the

sample from which the fake rates are derived are varied and the deviations in the obtained results

are taken as the systematic uncertainties. These yields an uncertainty of 14% in the 2011 data and

19% in the 2012 data.

10.7 Results

The observed number of events and the estimated contribution from each source of background is

shown in Table 10.1. The expectation for a Higgs boson havingmH = 125 GeV and a 100% branching

ratio to invisible particles is shown. Figure 10.7 shows the final Emiss
T distributions for the 2011 and

2012 data taking periods. In both the 2011 and 2012 data a small deficit is observed relative to the

background prediction. Since no excess is observed we set limits on the allowed invisible branching

fraction of the Higgs boson. Limits are set under two hypotheses; that the invisibly decaying particle

is a Standard Model Higgs boson having mH = 125 GeV and that the invisibly decaying particle

is an additional Higgs boson that is produced through Standard Model couplings. For the latter

case limits are placed on the allowed production cross section times branching ratio for Higgs mass

hypotheses between 115 GeV < mH < 300 GeV.
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Source 2011 2012
ZZ 23.5 ± 0.8 ± 3.1 56.5 ± 1.2 ± 6.8
WZ 6.2 ± 0.4 ± 0.8 13.9 ± 1.2 ± 2.0
tt̄ + WW + Z → τ+τ− 1.5 ± 0.2 ± 0.1 4.8 ± 2.2 ± 0.8
Z + jets 0.16 ± 0.13 ± 0.06 1.4 ± 0.4 ± 0.3
W + jets + multijet 1.4 ± 1.1 ± 0.2 0.48 ± 0.64 ± 0.09
Total Bkg. 33.6 ± 1.7 ± 3.2 77.1 ± 2.9 ± 7.1
Signal mh = 125 GeV 8.1 ± 0.2 ± 0.7 25.4 ± 0.7 ± 2.0
Observed 27 71

Table 10.1: Expected background, expected signal, and observed number of events for the 2011
and 2012 data periods. Uncertainties are listed with the statistical uncertainty first and systematics
second. The signal expectation is shown for a Higgs boson having mH = 125 GeV and 100%
branching ratio to invisible particles.

A profile likelihood is constructed to determine the limits on the allowed invisible branching

fraction. Limits are expressed using the CLs method [122]. This method defines CLs = CLs+b/CLb.

Where CLs+b is the probability that the signal plus background produces the observation and CLb

is the probability that only the background produces the observation. We consider a model to be

excluded if 1 − CLs > 0.95. Figure 10.8 shows the 95% CL limit on the production cross section

times branching ratio for Higgs mass hypotheses between 115 GeV and 300 GeV. The black dashed

line shows the background only hypothesis and the solid black line shows the observed exclusion.

The observed line is below the expected because a deficit of events was observed. The red dashed

line shows the expectation from a Higgs boson having 100% branching ratio to invisible particles.

The green and yellow bands show the 68% and 95% uncertainties on the limit. Figure 10.9 shows

1− CL for the invisible branching ratio for a Standard Model Higgs boson having mH = 125 GeV.

The dashed black line shows the expected 1− CL and the observation is shown in black. Red lines

indicate the 68% and 95% CL. We exclude BR(H → invisible) > 65% at 68% confidence.

10.8 Dark matter interpretation of branching ratio limits

One possible interpretation for an enhanced branching fraction to invisible particles is that the

Higgs boson decays to the dark matter particles that are expected to comprise approximately 24%

of the energy density of the universe. Chapter 4 describes the evidence for dark matter and possible

models for the nature of dark matter on the particle level. The invisible branching fraction limits

are interpreted in terms of a coupling between the Higgs boson and dark matter, λhχχ, as described

in Section 4.4. Limits on both λhχχ and the coupling constant between the Higgs boson and the

nucleon, σχN , are calculated as a function of mχ. These results are compared to limits from direct

detection scattering experiments interpreted in terms of λhχχ and σχN . In calculating the limits all
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Figure 10.7: Final Emiss
T distributions for the 2011 (a) and 2012 (b) data taking periods. The signal

expectation is shown for a Higgs boson having mH = 125 GeV and 100% branching ratio to invisible
particles.
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Figure 10.9: 1 − CL for the invisible branching ratio for a Standard Model Higgs boson having
mH = 125 GeV. The dashed black line shows the expected 1−CL and the observation is shown in
black. Red lines indicate the 68% and 95% CL.

variable value
v 174.0 GeV
mh 125.0 GeV
mN 1.0 GeV
fN 0.326
fN upper syst. 0.629
fN lower syst. 0.260
ΓTotal
h 4.07 MeV

Table 10.2: Values for variables used in Equations 4.1 through 4.6.

variables in Equations 4.1- 4.6 are constants except for mχ, λhχχ, and σχN . The inputs used for the

remaining variables are given in Table 10.2. Limits on λhχχ vs mχ are shown in Figure 10.10 for

the scalar (10.10(a)), vector (10.10(b)), and majorana (10.10(c)) hypotheses. All direct detection

results incur a large uncertainty from the Higgs-Nucleon form factor uncertainty. Figure 10.11 shows

limits on σχN vs. mχ. Direct detection results are published as limits on σχN vs. mχ and need

no further conversion. The invisible branching ratio limits are shown for the scalar, vector, and

majorana fermion hypothesis as three curves. The hashed bands on the invisible branching ratio

limits show the uncertainty resulting from the systematic variation of fN .

It is evident from Figures 10.10 and 10.11 that the invisible branching fraction limits are com-

plimentary to the direct detection limits. Direct detection experiments provide the strongest limits

at high mass, but they loose all sensitivity below about 10 GeV. The invisible branching fraction

limits are sensitive only below mh/2 and provide exclusion below 10 GeV where the direct detection

results do not reach. The limits from the scalar, vector, and fermion dark matter species depend

differently on the dark matter mass, but all exclude a large range of the coupling strength at low

mass. Therefore, within the Higgs portal model – which makes a generic assumption to test the
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Figure 10.10: Limits on λhχχ vs mχ for scalar (a), vector (b), and majorana fermion (c) dark matter
in the Higgs portal model. In the case of fermionic dark matter the limit is placed on λhχχ/Λ to
account for the cutoff scale introduced to regulate the non-renormalizable operator. All limits from
direct detection limits incur an uncertainty from fN .
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Higgs-dark matter coupling – the coupling between dark matter and the Higgs boson is strongly

limited across a large range of dark matter mass.
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Many processes studied at the LHC produce two charged leptons and one or more undetected

neutrinos such as those presented in Sections 8.1,8.2,9.2, and 10. In the inclusive dilepton final state

Z/γ∗ events dominate over other processes by at least a factor of ten. Generally analyses that use

the dilepton plus Emiss
T final state require large missing transverse momentum (Emiss

T ) to reject the

Z/γ∗ background. The remaining Z/γ∗ background in the signal region is estimated using data

driven techniques. This method determines the shape of the full fake Emiss
T distribution in Z/γ∗

events using single photon events. The following sections describe the method in detail and show

its application in three dilepton + Emiss
T analyses.

11.1 Motivation

This method provides a robust data-driven estimate of the Z/γ∗ background to a dilepton + Emiss
T

final state. The similarity between single photon events and Z/γ∗ events allows certain event level

distributions to be modeled using the corresponding distributions in single photon events. The

Emiss
T distribution is the primary distribution that the method models. The Emiss

T distribution is

dominated by fake Emiss
T sources in both Z/γ∗ events and single photon events because neither

process produces final state neutrinos.8 The contributions to the fake Emiss
T resolution are similar

in both types of events making the shapes of the fake Emiss
T distributions look similar between

the two samples. However, the difference between the pT distribution of single photons and the pℓℓT

distribution in Z/γ∗ events prevents complete agreement in the Emiss
T distributions. A pT dependent

weight must be applied to the single photon sample to correct the difference in the pT distribution.

Additional weights may be required as well depending on the specific implementation of the method.

The corrected single photon Emiss
T distribution should accurately reproduce the distribution in Z/γ∗

events. The Z/γ∗ background passing the Emiss
T cut applied by the analysis is simply determined

by applying the same cut on the corrected single photon Emiss
T distribution. The method can model

certain additional distributions; some possibilities are discussed below.

11.2 Compatibility between single photon and Z/γ∗ events

The success of the method relies on the similarity between single photon events and Z/γ∗ events.

Fake Emiss
T arises from the same sources in both single photon events and Z/γ∗ events. In particular

both samples experience the same pileup, underlying event, and hadronic recoil. The pileup and

underlying event are the same because on average they are common for all collisions. The similarity

in the hadronic recoil is evident in comparing the Feynman diagrams of both processes shown in

8Heavy flavor decays can produce neutrinos, but they will be a negligible contribution in the cases considered
here.
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Figure 11.1. For each diagram in the second row (b-d) the Z/γ∗ propagator is replaced with a real

photon in the digram below it (e-g). This replacement is valid for all diagrams except diagram (a).

However, diagram (a) produces the Z/γ∗ having zero transverse momentum because there is no

recoiling quark or gluon. Low momentum Z/γ∗ cannot be modeled with the single photon method

because photons are triggered only above a minimum pT of 20 GeV. Fortunately the signal selection

of most ℓℓ + Emiss
T analyses require that the dilepton system is boosted. Therefore low momentum

Z/γ∗ can be ignored and single photon events will only be used to model Z/γ∗ events after pℓℓT and

pγT cuts of at least 20 GeV are applied. The similarity between single photons and Z/γ∗ extends to

higher order diagrams as well. This guarantees that the hadronic recoil system is similar in properly

matched single photon and Z/γ∗ events.
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Figure 11.1: Feynman diagrams for the tree level production of Z/γ∗ (first and second rows) and
single photons (last row). For each Z/γ∗ production diagram in the second row the Z/γ∗ can simply
be replaced with a real photon. Diagram (a) does not allow this replacement, but it also produces
Z/γ∗ with zero transverse momentum. Low momentum Z/γ∗ cannot be modeled with the single
photon method because of trigger thresholds, but they are usually rejected in the event selection.



11. Z/γ∗ background estimate using single photons 126

11.3 Basic single photon method

The goal of the single photon method is to model the Emiss
T in Z/γ∗ events using single photon

events. While the Emiss
T is the principle distribution to model, other distributions may be modeled

as well. The procedure is outlined as follows,

1. Select a sample of single photon events.

2. Select a sample of Z/γ∗ events.

3. Apply cuts to the single photon and the Z/γ∗ sample so that the samples are compatible.

4. Normalize the single photon sample so that it represents the same number of events as the

Z/γ∗sample.

5. Weight the photon pT spectrum to match the Z/γ∗ pT spectrum.

6. Apply any other weights. Additional weights may be needed to improve the agreement between

the single photon and Z/γ∗samples.

7. Subtract real Emiss
T contributions to the single photon sample.

8. Apply Emiss
T cut and any other cuts that are modeled by the single photon sample to derive

the efficiencies of those cuts. The final background estimate is the weighted number of single

photon events remaining after all cuts.

These steps are generic to any use case. The following sections will expand on the specific issues in

each step.

11.3.1 Modeling possibilities

This method is principally intended to model the Emiss
T distribution in Z/γ∗ events. The similarity

between the two samples means that it is often possible to model additional variables. The possible

distributions are separated into three categories.

• Purely leptonic variables. Lepton information is not available in single photon events and

therefore variables such as ∆φ(ℓ, ℓ) cannot be modeled with this method. Cuts on these

variables must be applied before deriving the photon pT weighting.

• Purely non-leptonic variables. Such distributions can be modeled using the single photon

method and include Emiss
T and jet related quantities.
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• Partially leptonic variables. Variables that combine lepton information with Emiss
T or jet quan-

tities are a priori not accessible to this method. For example, Emiss,rel
T requires the angular

separation between the Emiss
T and the nearest lepton as well as the magnitude of the Emiss

T .

While the magnitude of the Emiss
T is modeled using this method, the angular separation is

not. A more advanced method that includes this category of variables will be described in

Section 11.4.

11.3.2 Sample compatibility and normalization

The single photon and Z/γ∗ selection cuts must be compatible such that both samples represent the

same kinematics. In general all cuts that are not modeled using the single photon method should

be applied to the Z/γ∗ sample before the method is carried out. For example, if a cut on a purely

leptonic variable such as ∆φ(ℓ, ℓ) is applied the cut must be applied to the Z/γ∗ sample prior to

applying the method because ∆φ(ℓ, ℓ) cannot be modeled using single photons. Any kinematic cuts

applied in the analysis that can be mapped to the single photon sample should also be applied. For

example, the analyses presented here require a jet veto in the signal selection. The jet veto should

also be applied to the single photon sample so that only zero jet single photon events are used to

model zero jet Z/γ∗ events. A cut on pγT is implicit in the trigger selection, and this minimum must

also be applied to the pℓℓT distribution. If the Z/γ∗ selection applies a higher pℓℓT cut, the same cut

should be applied on the photon pT. In most cases the sample normalization and any weights should

be derived and applied after the compatibility cuts are applied.

After selection cuts are applied to both samples the raw number of events is different between

the two. In order to predict the correct number of events the single photon sample must be weighted

so that it represents the same number of events as the Z/γ∗ sample. This normalization can also be

accomplished as a part of the pγT weighting described below, but for clarity it is described separately.

The normalization is derived in a low Emiss
T control region that is chosen to remove real Emiss

T

contributions in both samples. The control region cut is typically Emiss
T < 40 GeV which is a

compromise between rejecting real Emiss
T contributions but keeping a majority of the single photon

and Z/γ∗ events.

11.3.3 pγT weighting

Although the single photon and Z/γ∗ processes are quite similar, some differences exist and must be

corrected for. A significant difference between Z/γ∗ production and single photon production is in

the mass. The mass of the Z/γ∗ causes the dilepton system to have a different pT distribution than

if the Z/γ∗ was massless like the photon. In order to account for this difference the single photon
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pT spectrum is weighted to match the pℓℓT spectrum in Z/γ∗ events. The application of the weights

is given by,

Nγ(piT )× CZ/γ∗

γ × wpT (piT ) = NZ/γ∗

(piT ) (11.1)

Where piT indicates a pT bin and C
Z/γ∗

γ explicitly includes the overall normalization factor discussed

in the previous section,

CZ/γ∗

γ =
N total

Z/γ∗

N total
γ

To be pedantic, the weights are given by

wpT (piT ) ≡
1

C
Z/γ∗

γ

NZ/γ∗

(piT )

Nγ(piT )

which is a trivial rearrangement of Equation 11.1. It is important to note that the weights must be

derived and applied separately. The weights can only be determined after the full pT spectra are

available while they must be applied event-by-event. One must therefore iterate twice over the data

to implement the method, first to derive the weights and second to apply the weights. Equation 11.1

is generalized in Equation 11.2 to include any number of additional weights.

In general, the pγT weighting should be derived using the same samples in which the overall

normalization is derived. However correlations between the pℓℓT or pγT and other event kinematics

can cause the weights to be incorrect if cuts are applied on the other event kinematics. Special

attention should be paid to the Mℓℓ distribution. The pγT weighting is only valid within narrow Mℓℓ

windows because the pℓℓT is correlated with Mℓℓ. If the signal selection only requires one narrow

Mℓℓ window, as in Z tagged analyses, the pℓℓT distribution is approximately constant within this

window and one set of weights can be used. If the dilepton signal is selected in a wide Mℓℓ range

the pγT weights should be derived separately for events in various Mℓℓ windows. The size of the

windows should be chosen such that the shape of the pℓℓT distribution is approximately constant

across the Mℓℓ window. Cuts on the jet multiplicity also affect the pℓℓT and pγT distributions. In zero

jet events there is little hadronic energy from which the dilepton system can recoil and the pℓℓT and

pγT distributions tend to fall much more rapidly. In multijet events the pℓℓT and pγT distributions can

extend to much higher values. Therefore the pγT weighting must be derived in bins of jet multiplicity.

In many analyses only a single jet bin is selected. In these cases the jet multiplicity cut can simply

be applied to both the Z/γ∗ and single photon samples before the pγT weighting is derived.

The pγT weighting can be derived either from Z/γ∗ data or simulation. If the weighting is derived

relative to Z/γ∗ data, true Emiss
T contributions from processes such as WW , tt̄, or ZZ are inevitably

included. However the true Emiss
T processes are small compared to the number of Z/γ∗ events and

they can usually be ignored. If a smaller true Emiss
T contamination is required a maximum Emiss

T cut

can be applied to both samples such that a majority of the single photon and Z/γ∗ events are used,
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Figure 11.2: An example of pγT weights derived for the single photon method. The weights are
determined in variable width bins to reduce statistical fluctuations at high pγT .

but the true Emiss
T contribution is reduced. This cut can be the same as the cut used to determine the

overall normalization. The Emiss
T cut inevitably influences the pγT and pℓℓT distributions, but because

the Emiss
T cut only removes a small fraction of events the affect on the pγT and pℓℓT distributions is

small. To avoid these issues one can instead weight the pγT distribution to the pℓℓT distribution in

simulated Z/γ∗ events.

The pγT weights should be derived such that they are not susceptible to statistical fluctuations in

the single photon or Z/γ∗ samples. The pγT and pℓℓT distributions fall off at high pT and therefore the

statistics available for determining the pγT weights is small at high pT. To account for the changing

statistics over the pγT and pℓℓT distributions, a variably binned pγT weight is used. The binning used

depends on the statistics available and must be chosen to reduce statistical variations in the weights.

Figure 11.2 shows an example set of pγT weights with variable binning.

11.3.4 Additional weights

It may be necessary weight other variables in addition to the pγT . Some specific cases of this will be

described below. Any additional weights should be applied in a similar manner as the pT weight.

The weighting scheme can be generalized as,

CZ/γ∗

γ ×Nγ
(

piT , f
j
2 , · · · , fα

N

)

×
[

wpT (piT )× w2(f j
2 )× · · · × wN (fα

N )
]

(11.2)

= NZ/γ∗

(

piT , f
j
2 , · · · , fα

N

)

where fα
N are distributions to which the weighting is applied and α indicates the bin in that distri-

bution. The overall normalization of the single photon sample is included as C
Z/γ∗

γ . The wn are the

distributions of weights in bins of fN such that the average weight is one,

wN (fα
N ) =

1

C
Z/γ∗

γ

NZ/γ∗

(fα
N )

Nγ(fα
N )
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In other words, the single photon distribution is normalized to the same number of events as the

Z/γ∗ sample and any number of distributions can be weighted as long as the weights to not change

the normalization.

11.3.5 Weighting by the average number of pileup interactions

Weighting by the average number of pileup interactions is an example of an additional weight that is

usually necessary. In order to correctly model pileup sensitive quantities such as Emiss
T the selected

single photon events must experience the same pileup conditions as the selected dilepton events.

This condition is satisfied if both Z/γ∗ and single photon events are selected using unprescaled

triggers. However, if prescaled triggers are used, as is often the case in the single photon selection,

they are biased to record events having fewer pileup events on average. The prescale value is

higher at the start of a run, when the instantaneous luminosity is the largest. As the instantaneous

luminosity decreases during the run the prescale values are lowered so that the trigger rate remains

approximately constant throughout the run. The prescaled triggers are therefore biased towards

lower instantaneous luminosity and thus events having fewer pileup collisions. The distribution of

the average number of pileup interactions (<µ>) for each trigger in 2011 and 2012 data is shown in

Figure 11.3. To account for these differences the <µ> distribution of events selected with prescaled

triggers is weighted to match the <µ> distribution of the unprescaled trigger.
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Figure 11.3: Distributions of the average number of pileup interactions for single photon triggers in
the 2011 (a) and 2012 (b) data taking periods. The g80 trigger was unprescaled during 2011 data
taking and the g120 trigger was unprescaled in the 2012 data taking period. All prescaled triggers
are biased to have lower <µ> than the unprescaled triggers.
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Figure 11.4: Photon reconstruction efficiency with respect to true photons for the loose and tight

working points. Above 90 GeV an efficiency of 90% and 95% is achieved for the loose and tight

working points respectively [123].

11.3.6 Photon identification

Photons are reconstructed from narrow energy deposits in the electromagnetic Calorimeter. Showers

originating from photons are very similar to showers originating from electrons so photon recon-

struction proceeds similarly to electron reconstruction [59] ( see Section 3.4 for descriptions of how

electrons and photons interact in the calorimeter ). A match between inner detector tracks and the

photon calorimeter cluster is attempted. If there is no match the object is labeled as an unconverted

photon. When a track match is successful the track is scanned for a secondary vertex that is con-

sistent with a photon conversion in the beam pipe or inner detector material (see Section 3.4.4 for

a description of photon conversions). If a secondary vertex is identified the object is labeled as a

converted photon. A converted photon may be associated with one or two tracks. Cases when more

than two tracks are found are usually fakes and are not considered. Cuts are applied on a number

of shower shape variables to distinguish photons from jets. Two working points labeled as loose

and tight are defined by the set of shower shape cuts used. The reconstruction efficiency for true

photons for the loose and tight working points is shown in Figure 11.4 [123].

To provide additional rejection against jets, isolation variables are derived from both calorimeter

clusters and inner detector tracks. The calorimeter based isolation sums all calorimeter clusters

within ∆R = 0.3 of the photon excluding the photon itself. The calorimeter isolation is corrected by

subtracting an average event density determined from soft depositions not associated with a photon

or jet. A pT dependent correction is also applied to correct for leakage of the photon shower into

the isolation cone. The track isolation variable sums all tracks having pT > 500 MeV within a cone

of ∆R = 0.3. If the photon is converted the associated conversion tracks are not included.
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11.3.7 Photon selection

A number of photon triggers that apply the loose selection criteria and have pT thresholds increasing

in increments of 20 GeV from 20 GeV to 120 GeV are used to record photon events. In 2012 all

thresholds except for the 120 GeV threshold are prescaled such that the rate at which events are

recorded is approximately 1 Hz. In 2011 only triggers having thresholds up to 80 GeV are used

because the trigger having a threshold of 80 GeV is unprescaled. The three lower threshold triggers

were prescaled to a rate of approximately 2 Hz in 2011. In order to obtain a smooth photon pT

distribution, single photon events that pass a given trigger and are within a consistent pT bin are

weighted by the prescale of the trigger. The lower pT required to be consistent with a trigger is

5 GeV above the trigger threshold so that the trigger efficiency is on plateau (constant as a function

of pT). Figure 11.5 shows the trigger turn-on curve for three of the 2011 triggers. The trigger

efficiency reaches a plateau within 5 GeV above the trigger threshold. The upper pT threshold

required to be consistent with a trigger is 5 GeV above the threshold of the trigger having the next

higher threshold, except in the case of the unprescaled trigger where there is no upper pT threshold.

Table 11.1 shows each trigger used, its prescale, and the photon pT binning required for it to be

associated with that trigger. Figures 11.6 and 11.7 illustrate the prescale weighting procedure in the

2012 and 2011 data samples respectively. Figures 11.6(a) and 11.7(a) show the photon pT spectrum

for each trigger with no upper pT cut and without correcting for the trigger prescales. Figures 11.6(b)

and 11.7(b) apply the weights to correct for the trigger prescales. The resulting distributions line up

with the distribution from the unprescaled trigger as expected. Figures 11.6(c) and 11.7(c) apply

the photon pT binning but with no correction for the trigger prescales. These distributions illustrate

the available photon statistics provided by each trigger. Figures 11.6(d) and 11.7(d) apply both the

pT binning and correct for the trigger prescales resulting in a smooth photon pT distribution.

While applying the tight identification criteria reduces the dijet contamination, in many cases

photons are produced inside jets causing the jet to pass the tight identification cuts. To further

reduce the dijet contamination photon candidates are required to be isolated from nearby calorimeter

deposits as described in 11.3.6. The isolation distribution is shown in Figure 11.15. The yellow

histogram shows the prediction from single photon simulation and the red histogram shows the

prediction from dijet simulation. The corrected isolation is required to be less than 2 GeV to

select single photon candidate events. Furthermore for the nominal single photon method photons

must be unconverted. Electrons from W boson decays tend to fake converted photons more than

unconverted photons, so this requirement reduces the W background. However converted photons

have the advantage of being associated with tracks that indicate the vertex from which the photon

originated. This case will be described in Section 11.3.11.
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Figure 11.5: Photon trigger efficiency turn-on curves with respect the offline photon pT for the
thresholds of 20 GeV, 40 GeV, and 60 GeV for 2011 data taking. In all cases the plateau is reached
within 5 GeV of the trigger threshold.

Trigger average prescale factor photon pT requirement
2012

EF g20 loose 4415.781 25 GeV < pT < 45 GeV
EF g40 loose 348.553 45 GeV < pT < 65 GeV
EF g60 loose 80.942 65 GeV < pT < 85 GeV
EF g80 loose 28.535 85 GeV < pT < 105 GeV
EF g100 loose 13.037 105 GeV < pT < 125 GeV
EF g120 loose 1.0 pT > 125 GeV

2011
EF g20 loose 364.73 25 GeV < pT < 45 GeV
EF g40 loose 26.46765 45 GeV < pT < 65 GeV
EF g60 loose 4.634768 65 GeV < pT < 85 GeV
EF g80 loose 1.0 pT > 85 GeV

Table 11.1: Single photon triggers and their average prescales for the 2011 and 2012 data samples.
The pT cuts used to bin the triggered samples is also indicated. When the pT binning and prescale
weights are applied to each triggered sample a smooth pT distribution is achieved.

11.3.8 Single photon kinematic distributions

Figure 11.8 shows relevant kinematic distributions in single photon events. In the order that the plots

are shown the distributions are, Emiss
T , pγT , track Emiss

T , ∆φ(γ,Emiss
T ), the jet multiplicity, and the

photon calorimeter isolation. All distributions include events that have exactly one tight, isolated,

and unconverted photon. The isolation requirement is not applied in the calorimeter isolation plot.

In all the use cases given in this dissertation a jet veto is applied in the signal selection and must

also be applied to single photon events. Many other event kinematics are affected by the jet veto, so

it is important to check the event kinematics after the jet veto is applied. Figure 11.9 shows, in the

order of the figure, the Emiss
T , pγT , track Emiss

T , and ∆φ(γ,Emiss
T ) after the jet veto is applied. The

processes that contribute to single photon events are,
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Figure 11.6: Photon trigger weighting scheme in the 2012 data sample. Figure (a) shows the
raw photon pT distributions for each triggered sample. The prescales increase for lower trigger
thresholds causing those distributions to be shifted down. Figure (b) corrects for the prescales and
all the distributions agree with the unprescaled trigger. Figure (c) applies the pT binning to avoid
overlap between triggers. Figure (d) applies the prescale correction to the binned samples to achieve
a smooth pT distribution.

• Single photon production – The dominant process at low Emiss
T . The shape of the Emiss

T

distribution is dominated by fake sources.

• Dijets – Also contributes at low Emiss
T . The Emiss

T distribution is dominated by fake sources

for dijets as well. The dijet contribution is derived using a data driven estimate that will be

described in Section 11.3.12.

• W → ℓνℓ – Contributes when the lepton is reconstructed as a photon. The dominant contri-

bution is from electrons that fake a photon. This process tends to have large Emiss
T from the

escaping neutrino

• Top – In small fraction of events where one or two top quarks are produced a photon will be
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Figure 11.7: Photon trigger weighting scheme in the 2011 data sample. Figure (a) shows the
raw photon pT distributions for each triggered sample. The prescales increase for lower trigger
thresholds causing those distributions to be shifted down. Figure (b) corrects for the prescales and
all the distributions agree with the unprescaled trigger. Figure (c) applies the pT binning to avoid
overlap between triggers. Figure (d) applies the prescale correction to the binned samples to achieve
a smooth pT distribution.

reconstructed because of lepton or jet fakes.

• Wγ → ℓνℓγ – In this process the photon is identified and the decay lepton is lost. These events

tend to have large Emiss
T from the escaping neutrino.

• Z(→ νν)γ – The photon is identified along with large Emiss
T from the escaping neutrinos. This

is a dominant and irreducible contribution at large Emiss
T .

11.3.9 Single lepton and dilepton control regions

The photon selection and the performance of the simulation are checked in control regions having

one or two leptons and a photon. If the analysis for which this estimate is used requires leptons, the

lepton definitions used to define the control regions should be the same as for the analysis. In this



11. Z/γ∗ background estimate using single photons 136

 [GeV]miss
TE

0 50 100 150 200 250 300

E
ve

nt
s 

/ 5
 G

eV

1

10

210

310

410

510

610

710 Data
DiJet
 + jetγ

Top
γ) + νlW (

W + jet
γ) + ννZ (
γ)  + llZ (

(a)

 [GeV]γ
T

p

0 50 100 150 200 250 300 350 400 450 500

E
ve

nt
s 

/ 5
 G

eV

1

10

210

310

410

510

610

710

810

910 Data
DiJet
 + jetγ

Top
γ) + νlW (

W + jets
γ) + ννZ (
γ)  + llZ (

(b)

 [GeV]miss
Ttrack E

0 50 100 150 200 250 300

E
ve

nt
s 

/ 5
 G

eV

10

210

310

410

510

610

710

810

910 Data
DiJet
 + jetγ

Top
γ) + νlW (

W + jets
γ) + ννZ (
γ)  + llZ (

(c)

)miss

T
, Eγ(φ∆

-3 -2 -1 0 1 2 3

E
ve

nt
s 

/ 0
.3

2

4

6

8

10

12

610×
Data
DiJet
 + jetγ

Top
γ) + νlW (

W + jets
γ) + ννZ (
γ)  + llZ (

(d)

Jet Multiplicity

0 2 4 6 8 10 12 14

E
ve

nt
s

-110
1

10

210

310

410

510

610

710

810

910

1010

1110 Data
DiJet
 + jetγ

Top
γ) + νlW (

W + jets
γ) + ννZ (

γ)  + llZ (

(e)

Calorimeter isolation [GeV]

-5 0 5 10 15 20

E
ve

nt
s 

/ 0
.5

 G
eV

10

210

310

410

510

610

710

810

910

1010

1110

1210

1310

1410 Data
DiJet
 + jetγ

Top
γ) + νlW (

W + jet
γ) + ννZ (
γ)  + llZ (

(f)

Figure 11.8: Distributions of Emiss
T (a), pγT (b), track Emiss

T (c), ∆φ(γ,Emiss
T ) (d), and jet multiplicity

(e) for events having exactly one tight, isolated, unconverted photon and no identified leptons. The
calorimeter isolation distribution (e) is shown with the photon isolation cut applied.
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Figure 11.9: Distributions of Emiss
T (a), pγT (b), track Emiss

T (c), ∆φ(γ,Emiss
T ) (d), for events having

exactly one tight, isolated, unconverted photon, no reconstructed jets, and no identified leptons.

case the lepton definitions are those used in Chapter 10. The Emiss
T distributions in the photon plus

one lepton control regions are shown in Figure 11.10(a) for the electron channel and 11.10(b) for the

muon channel. In the γ + e channel Z → ee events where one electron fakes a photon dominate at

low Emiss
T . In the γ+µ channel, the contribution from Z → µµ is smaller because muons rarely fake

photons. A small contribution is expected from events where one muon is not reconstructed and a

photon is produced or faked by a jet. The high Emiss
T region is dominated by W + γ events. The

Z → ℓℓ background does not reproduce the data well, but this is expected because photon fakes are

not well described in the simulation. In the region where W + γ dominates the simulation and data

agree well. Figures 11.10(c) and 11.10(d) show the invariant mass of the photon and two leptons

(Mℓℓγ) for the photon plus dilepton control regions. The distribution shows two peaks. The lower

mass peak reconstructs the Z boson mass and is from final state radiation from a lepton in Z → ℓℓ

events. The higher mass peak is from events where both a photon and Z boson are produced. In this

case the Z mass peak is shifted to higher mass from the inclusion of the photon. In both channels
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Figure 11.10: Single photon plus lepton control regions. Figures (a) and (b) show the Emiss
T

distributions of events that have one photon and one electron (a) or muon (b). The distribution is
dominated by Wγ events at high Emiss

T and the simulation agrees well with the data. Figures (c)
and (d) show the invariant mass of the photon plus dilepton system of events that have one photon
and two electrons (a) or two muons (b). The distribution is dominated by Z + γ events and the
simulation agrees well with the data.

the prediction from simulation agrees well with the data.

11.3.10 Background subtraction

Backgrounds to the single photon selection must be subtracted to obtain the correct Emiss
T template.

The background subtraction must be implemented after all weights are applied. The final Emiss
T

distribution is a binned subtraction of the weighted single photon data and the weighted background

estimates. The Emiss
T tail in single photon events is dominated by real Emiss

T backgrounds so the

subtraction is sensitive to the normalization of the background estimates. The uncertainty on the

background should be propagated to the estimate by varying each background contribution by its

uncertainty. The systematic uncertainty on the final estimate is the difference in the final Z/γ∗

background prediction between the nominal background prediction and when the backgrounds are

varied.
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11.3.11 Photon vertexing – converted photons

In most use cases unconverted photons should be used because they have fewer fakes from W → eν

than converted photons. However one drawback of using unconverted photons is that vertexing

information is not available. This is especially true in the use cases described in this dissertation

because a jet veto is applied in the signal selection. In an event with an unconverted photon and no

jets the identified primary vertex is likely to be the incorrect one. Figure 11.11 shows the difference

in z between the true hard scatter vertex and the reconstructed primary vertex in the single photon

simulation. The probability to reconstruct the correct vertex is 78% if no jet cut is made and 68%

if a jet veto is applied. In dilepton events this problem does not arise because the tracks from the

two leptons provide vertexing information. This difference between the Z/γ∗ and single photons can

be ignored unless variables that use primary vertex information are modeled. One example of this

is the track based Emiss
T . As is described in Section 7.7.2 the track Emiss

T includes only tracks that

are associated with the primary vertex. If the incorrect primary vertex is reconstructed, the track

Emiss
T will include tracks from a pileup interaction instead of the hard scatter. This error happens

much more often in single photon events than in dilepton events causing track Emiss
T to be poorly

modeled when using the single photon method. The vertexing of single photons can be improved by

attempting to vertex unconverted photons from the calorimeter, or by using converted photons.

Unconverted photons have no tracks with which to identify the primary vertex, but the calorime-

ter cluster can be used to obtain pointing information. The position of the photon cluster is extrapo-

lated to the primary vertex to obtain the z position from where the photon originated. However, the

resolution on z from the calorimeter is much poorer than from tracks. Figure 11.11 shows the differ-

ence between the z of the reconstructed primary vertex and the z extrapolated from the calorimeter.

The difference shows a broad peak near zero where the calorimeter pointing and primary vertex z

values are consistent. To remove events where the primary vertex was reconstructed far from where

the calorimeter points to a cut can be applied on this distribution. However one must be careful

that the cut does not bias other distributions. For example the primary vertex is more often correct

when there is more unclustered hadronic energy, but this also correlated with the Emiss
T resolution.

The other solution to photon vertexing is to use converted photons. The tracks from converted

photons are used when the primary vertex is identified, improving the efficiency to find the correct

vertex. To ensure the best vertex finding only converted photons associated with two tracks are

used. Converted photons are essentially treated the same as unconverted photons except that they

are selected using different triggers and they have different background compositions. Converted

photons are most often triggered with an electron trigger because from the point of view of the

trigger algorithm a converted photon is an electron. Therefore the lowest threshold unprescaled
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Figure 11.11: The difference between the z positions of the primary vertex and the extrapolated
photon origin using the calorimeter cluster. In events that form the wide peak centered at zero the
correct primary vertex is likely chosen while in events outside the peak the primary vertex is likely
to be incorrectly identified.

electron trigger is used to select converted photons. All photon identification and selection criteria

are the same as for unconverted photons. Figure 11.12 shows the Emiss
T distribution for converted

photons. The distribution looks very similar to the unconverted case in Figure 11.8(a) except that

the background from W → eν is larger. This is not surprising because converted photons look much

more similar to electrons than unconverted photons. The fakes often are caused by so-called trident

events. As the name indicates, a trident occurs when an electron splits into three tracks; the electron

undergoes bremsstrahlung and emits a photon which then converts into an electron-positron pair.

When one of the three tracks is lost the electron is reconstructed as a converted photon having two

tracks. Additional variables have been developed to reject these backgrounds.

11.3.11.1 Trident suppression

Three variables are constructed to identify the third track from a trident. The third track is missed

when the conversion is identified, but it may still be present in the event. If the third track is present

it is close to the photon object. The minimum ∆R is calculated between each track, excluding the

conversion tracks, and the photon object associated with the photon. Figure 11.13(a) shows the

minimum ∆R for W → eν events and single photon events. In many cases the third trident track

is identified. In cases when the third track from the trident is not found additional rejection can

be obtained from the tracks that were identified. Tridents tend to have lower pT tracks because

the momentum is divided among three tracks instead of two. Therefore the minimum pT of the

conversion tracks, shown in Figure 11.13(b) can reject tridents. Finally in tridents the conversion

can occur at a larger radius and has fewer silicon hits than a real photon conversion. Figure 11.13(c)

shows the distribution of the number of silicon hits on both conversion tracks for simulated W → eν

events and simulated single photon events. Electron fakes have zero silicon hits more often than

real photon conversions. Therefore both conversion tracks are required to have at least one silicon
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Figure 11.12: Emiss
T distributions in events having a 2 track converted photon before suppression of

trident fakes from electrons (a) and after (b).

hit. The three distributions are relatively uncorrelated. To check this, the minimum ∆R between

the photon and the nearest track in the event is required to be less than 0.1. The minimum

conversion track pT and number of silicon hits on each conversion track are shown in Figures 11.13(d)

and 11.13(e) respectively after the cut. Both distributions show that additional rejection of trident

fakes can be achieved. The three trident suppression cuts reduces the W → eν background by 75%

while removing only 35% of real photons.

11.3.12 Data driven dijet prediction and normalization of single photon

simulation

The dijet background is estimated using a data driven technique. The dijet background is simulated,

but lack of statistics causes large statistical fluctuations in the prediction. Figure 11.15 shows the

isolation distribution of tight photons where the red histogram is the dijet prediction from simulation

and the yellow histogram shows the single photon simulation. The dijet simulation suffers from

poor statistics, but shows approximate agreement with the data. A more robust estimate of this

background is necessary and will be derived from data.

A two step normalization procedure is used to determine both the dijet background and the

normalization of the single photon simulation. Figure 11.14 shows a schematic diagram for this

method. This method of obtaining a dijet template has been implemented in the measurement of the

single photon cross section at ATLAS [124] and is described in detail in [125]. The isolation template

is derived by inverting combinations of three photon PID variables that are fairly uncorrelated with

isolation. The template is normalized to the non-isolated control region for photons passing the tight

PID. The resulting dijet prediction is then used in the tight, isolated region where the single photon
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Figure 11.13: Variables used to reject electrons that fake 2 track converted photons. The minimum
∆R between the photon and all other tracks in the event excluding the two conversion tracks (a)
is used to identify the third track from an electron trident. The two tracks from the trident tend
to have lower pT than a real conversion. Figure (b) shows the minimum pT of the two conversion
tracks. Tracks from tridents tend to have fewer silicon hits and more often have zero silicon hits (c).
Figures (d) and (e) show the minimum pT distribution and the distribution of the number of silicon
hits respectively after the minimum ∆R is required to be greater than 0.1.

simulation is normalized to match the data. The normalization is such that the sum of the dijet

prediction and the scaled single photon simulation agrees with the data. The single photon simulation

does not correctly reproduce the isolation distribution in data so a fit to the two templates is not

possible and instead this two step normalization procedure is used. The normalization is applied in

photon pT bins because the isolation energy is strongly dependent on the photon pT for both real

photons and fake photons from jets. It is important to note that the normalization of the single

photon simulation is not essential to the background estimation method; it is purely aesthetic.

Three of the tight photon ID variables are found to be uncorrelated with the isolation energy and

are referred to as dijet control region variables. The three variables measure the photon shower shape

in the first layer of the electromagnetic calorimeter. The variables used are fside, which measures

the width of the shower in η, ERatio, which provides pion rejection by measuring relative the energy

difference between the largest and second largest energy deposits in the shower, and ∆E, which

also provides pion rejection using the energy difference between the largest deposit and the smallest

deposit between the largest and second largest deposits.
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Figure 11.14: A diagrammatic explanation of the dijet background estimate and single photon
normalization procedure. An isolation template is derived by inverting combinations of three photon
PID variables that are fairly uncorrelated with isolation. The template is normalized to the non-
isolated control region for photons passing the tight PID. The resulting dijet prediction is then used
in the tight, isolated region where the single photon simulation is normalized to match the data.
The procedure is applied in bins of photon pT.

The three dijet control region variables are inverted using three different schemes that trade off

between statistics and dijet purity. The schemes require at least one, at least two, and all three

dijet control region variables to fail. Figure 11.18 shows the isolation distribution for each case.

The case where at least one cut must fail, Figure 11.18(c), provides the most statistics, but also has

contamination from real photons whereas the case where all three must fail, Figure 11.18(a), has

fewer statistics but less contamination from real photons. The intermediate case where at least two of

the cuts must fail is shown in Figure 11.18(b). A dijet prediction is produced from each scheme and

the variation in the prediction between the schemes will be used to estimate a systematic uncertainty.

The normalization of the dijet template is performed in pT bins in the non-isolated dijet control

region where Etcone30 > 10 GeV. The derived pT dependent weights are shown in Figure 11.16(a).

The pT weighted dijet estimate is then used in the Etcone30 < 2 GeV region and the single photon

simulation is weighted to match the data using the same pT binning. The derived pT dependent

weights for the single photon simulation are shown in Figure 11.16(b). Figure 11.17 compares the

isolation and Emiss
T distributions from the dijet estimate. The shape of the isolation distribution
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Figure 11.15: Calorimeter isolation distribution of photon candidates that pass the tight identifi-
cation criteria. The red histogram shows the dijet prediction from simulation. The dijet simulation
suffers from large statistical fluctuations, but the simulation qualitatively agrees with the data.

differs somewhat between the three inversion schemes. The case when at least one dijet control

region variable fails has the most statistics and has events in the Emiss
T tail while the other two cases

have fewer events in the Emiss
T tail. The case when at least one dijet control region variable fails

will be used to predict the dijet background and the largest difference in normalization between the

different schemes determines the uncertainty.
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Figure 11.16: Comparison of the weights derived in the three schemes used to estimate the dijet
background (a) and the γ + jet process (b). The variation in the normalization of the weights in
Figure (a) is because the background statistics vary between the schemes.
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Figure 11.17: Comparison of the isolation distribution (a) the Emiss
T distribution (b) for the three

dijet estimation schemes. In Figure (b) the nominal isolation cut is applied. The three schemes
have different isolation distributions because of background contamination. After a cut is applied on
the isolation distribution, the predicted Emiss

T distributions have different normalizations but similar
shapes.

11.3.13 Improved estimate of W → eνe background

The nominal estimate of the W → eνe background is derived from simulation. Despite the large

sample size of the W → eνe simulation, the estimate suffers from statistical uncertainties because the

electron must fake a tight photon. To increase the available statistics a scale factor that accounts

for the probability for an electron to fake a tight photon is applied to reconstructed electrons in

the W → eνe simulation. The scale factor is derived in a high statistics Z sample using a tag and

probe style method and is determined in bins of pT and η.. The scale factor is derived separately

for unconverted and converted photons because the probability for an electron to fake a converted

photon is higher.

Events are required to have two reconstructed medium++ electrons ( See 7.3 ) or one medium++

electron and one tight photon. In events having one tight photon and one medium++ electron where

the invariant mass of the two objects is near the Z mass, the photon is likely to have originated from

a real electron. To select events rich in electrons faking photons the electron-photon mass is required

to be between 76 GeV and 106 GeV. Similarly the dielectron mass is required to be within the same

range. For the pT range considered the background from non electron fakes in the electron-photon

selection is negligible. The rate at which electrons fake photons in a given pT or η bin is determined

from the ratio of the number of reconstructed photons to the number of reconstructed electrons in
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Figure 11.18: Calorimeter isolation distributions of photon candidates where all tight cuts except
three variables derived from layer 1 quantities that are largely uncorrelated with isolation. The
dijet prediction is not shown; the large discrepancy between data and simulation is attributed to
dijet events. Three possibilities for inverting the layer 1 based variables are considered. All three
cuts are required to fail in (a), at least two cuts must fail in (b) and any of the three cuts must
fail in (c). The different configurations are a trade off between available statistics and the level of
contamination from real photons. Configuration (a) has the fewest statistics, but is most pure in
dijet events. Configuration (c) has the most statistics, but has the most contamination from real
photons, and (b) is intermediate in both statistics and purity.

that bin. The fake rate is not strongly correlated between pT and η allowing the scale factor to

be determined separately in pT and η bins instead of using 2-d binning. In dielectron events each

electron has a chance to fake a photon and therefore each electron is counted in the denominator.

Figure 11.19 shows the pT and η fake factors derived in data and Monte Carlo. The fake factors

have a strong dependence in η because of the distribution of material in the inner detector. The

fake factors agree well between data and simulation.
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Figure 11.19: Fake factors for an electron that passes the medium++ identification criteria to fake a
photon that passes the tight identification criteria. The probability of an electron to fake a photon is
dependent on the electron pT η, and whether the faked photon is associated with conversion tracks.
Fake factors are derived separately for unconverted (a, b) and 2 track conversion photons (c, d) and
are binned in pT and η. The black points show the fake factors derived from data and the blue
points show fake factors derived from Z + jets simulation. Fake factors agree well between data and
simulation.

11.3.14 Application – ZZ → ℓ+ℓ−νν̄

This method was implemented to estimate the Z/γ∗ background to the ZZ cross section mea-

surement in the ℓℓνν final state. The analysis is described in Section 8.2. The analysis requires

AxialEmiss
T > 75 GeV and |pℓℓT − Emiss

T |/pℓℓT < 0.4 to reject Z/γ∗ events. The AxialEmiss
T is a

function of the magnitude of the Emiss
T and the azimuthal difference between the Emiss

T and pℓℓT ,

(∆φ(Z,Emiss
T )). Therefore the single photon method must model Emiss

T and ∆φ(Z,Emiss
T ). For a

portion of the analysis events are binned in three distributions, pℓℓT , ∆φ(ℓ, ℓ), and the transverse

mass, mT. The p
ℓℓ
T is modeled by construction because of the pγT weighting. The ∆φ(ℓ, ℓ) is a purely

leptonic variable that cannot be modeled with this method. Instead the method must be applied
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in each bin of ∆φ(ℓ, ℓ). For each bin the ∆φ(ℓ, ℓ) cuts that define the bin should be applied to the

Z/γ∗ sample before the single photon normalization or pT weighting are derived. The full method is

carried out in each bin producing independent, but statistically correlated results. The mT depends

only on variables that are already modeled. The definition of mT is,

M2
T =

(

√

M2
Z + |pℓℓT |2 +

√

M2
Z + Emiss2

T

)2

− Emiss2
T − pℓℓ2T − 2Emiss

T pℓℓT cos
(

∆φ(Z,Emiss
T )

)

(11.3)

where MZ is the world average Z mass [1]. The mT only depends on Emiss
T , pℓℓT , and ∆φ(Z,Emiss

T )

so no additional variables need to be modeled. The mT binning cuts can simply be applied after all

other cuts.

The pT weights and normalization are derived after all cuts are applied except for AxialEmiss
T

and fractional difference. The pγT weights are derived separately for the ee and µµ channels. The

full sample of single photon events are used for both channels, but a different set of pγT weights

are applied in each channel. As a result, results are statistically correlated between the ee and µµ

channels. Weights to correct the pileup multiplicity distributions for the prescacled photon triggers

are also applied.

After the weights are applied the background contributions to the single photon selection are

subtracted using the prediction from simulation. The dijet contribution is not subtracted and a sys-

tematic uncertainty is derived to account for its contribution. A systematic uncertainty is included

to account for uncertainties in the cross sections for the processes simulated. Figure 11.20 shows

the AxialEmiss
T distributions in both channels after all cuts except AxialEmiss

T and fractional differ-

ence. The stacked histograms represent the background and signal predictions for each contributing

process and the black points show the data. The cyan distributions show the Z/γ∗ background pre-

dicted from this method. All other processes are modeled using the simulation. Good agreement is

observed between the data and the Z/γ∗ background prediction, but the µµ channel the prediction

is slightly shifted to lower values of AxialEmiss
T . This difference is attributed to poor modeling of the

∆φ(Z,Emiss
T ) distribution in the µµ channel. Figure 11.21 compares the ∆φ(Z,Emiss

T ) distribution

between the single photon model and the data. The distributions are normalized to have unit area

to compare the shapes of the distributions. Good agreement is observed in the ee channel, but the

distributions disagree in the µµ channel. The fact that the model agrees better with the data in

the ee channel than the µµ channel is not surprising. The ∆φ(Z,Emiss
T ) distribution is affected by

lepton mismeasurements. If a lepton is mismeasured, the Emiss
T is pulled to point along or oppo-

site to the lepton. Electrons and photons are similar objects, so the effects of electron momentum

mismeasurements are modeled by photons. Muons, however, are very different objects than pho-

tons. In particular, the muon momentum resolution is different than for photons and can have long

tails. The difference in the ∆φ(Z,Emiss
T ) distribution between the model and data in the µµ channel
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Figure 11.20: AxialEmiss
T distributions in the ee (a) and µµ (b) channel for the ZZ → ℓ+ℓ−νν̄

analysis. The Z distribution is modeled using the single photon method. Good agreement is observed
in the ee channel and a small shift in the Z model is observed in the µµ channel.
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Figure 11.21: Comparison of the ∆φ(Z,Emiss
T ) distributions between the data and the single photon

model in the ee (a) and µµ (b) channels. The distributions are normalized to the same area to
compare the shape of the distribution between the data and the model. Contributions to the shape
from non-Z processes are negligible. Good agreement is observed in the ee channel, but some
disagreement exists in the µµ channel. This disagreement causes the shift in AxialEmiss

T observed
in Figure 11.20(b).

is attributed to this difference. An additional systematic uncertainty is added to the background

estimate in the µµ channel to account for this discrepancy.

The ZZ analysis also measures the cross section in bins of pℓℓT , ∆φ(ℓ, ℓ), and mT. Figure 11.22

shows the AxialEmiss
T distributions, Figure 11.23 shows the predicted mT distributions, and Fig-

ure 11.24 shows the predicted ∆φ(ℓ, ℓ) distributions. Good agreement is observed in all cases. The

mT is correlated with Emiss
T so in the third mT bin almost all of the Z background has been removed.

In the first and second mT bins the predicted Z background agrees well with the data. Table 11.2
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Figure 11.22: AxialEmiss
T distributions for each of three bins in pℓℓT . In all plots the Z distribution is

modeled using the single photon method. Figures (a), (c), and (e) show the ee channel and Figures
(b), (d), and (f) show the µµ channel. Figures (a) and (b) require 50 GeV < pℓℓT < 90 GeV, Figures
(c) and (d) require 90 GeV < pℓℓT < 130 GeV and Figures (e) and (f) require pℓℓT > 130 GeV. In all
cases the Z background predicted from the single photon model agrees well with the data.

shows the predicted Z background for each channel and in each bin of pℓℓT , ∆φ(ℓ, ℓ), and mT.
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Figure 11.23: AxialEmiss
T distributions for each of three bins in mT. In all plots the Z distribution is

modeled using the single photon method. Figures (a), (c), and (e) show the ee channel and Figures
(b), (d), and (f) show the µµ channel. Figures (a) and (b) require 220 GeV < mT < 250 GeV, Figures
(c) and (d) require 250 GeV < mT < 300 GeV and Figures (e) and (f) require mT > 300 GeV. The
mT distribution is strongly correlated with Emiss

T so few Z events remain in the mT > 300 GeV bin.
In cases when more statistics are available for the Z background the model agrees well with the
data.
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Figure 11.24: AxialEmiss
T distributions for each of three bins in ∆φ(ℓ, ℓ). In all plots the Z distri-

bution is modeled using the single photon method. Figures (a), (c), and (e) show the ee channel
and Figures (b), (d), and (f) show the µµ channel. Figures (a) and (b) require 0 < ∆φ(ℓ, ℓ) < 0.5,
Figures (c) and (d) require 0.5 < ∆φ(ℓ, ℓ) < 1.7 and Figures (e) and (f) require 1.7 < ∆φ(ℓ, ℓ) < π.
In all cases the Z background predicted from the single photon model agrees well with the data.
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channel Region estimated Z bkg. stat. uncert syst uncert.
ee Nominal 2.595 0.680 0.991
µµ Nominal 2.676 0.786 1.234
ee 50 < pℓℓT < 90 1.371 0.577 0.524
ee 90 < pℓℓT < 130 1.070 0.230 0.409
ee pℓℓT > 130 0.158 0.278 0.060
µµ 50 < pℓℓT < 90 1.428 0.628 0.658
µµ 90 < pℓℓT < 130 1.126 0.240 0.519
µµ pℓℓT > 130 0.121 0.407 0.056
ee 0.0 < ∆φ(ℓ, ℓ) < 0.5 0.108 0.104 0.041
ee 0.5 < ∆φ(ℓ, ℓ) < 1.7 1.292 0.305 0.494
ee ∆φ(ℓ, ℓ) > 1.7 1.194 0.413 0.456
µµ 0.0 < ∆φ(ℓ, ℓ) < 0.5 0.246 0.057 0.113
µµ 0.5 < ∆φ(ℓ, ℓ) < 1.7 1.316 0.447 0.607
µµ ∆φ(ℓ, ℓ) > 1.7 1.114 0.419 0.514
ee 220 < mT < 250 1.331 0.525 0.508
ee 250 < mT < 300 1.091 0.296 0.417
ee mT > 300 0.166 0.314 0.063
µµ 220 < mT < 250 1.379 0.566 0.636
µµ 250 < mT < 300 1.159 0.330 0.534
µµ mT > 300 0.126 0.434 0.058

Table 11.2: Data-driven Z background estimates using the single photon method. Results are
shown for each channel and in each bin of pℓℓT , ∆φ(ℓ, ℓ), and mT.

11.3.15 Application – ZH, H→ invisible

This method was implemented to estimate the Z/γ∗ background to the ZH, H → invisible search.

Much like the ZZ → ℓ+ℓ−νν̄ analysis, a cut on Emiss
T and the fractional pT difference, |Emiss

T −
pℓℓT |/pℓℓT , are applied to reject the Z/γ∗ background. This analysis includes data from the 2012 run

that has much higher pileup than in the 2011 run where even a sizeable Emiss
T cut does not reject

enough Z/γ∗ background and other cuts must be added to reduce the background further. To further

reject the background the analysis uses the angular separation between the nominal Emiss
T and track

Emiss
T . They are required to be within ∆φ(Emiss

T , Emiss,track
T ) < 0.2 so that both measurements of

Emiss
T confirm the presence of true Emiss

T . An additional cut requires the Emiss
T to be back-to-back

with pℓℓT , ∆φ(Z,Emiss
T ) > 2.6. Therefore the single photon method can be used to model Emiss

T ,

∆φ(Z,Emiss
T ), ∆φ(Emiss

T , Emiss,track
T ), and the fractional pT difference. As is described below, the

single photon method does not model the ∆φ(Z,Emiss
T ) distribution well and this distribution must

be weighted to match the simulation. The remaining signal selection cuts are applied before deriving

the pγT weights. These cuts are, the baseline dilepton selection, the third lepton veto, Mℓℓ, ∆φ(ℓ, ℓ),

and the jet veto. A total of three shaping weights are applied to the single photon sample, the pγT

weight, the ∆φ(Z,Emiss
T ) weight and the pileup correction weight.

The ∆φ(Z,Emiss
T ) weight is required because the direction that the Emiss

T points relative to a
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photon is much different than the relative direction in Z/γ∗ events. This discrepancy points to a

possible error in the Emiss
T calculation for photon objects in 2012. In lieu of a fix for this error

the ∆φ(Z,Emiss
T ) distribution is modeled from the Z/γ∗ simulation by weighting the ∆φ(γ,Emiss

T )

distribution to match the ∆φ(Z,Emiss
T ) distribution. The method is first carried out without ap-

plying the ∆φ(γ,Emiss
T ) weight to show the discrepancy. Figure 11.25 shows the ∆φ(Z,Emiss

T ) and

∆φ(Emiss
T , Emiss,track

T ) distributions where the Z/γ∗ contribution is modeled using this method. A

clear difference is apparent in the shape between the data and the model. The Emiss
T tends to point

along the photon more often than it points along the pℓℓT vector. This can be compared to Fig-

ure 11.21 which compares the single photon distribution to the data distribution in 2011 data where

the agreement is better. Figure 11.26 shows the ∆φ(Z,Emiss
T ) and ∆φ(Emiss

T , Emiss,track
T ) distribu-

tions after the weighting is applied. The ∆φ(Z,Emiss
T ) distribution agree by construction. Weighting

the ∆φ(Z,Emiss
T ) distribution also brings the ∆φ(Emiss

T , Emiss,track
T ) distribution into agreement be-

cause the two variables are correlated. Therefore the discrepancy is only present in the ∆φ(Z,Emiss
T )

distribution and the modeling of the ∆φ(Emiss
T , Emiss,track

T ) distribution is acceptable.

After all weights are applied the modeling of the Emiss
T , ∆φ(Emiss

T , Emiss,track
T ), and fractional

pT difference cuts must be checked. Figure 11.27 Shows the Emiss
T distribution and the fractional

pT difference distribution for both channels with the full single photon method applied to estimate

the Z + jets background. Discrepancies of up to 50% are observed in the Emiss
T distribution. The

single photon model predicts a narrower Emiss
T distribution than what is observed in Z/γ∗ events. In

order to cover for this discrepancy a large systematic uncertainty must be applied to the background

estimate. Such a large additional uncertainty is not acceptable and a solution to the root cause of

the problem is preferable.

11.4 Extended single photon method

The single photon method has been shown to be successful at modeling Emiss
T related variables.

However variables that combine lepton and Emiss
T information cannot be modeled as described in

Section 11.3.1. For example Emiss,rel
T , described in Section 7.7.1, uses the magnitude of Emiss

T as well

as the angular separation between the nearest lepton or jet. Lepton information does not exist in

single photon events so Emiss,rel
T cannot be calculated. The extended method allows these variables

to be modeled using a procedure that merges single photon and Z/γ∗ events.

The extended method follows the same procedure as the basic method, but adds a merging

algorithm. The goal of the merging algorithm is to combine variables from single photon events with

simulated Z/γ∗ events. The particular variables that are merged depend on which distributions are

to be modeled with the method. The merging algorithm replicates the nominal Z/γ∗ simulation
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Figure 11.25: Distributions of ∆φ(Z,Emiss
T ) (a-b) and ∆φ(Emiss

T , Emiss,track
T ) (c-d) for the ee (a,c)

and µµ (b, d) channels with no ∆φ(Z,Emiss
T ) correction. A large discrepancy between the single

photon model and the data is observed.

event by event. Figure 11.28 shows a diagram of the merging procedure. Each Z/γ∗ event is

matched with one or more single photon events, and variables from the single photon event replace

the associated variables in the Z/γ∗ event. When multiple single photon events are matched to a

Z/γ∗ events the Z/γ∗ event is replicated for each matched single photon event producing multiple

output events per input event. The output events are identical to the input events except that some

variables are replaced with variables from a single photon event. Therefore in a simulated Z/γ∗

event a variable such as Emiss
T is “fixed” by replacing it with the Emiss

T in a single photon event that

is properly matched to the Z/γ∗ event. The output sample can be used exactly as the input sample

is.

Merging can only occur between matched events. The matching criteria require that the photon

pT and η closely match the pT and η of the reconstructed Z/γ∗ system. In this case a simple binned

matching is used, but different matching schemes can be explored. The pT matching achieves the

pγT weighting as in the basic single photon method. The η matching also weights the photon η

distribution to match the dilepton η distribution. The η weight was not used in the basic method
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Figure 11.26: Distributions of ∆φ(Z,Emiss
T ) (a-b) and ∆φ(Emiss

T , Emiss,track
T ) (c-d) for the ee (a,c)

and µµ (b, d) channels with the ∆φ(Z,Emiss
T ) correction. The correction brings both distributions

into good agreement with the data. Although the ∆φ(Emiss
T , Emiss,track

T ) distribution is not weighted,
it is correlated with ∆φ(Z,Emiss

T ) so that it too agrees after the correction.

because the η distribution has little correlation with the variables that can be modeled. The extend

method, however, requires a more careful event matching. Matching is not performed in φ because

the detector is fairly symmetric in φ. Instead, all objects in the matched single photon events

are rotated such that the φ component of the photon vector is the same as the φ component of the

dilepton vector. The matching is additionally performed in jet bins. The pT distribution is correlated

with the number of jets in the event. To ensure that the events are properly matched, single photon

events should only be matched to Z/γ∗ events that have the same number of reconstructed jets.

Many analyses require a jet veto. In this case the merging should only occur between events that

have no reconstructed jets. For each of the matched single photon events a new output event is

creating by copying the full simulated Z event. Then, all variables that are to be modeled using

the single photon method are replaced with those from the single photon event. Specific merging

procedures are required for some variables; a few cases will be considered below. The replicated

and modified Z event is then saved as part of the output sample. It is important to note that
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Figure 11.27: Distributions of Emiss
T for the ee (a) and µµ (b) channels and fractional pT difference

for the ee (c) and µµ (d) channels.

this merging procedure will create more output dilepton events than input dilepton events. The

output events receive an additional event weight that corrects the normalization so that the output

sample represents the same number of events as the input sample. In addition individual events in

the output dilepton sample cannot be assumed to be statistically independent and a bootstrapping

procedure must be used to evaluate the statistical uncertainty.

When variables are merged they must be translated from the single photon event to the Z/γ∗

event. Some variables are straightforward, but some require specific procedures for their calculation.

A selection of variables with their merging procedures are,

• Emiss
T – the full Emiss

T vector is replaced

• Emiss,rel
T – the full Emiss

T vector and all jets are taken from the single photon event and the

reconstructed lepton four-vectors in the dilepton event are used for the angular component of

Emiss,rel
T . It is important to note that this calculation does not preserve lepton mismeasure-

ments. When the Emiss
T vector is replaced from the single photon event the effects on Emiss

T

from lepton mismeasurement are lost. However the lepton mismeasurement is rarely the cause
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Figure 11.28: Schematic of the merging procedure for a single dilepton event. The dilepton event
is shown in blue at the top left with the lepton, Emiss

T , and hadronic recoil components labeled. A
set of single photon events that have been matched such that the photon pT and η are close to the
dilepton pT and η are shown in red at the top right. At the bottom the lepton information from the
dilepton event is combined with the Emiss

T and hadronic recoil from each single photon event. These
merged events are saved and replace the nominal Z/γ∗ simulation.

of mismeasured Emiss
T and in the signal regions suited for this method the Emiss

T often points

away from the leptons.

• Jets – All jets in the dilepton event are replaced with those from the photon event. Generally

jet kinematics are well modeled in the photon sample, but if it is found that some kinematics

are not well modeled the jets can instead be used from the Z/γ∗ simulation.

• Track Emiss
T – All tracks except for those associated to leptons are taken from the single photon

event. If the photon is converted, the tracks associated with the photon are excluded

• Transverse mass (mT ) – This variable measures the transverse component of the mass of the

dilepton + Emiss
T system. The Emiss

T vector is taken from the photon event and the leptons are

taken from the dilepton event.

The non-single photon contributions to the inclusive photon sample must be subtracted as in
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the basic method. To implement the subtraction the backgrounds to the inclusive photon sample

must also be merged with the Z/γ∗ simulation. Merging single photon simulation follows the same

procedure as for single photon data except that the event weight is negated. The output Z/γ∗

sample that is merged with the single photon simulation is appended to the output Z/γ∗ sample

that is merged with single photon data. The full merged sample therefore includes both the single

photon data and single photon simulation with a negative weight.

The cut efficiency of any variables that are modeled is simply determined by applying the cut

to the merged sample. The final background estimate is given by the number of events remaining

in the merged sample after all cuts. A complication of the merged sample, however, is that the sta-

tistical uncertainty is not simply the square root of the number of events. Instead, a bootstrapping

procedure must be used to evaluate the statistical uncertainty. The merged Z/γ∗ sample is divided

into subsamples. The final background estimate is determined from each subsample and the statis-

tical variation among the samples gives the statistical uncertainty on the final result. Systematic

uncertainties are the same as in the basic method and are applied to the final background estimate.

11.4.1 Application – H → WW

The extended single photon method was developed for theH → WW search described in Section 9.2.

This method was in fact applied to a newer version of the analysis that included a fraction of the

data from the 2012 run. The analysis uses the Emiss,rel
T variable to remove the Z/γ∗ background

which requires the extended method. An additional cut is applied on a hadronic recoil variable

to achieve more Z/γ∗ rejection. A fit in bins of mT is used as the final discriminating variable in

the analysis. It is therefore necessary that the Z/γ∗ background estimate predicts a shape for the

background. The extended single photon method is ideal to estimate this difficult background.

The merging procedure is implemented as described above. The variables that are to be modeled

are Emiss,rel
T , Track Emiss

T , and a hadronic recoil variable, fRecoil, which measures the momenta

of tracks recoiling from the dilepton system. It is the vector sum of the momenta of tracks that

originate from the primary vertex and lie within a 45 degree azimuthal slice centered exactly opposite

to the pℓℓT vector. Figures 11.29 and 11.30 show the Emiss
T and Emiss,rel

T distributions where Z +

jets distribution is modeled using this method. All event cuts are applied except for Emiss,rel
T track

Emiss
T , fRecoil, and mT. However the analysis was blinded and certain blinding criteria were applied

to remove the signal region. The shape of the Emiss
T and Emiss,rel

T distributions are altered by blinding

cuts, but the Z + jets distribution reproduces it well. Good agreement between the data and Z +

jets prediction in the ee channel is observed. The agreement in the µµ channel is poorer than in the

ee channel. The reason for the discrepancy is in the difference in the momentum resolution between
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Figure 11.29: Emiss
T distributions in the ee (a) and µµ channels (b). The Z + jets histogram is

the prediction from the extended single photon method. All other processes are estimated using
simulation. The blinding criteria shapes the Emiss

T distribution, but the Z + jets model shows good
agreement with the data over the full distribution.

photons and muons. This problem was also addressed in Section 11.3.14 in the implementation

of the basic method for the ZZ → ℓ+ℓ−νν̄ analysis. The muon momentum resolution tends to

have larger tails than the photon momentum resolution. Therefore single photon model does not

correctly represent the muon momentum resolution and the model predicts a slightly narrower

Emiss
T distribution. This is not an issue in the ee channel because electrons and photons are very

similar objects. The Emiss,rel
T variable in intended to be insensitive to lepton mismeasurements, but

a discrepancy is observed in Emiss,rel
T distribution of the µµ channel as well. This discrepancy is

expected because when the samples are merged, lepton mismeasurements are not preserved in the

Emiss
T since it is replaced with the Emiss

T in a single photon event. Therefore Emiss,rel
T suffers from the

discrepancy as well. Figures 11.31 and 11.32 show the fRecoil and track Emiss
T distributions. In both

distributions the Z + jet model shows some disagreement with the data. The shape of fRecoil is not

correctly produced and the track Emiss
T distribution is over estimated at large values of track Emiss

T .

These discrepancies are attributed to the inefficiency to reconstruct the correct primary vertex in

single photon events. In the cases when the incorrect primary vertex is selected the tracks from a

min-bias event are used instead of those from the hard scatter. The solution to this problem is to use

converted photons to improve the vertex finding efficiency. Figure 11.33 shows the mT distribution,

the final discriminating variable in the analysis. The ee channel has good agreement and the µµ

channel has some disagreement because it depends on Emiss
T which has a disagreement in the µµ

channel.
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Figure 11.30: Emiss,rel
T distributions in the ee (a) and µµ (b) channels. The Z + jets histogram

is the prediction from the extended single photon method. All other processes are estimated using
simulation. The blinding criteria shapes the Emiss,rel

T distribution, but the Z + jets model shows
good agreement with the data over the full distribution.
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Figure 11.31: fRecoil distributions in the ee (a) and µµ (b) channels. The Z + jets histogram is
the prediction from the extended single photon method. All other processes are estimated using
simulation. The shape of the modeled fRecoil distribution has some disagreement with the data.
At small values of fRecoil the model predicts too many events and at large values of fRecoil. This
discrepancy is attributed to the inefficiency to reconstruct the correct primary vertex in single photon
events described in Section 11.3.11.
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Figure 11.32: Track Emiss
T distributions in the ee (a) and µµ (b) channels. The Z + jets histogram

is the prediction from the extended single photon method. All other processes are estimated using
simulation. The shape of the modeled track Emiss

T distribution disagrees with the data at large values
of track Emiss

T . This discrepancy is attributed to the inefficiency to reconstruct the correct primary
vertex in single photon events described in Section 11.3.11.
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Figure 11.33: mT distributions in the ee (a) and µµ (b) channels. The Z + jets histogram is
the prediction from the extended single photon method. All other processes are estimated using
simulation. The blinding criteria shapes the mT distribution, but the Z + jets model shows good
agreement with the data over the full distribution.
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Figure 11.34: The predicted Z + jet mT distribution using the extended single photon method in
the ee and µµ channels. The distributions from two variations of two systematic sources are shown.
The No Iso and Loose No Iso distributions show the predictions of the mT for dijet enriched events.
The No Iso distribution uses photons that pass the tight identification criteria, but no isolation cut
is applied. The Loose No Iso distribution is further enriched in dijet events by using loose photons
with no isolation cut. The MC Up and MC Down entries account for the variation of the simulation
within its uncertainties.

An advantage of using the single photon method is that the mT shape is predicted with more

statistics than in simulation. The final mT distribution is shown in Figure 11.34 with the predictions

from systematic variations included. The sources of uncertainty considered are dijet contamination

and the subtraction of single photon backgrounds using simulation. The systematic uncertainty from

dijet contamination is evaluated by using photons that are tight, but not isolated and photons that

loose and not isolated. The uncertainty on the subtraction is evaluated by varying the prediction

from simulation up and down within the cross section uncertainties. The method to determine the

statistical uncertainty was described above in Section 11.4. The merging is done in five independent

and randomized samples. The results from the different measurements are compared and the largest

variation between the samples is a conservative estimate of the statistical uncertainty in the nominal

estimate. Figure 11.35 shows the prediction from the five independent samples.
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Figure 11.35: Determination of the statistical uncertainty of the Z + jets prediction using the
bootstrapping method. The nominal sample is divided into five equally sized and random samples.
The mT distribution is predicted separately from each sample. The maximum variation between the
samples is a conservative estimate of the statistical uncertainty.
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This dissertation presented measurements of the WW cross section, the ZZ cross section, a

search for the Higgs boson in the WW decay channel, and a search for invisible decays of the

Higgs boson. All of these analyses were performed in final states having two leptons and Emiss
T . A

common issue among dilepton + Emiss
T signatures is rejecting the Z/γ∗ background and estimating

its contamination in the signal region. Special attention was given to studies of fake Emiss
T and in

estimating the Z/γ∗ background.

TheWW cross section was measured in the fully leptonic final state to be 40+20
−16(stat.)±7(syst.)pb

using 34 pb−1 of data recorded at
√
s = 7 TeV, in agreement with the theoretical expectation. The

ZZ cross section was measured in the ℓℓνν final state to be 5.7+1.4
−1.3(stat.)

+0.7
−0.6(syst.) ± 0.1(lumi)pb

using 4.6 fb−1 of data recorded at
√
s = 7 TeV. The result agrees well with theoretical expectations

as well as the measured cross section in the ℓℓℓℓ final state. The cross section was also measured

in bins of pℓℓT , ∆φ(ℓ, ℓ), and mT unfolded to the generator level. Limits were placed on anomalous

triple gauge couplings whch re much more stringent than previous limits.

The discovery of the Higgs boson fulfilled a principle goal of the LHC and marked a major

milestone in particle physics. An overview of the discovery of the Higgs boson was given and a

search for the Higgs boson in the WW decay channel using 4.6 fb−1 of data taken at
√
s = 7 TeV

was presented. At that stage a discovery of a mH = 125 GeV Higgs boson was not possible, but the

WW channel excluded a large range of Higgs masses between 130 GeV < mH < 260 GeV with 95%

confidence.

The final analysis presented a search for invisible decays of the Higgs boson. This analysis uses

the newly discovered Higgs boson to search for new physics that could enhance its invisible branching

fraction. The analysis uses 13.1 fb−1 of data taken at
√
s = 8 TeV and 4.6 fb−1 of data taken at

√
s = 7 TeV. No excess of events were observed and a limit of 65% is placed on the invisible branching

fraction of a Standard Model Higgs boson having mh = 125 GeV. One possible cause of an enhanced

invisible branching fraction is decays to dark matter. A Higgs portal model is used to translate the

invisible branching fraction limit into a limit on dark matter mass and cross section. The model

makes a simple, ad-hoc extension to the Standard Model by including one additional particle (the

dark matter particle) that interacts only with the Higgs boson. Because the nature of dark matter

is not known, limits are determined for scalar, vector, and majorana fermion dark matter. The

limit on the coupling between dark matter and the Higgs boson is compared to the limits from dark

matter direct detection experiments. We find that limits from the invisible branching fraction add

significant exclusion dark matter having a mass below 10 GeVwhere direct detection experiments

do not reach. Therefore we conclude that the dark matter particle cannot have a strong interaction

with the Higgs boson over most of the viable mass range considered for dark matter particles. This
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constraint indicates that the dark matter particle must couple to Standard Model by some more

complicated mechanism that is yet to be determined.

Given that evidence for dark matter has not yet been found at the LHC, the future prospects

for dark matter detection are important. The LHC will soon take data at a higher center of mass

energy and will collect much more data. The additional data will allow for more stringent limits on

the invisible branching fraction of the Higgs boson. Additional channels will also contribute to the

invisible branching fraction limits. The VBF channel has a higher production rate and will provide

a more stringent limit than the associated production channel. Improvements can be made to the

ZH channel presented here as well. In the ZH channel the dominant systematic uncertainty is

on the normalization of the standard model ZZ background. This background is estimated using

simulation which has an uncertainty of 11%. In order to place more stringent limits on the invisible

branching fraction of the Higgs boson this uncertainty must be reduced. One possibility is to use Zγ

events as a proxy to ZZ events, much like how single photon events are used to estimate the Z/γ∗

background as described in Chapter 11. Such improvements will allow for much stronger constraints

on the invisible branching fraction of the Higgs boson.
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