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ABSTRACT

Searches for New Physics Using High Mass
Dimuons at the CDF 1I Experiment

Miige Karagoz Unel

The Collider Detector at Fermilab collected approximately 200 pb~! of Tevatron
pp collision data at /s = 1.96 TeV between spring 2002 and fall 2003. We present
results for searches for new physics in the dimuon final state using these data. The
searches include heavy neutral particles predicted within extended gauge groups
(various Z's), Technicolor (vector mesons), R-parity violating Supersymmetry (scalar
neutrino), and warped extra dimensions (Randall-Sundrum gravitons). We present
95% Confidence Level (C.L.) upper limits on the production cross section times the
branching ratio of new particles as a function of the dimuon invariant mass and
place 95% C.L. lower mass bounds on the particles. Current limits exceed published
limits of previous direct searches in the dimuon channel. We also pioneered search
strategies and exploration of some models. Limit results from the electron and muon

combined channels are also presented.
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Chapter 1

Theory Introduction

“We dance around in a ring and suppose,
but the “secret” sits in the middle and knows.”

Robert Frost

1.1 Motivation

The “Standard Model” (SM) of elementary particle physics has been the prevailing
theory of quarks and leptons and their electromagnetic, weak and strong interac-
tions. However, the current description of the subatomic world, mostly governed by
the Standard Model, has important unanswered questions: the composition of the

universe, its energy and matter density; the number of particles and the origin of



their masses; the origin and the variance of the strength of particle interactions. El-
ementary particle physicists have achieved a profound understanding of matter and
physical laws, but the mystery(ies) of the universe remains to be solved.

In addition to the theoretical questions, there are recent important developments
in particle physics that point toward new phenomena beyond the SM, such as: neu-
trino mixing, the puzzling dark matter and energy dominance in the universe, briefly

described below:

1. Neutrino Masses: The recent results from the atmospheric,solar and reactor
neutrino experiments point to evidence for oscillations between neutrino fami-
lies which may explain the observed deficit in the solar electron neutrino flux
and the atmospheric muon neutrino flux [1]. The indications of inter-species
oscillations of neutrinos is the non-zero and non-degenerate neutrino masses,

which may be accommodated in physics beyond the SM.

2. Dark Matter and Energy: Only a small fraction of the universe is made up of or-
dinary matter (particles predicted by the SM). Recent results from cosmological
measurements, such as cosmic microwave radiation background measurements
from WMAP [2], provide strong support for the existence of dark matter and
dark energy, which fills the rest of the universe. Dark matter could be a par-

ticle or particles that have not yet been observed [3]. One interpretation for



the dark energy is first postulated by Einstein as a cosmological constant that

may account for more than 60% of the universe [4].

3. Baryon (matter-antimatter) Asymmetry of the Universe: The question of why
there is a baryon asymmetry in the universe is still unexplained by today’s
experiments and observations. Sakharov suggested solutions which are to a
great extent accommodated by grand unified theories. However, the details of

the mechanism is not yet clear [5, 6].

The above-mentioned developments and the yet-unanswered questions bring us to
the verge of discovering more fundamental laws of nature. They also lead theorists to
come up with models with implications that can be tested at the present and future
experiments. Most of these models predict massive particles that are not forbidden
to exist by current knowledge. Such particles may decay into a fermion pair and
may manifest themselves as deviations from SM expectations. The observation of
such phenomena often requires large data samples and high center of mass energy in
collisions.

In this study, we search for new particles decaying into two highly energetic muons
in the data from the Collider Detector Experiment at Fermi National Laboratory
(CDF). The direct evidence of massive particles would be a significant excess in the

number of observed events in the dimuon data for a high invariant mass sample.



Historically, lepton pair production have been one of the best signatures for ob-
servation of new signals in high energy physics. The .J/t¢, T, and the Z boson were all
discovered in the dilepton channel. The current search has been for spin-0 (R-parity
violating Supersymmetry 7), spin-1 heavy gauge bosons and Technicolor mesons (7,
Techni-wt and pr) and spin-2 bosons (Randall-Sundrum graviton). The categoriza-
tion with respect to the particle spin properties allows for a more general approach
toward model independent searches. The dimuon search channel is also complemen-
tary to the similar searches that can be performed using the dielectron channel [7].
Furthermore, dimuon and dielectron channel results can be combined into a dilepton
result to increase search sensitivity.

In the following sections of this dissertation, we introduce the theoretical back-
ground, describe the data and simulation samples, the background predictions and
the techniques used. We present the results obtained for new physics and outline
the implications of the results for various models that are explored during this study.

The results for dilepton channel are also presented.

1.2 Standard Model of Elementary Particles

The Standard Model (SM) of elementary particles is a gauge field theory which

is described by the symmetry group SU(3) ® SU(2) ® U(1). The non-Abelian



SU(2) ® U(1) is the electroweak group which unifies the electromagnetism and the
weak interactions. It is also called the Glashow-Salam-Weinberg theory [8]. The
SU (3) group represents the gauge theory for strong interactions, the Quantum Chro-
modynamics (QCD) [9].

Fundamental particles known to exist within the SM can be classified into two
groups in the particle physics “periodic table”: fermions and bosons. The fermions,
which form the matter in the universe are grouped as left-handed doublets and right-
handed singlets and are summarized in Figure 1.1. The force carrier SM bosons are
listed in Figure 1.2. The electroweak fields are the Z, W and ~ vector bosons and the
strong interactions are carried by the massless gluons. The fermions are characterized
by their quantum numbers of weak isospin, I and third component, I3, and the weak
hypercharge, Y. The relation of the SU(2) ® U(1) quantum numbers and their

electric charges, ), are given by the Gell-Mann-Nishijima relation:
Y
Q=1+ 5 (1.1)

The formulation of the electroweak SM is driven by the empirical facts that
depend on these fermions and vector bosons. The observed non-zero masses, m  and
myw, of the weak force carriers is the central question of the electroweak physics.

Demanding local gauge invariance of the electroweak Lagrangian requires massless
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Figure 1.1: Properties of SM fermions.
Boson Mass(GeV/c?) Q Spin Interaction (Strength)

Z 91.188%0.002 0 1
Weak (E-7)

w 80.423%0.004 +1/-1 1
i 0 0 1 QED  (E-2)
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Figure 1.2: Properties of SM bosons and graviton. Higgs mass limits are from [10].



spin-1 fields. The non-zero masses of the W and Z bosons implies that a mechanism

should break the electroweak symmetry and that the consistency of the theory with

the measurements should be satisfied. The mechanism is the “spontaneous symmetry

breaking” of the electroweak through the scalar Higgs field. The gauge-invariant field

theory with spontaneous symmetry breaking can be constructed via an electroweak

interaction Lagrangian [11]:

L= Lgauge + Lfermions + £Higgs

The first term describes the pure gauge field self-interactions:

| P 1
£gauge = _ZW#VWILV - ZBNV‘BUV ,
where the field strength tensors are given by:
Wi, = 0,W,—0,W.— g’ WIW)
B, = 0,B,-0.,B, ,

(1.2)

(1.4)

where go is the weak-isospin coupling. The U(1) Abelian hypercharge coupling is g;.



The second term in Equation 1.2 is the fermion-gauge boson interactions:

Lfermion = Z fl Ef (15)

with the sum running over the left- and right-handed field components of the leptons
and quarks. Depending on the fermion species, the covariant derivative takes the
form:

_ Y
Dy, =0y — igoI'W,, + iglEBM : (1.6)

The third term, Lg;445, summarizes the Higgs interactions with gauge bosons, fermions
(Yukawa couplings) and the Higgs self-interaction terms. The Higgs field (& =
(¢, ¢°]) couples to the gauge fields to break the SU(2) ® U(1) to leave the electro-

magnetic gauge subgroup U(1),,, unbroken.
Litiges = (D, @) (D*®) — V(®) + Ly ukawa (1.7)
where the Higgs field self-interaction is:

V(®) = — 20 + % (@%)2 : (1.8)



and the Yukawa term is:

_ myr—
£Yulcawa = _mf’gbf’@bf - de)f,@bfh’ ) (19)

In the unitary gauge, the Higgs field has the form:

(1.10)

Sl

v+ h

where h is the field of a physical neutral scalar particle, the Higgs boson, with mass
my = pv/2, and v is the vacuum expectation value (vev).

The physical fields and parameters of the electroweak SM can be derived from
the Lagrangians. A transformation from the fields Wli, B,, to the physical fields in

the Higgs-gauge field interaction yields:

1
Wi = s W]

Zy = cosby W +sinfy B,

A, = —sinfyW; + cosdwB, (1.11)
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where the physical masses become

1 1 5 5
mW:§gzv , mZ:§\/91+92U , my,=0 (1.12)

and the mixing angle (fy,, Weinberg angle), in the rotation Equation 1.11, is related

to the gauge boson masses, given by:

cos Oy = 92 _ e (1.13)

Voi+gs Mz

The electric charge e can be expressed in terms of the gauge couplings in the following
way':

€ = & = g2 sin 9W = (1 COS QW . (]_]_4)

N

Finally, from the Yukawa coupling terms, the fermion masses are obtained:

v grsinf

The relations above replace the theory parameters (g2, g1, A, p and gy) with the
physical parameters (e, my, mz, my and my) that can, in principle, be measured
in experiments. The only parameter that is unmeasured in this list is the mass of

the Higgs particle, my, whose existence is yet to be proved.
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1.3 Resonance Production at Colliders

A resonance is an unstable particle produced as part of a hard processes; its decay
treatment normally is also part of the hard process. The hard scattering cross section
of a resonance is given by (1) & 0(7 — 7g), where 7g is defined as the scaled mass
TR = m%/s, as a fraction is the resonance mass and the total squared center-of-
mass energy of the system. This is the zero-width approximation. For a resonance
where the finite width is ['g, the § function can be replaced by a Breit-Wigner [12]
distribution:

S mprl'r

o(1 — — —
(7= 7r) 7 (s7 —m%)? + m%l%

, (1.16)

This is the most common description of a resonance [37] An improved description of
resonance shapes is obtained if the width is made mass-dependent (or $-dependent
if § is the the resonance mass).

In the section below, we concentrate in the Drell-Yan process, which is the main
SM process that yields inclusive muon pair production through a resonance at the

Tevatron.
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1.3.1 Drell-Yan Process

The inclusive hadronic interaction
a+b— 00 +x (1.17)

where {1/~ represents massive lepton pairs (ete™, p*p~and 7777), is known as the
Drell-Yan (DY) process. The mediator of these interactions is a virtual photon (yx)
or a Z-boson, within the known particles of the Standard Model. The name DY is
after S. D. Drell and T. M. Yan, who provided the first successful description of lepton
pair production in the context of the parton model (leading order in QCD) [13]. The
first experiment to study Drell-Yan process was carried out by the Columbia-BNL
group in 1970 [14]. Later on, the discovery of the Z boson in dilepton final state at
CERN [15] gave an empirical evidence in strong support of SM.

The general form of the pp—£¢t{~+z cross section, as a function of the lepton
invariant mass, M, the rapidity, y and the cos 8* of the center of mass frame scattering

angle, may be represented by [16]:

do

Ddydeost = > 195 (g, M)Sy (M) (1 + cos” 6%) + g (y, M) Ag(M)2cos 6°] (1.18)
q

where S,(M) and A, (M) involve the vector and axial couplings of fermions to the
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gauge bosons, g:(y, M) and g;'(y, M) are the parton distribution functions of the
pp beams and the sum is over the quarks. The parton distribution functions (PDF)
describe the probability to find a quark (parton) ¢ inside the (anti)proton with the ¢
carrying a fraction z of the total (anti)proton momentum. Parton distributions also
depend on momentum scale Q* that characterizes the hard process [17].

The cos #* dependence in Equation 1.18 reflects the spin structure of the interac-
tion, the y dependence gives the hadron structure function dependence. Usually one
or more of these dependencies are integrated out. However, it is possible to study
various aspects of the production using these dependencies, especially once a signal
is observed.

One can compute the QCD corrections to the DY process using the principles
of perturbative QCD. Discrepancies found in the measurements compared with the
tree level calculations, necessitated improving the accuracy of such calculations. Es-
pecially, the next to leading order (NLO) corrections turned out to be rather large
(about 30% for CERN SppS). Therefore, an overall correction factor, the K-factor is

introduced to represent the higher order effects in a5 to the DY production:

ONLO ONNLO

7KNNLO = (119)

OLo Lo

KNLO =

The NLO correction to the leading order DY process can be expressed numerically
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by [18]:

1 o 4
Kyro(as) =1+ - 2 (1 4o 7r2> (1.20)

Therefore, once a resonance in DY channel is observed, it can also be used as a test

of perturbative QCD.

1.4 Beyond the Standard Model

The hints for physics beyond the SM was introduced in Section 1.1. Here, we list
the classes of new models proposed in attempt to solve the existing problems of the
particle physics.

Grand Unified Theories
The Grand Unified Theories (GUTSs) arise as a natural extension of the SM. The idea
in a GUT theory is to consider the SU(3), SU(2) and U(1) as subgroups of a larger
gauge symmetry group, GG, and the quarks and leptons belong to the same multiplets
of this group. The symmetry is unbroken above some very large mass scale, Mgyt
(10'® GeV). The two popular extended gauge groups are Eg [19] and SO(10).

The GUT theories attempt to solve the hierarchy between the strong and elec-
troweak forces by unifying them at a new scale. However, this brings in a new
hierarchy problem which is the existence of a gap between the electroweak scale

(Mpw= 10* GeV) and the GUT scale itself.
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Supersymmetry
The one-loop corrections to the mass renormalization of the Higgs boson from the
bosons and fermions yield quadratic divergences. Avoiding the divergences require
a fine-tuning of the order of the hierarchy between the electroweak and GUT scale.
SuperSymmetry (SUSY) is a model that is based on the symmetry that relates
particles of different spins (“superpartners”). By generating a symmetry between
fermions and bosons, the divergences in the Higgs mass corrections may be eliminated
due to the additional negative contributions from the superpartners [20]. Therefore,
the fine-tuning problem can be solved by the proposed SUSY theories !. If minimal
supersymmetric models exist, the unification of the strong and electroweak forces
can be made nearly equal at the GUT scale, as shown in Figure 1.3.

Dynamical Symmetry Breaking (Strong Dynamics)
The idea of dynamical symmetry breaking is that the dynamics of the fundamental
gauge interactions will generate scalar bound states and that these will assume the
role assigned to the Higgs field in the SM. This phenomenon is similar to the forma-
tion of bound states of elementary fermions in a superconductive phase transition:
the Cooper pair of electrons. Two models that are explored in this category are

Technicolor and little Higgs models.

e Technicolor: Technicolor models attempt to replace the Higgs scalar by com-

!Numerous variations of SUSY models exists, which are beyond the scope of this work.



16

60

50

40

/o

30

20

10

I
10> 10° 10'" 10'%10'°
M (GeV)
GUT

N
O [TTTT
N —

Figure 1.3: Unification of the gauge coupling strengths including supersymmetry [21].
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posite meson bound states of a new interaction between additional fermions.
It is essentially a scaled up version of QCD. Similar to the pion decay constant
which is of the order of Agcp, a new “techni-pion” determines that the hadrons
of the new strong interaction will be at TeV energies. The earliest literature

on Technicolor can be found in [22].

o Little Higgs Models: The little Higgs model emerged recently in the literature
as one of the new models attempting to resolve the known hierarchy and fine-
tuning problems between the electroweak scale and the Planck scale (Mp;). The
little Higgs model predicts the existence of new gauge bosons and fermions
at the TeV scale to cancel quadratic divergences of SM at one loop in the
calculation of the Higgs mass. The model introduces light Higgs bosons without
supersymmetry and allows the scale of the underlying strong dynamics giving
rise to composite particles to be as large as 10 TeV, therefore, solving the
hierarchy problem.The introduction to the formalism of the little Higgs model

can be found in [23].

Extra Dimensions (ED)
The hierarchy problem between the Planck scale and the electroweak scale (Mgw) (a
factor of about 10'®) has motivated a number of extensions to the Standard Model,

which involve the interactions of massive gravitons with SM particles. Models in
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which particles can propagate in additional spatial dimensions have been proposed.

e Large Extra Dimensions: In the model proposed by Arkani-Hamed, Dimopou-
los and Dvali (ADD) [24, 25], SM particles are confined on to a 3-D spatial
membrane and gravity is allowed to propagate in the n extra dimensions. In the
(4+n)-D world which corresponds to the fundamental Planck scale, Mg (some-
times called as the string scale), gravity is as strong as other gauge forces.
However, gravity is weak in the Planck scale (Mp; ~10" TeV) in 4-D. The
relation between the two Planck scales is governed through the size, R, of the

compactified extra dimension:

M3, ~ R"MI*? (1.21)

which can be large. Assuming Mg is near the TeV range, R becomes as large as
~10'® km, which is already ruled out by the classical description of gravitational
force. The gravitational field in the (44-n)-D space can be represented in series

of Kaluza-Klein (KK) towers.

e Warped Extra Dimensions: Randall and Sundrum (RS) propose a non-factorizable
geometry in 5-D space to addresses the hierarchy problem. The extra dimen-

sion is warped by an exponential factor, exp (—2kr.¢), where k is the curvature
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scale and 7. is the size of the 5th dimension [26]. The existence of the warp
factor solves the hierarchy problem by bringing the scale of the gravitational

force near the TeV scale.

e Other ED models: A third model, TeV~! ED, is proposed to achieve gauge
coupling unification at a scale much lower than the GUT scale [27]. In this
model, matter resides on a p-brane (p > 3), with chiral fermions confined to
the ordinary 3-D world and SM gauge bosons also propagating in the extra
dimensions, all of which are internal to the p-brane. The last model is the
Universal ED [28] in which all particles are allowed to propagate in the extra

dimensions.

1.5 The Models

Beyond the Standard Model theories have predicted particles that can be observed
at the Tevatron. In this section, we describe the models, for which a search has
been conducted in this analysis, in more detail. These models include extended
electroweak gauge groups, Technicolor, Randall-Sundrum warped extra dimensions
and R-parity violating Supersymmetry. A brief history of the previous results for

each of the model is also given.
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Figure 1.4: Leading order Feynman diagram for dimuon production through Z' res-
onance decay.

1.5.1 Extra U(1) and SU(2) Neutral Gauge Bosons (Z’)

New, massive and neutral gauge bosons are a common feature of physics beyond the
Standard Model. Any larger group, GG, that extends the SM may have predictions
of additional Z bosons, the Z'. The smallest group that predicts at least one extra
gauge boson is G = SO(10) 2. The mass of the Z' is, in general, not constrained by
theory. However, it can naturally have a mass of about one TeV, especially in some
supersymmetric GUTs [29]. Therefore, a Z' can be observed at the current and next
generation of colliders. In what follows, we will describe models with additional Z's
which can be detected directly in the dimuon decay channel. Figure 1.4 shows the

lowest order Feynman diagram for dimuon production through Z' resonance decay.

2The number of n neutral gauge bosons of a GUT is given by n = rank[G]. The rank of SO(10)
is five, so it predicts one additional neutral gauge boson [29].
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1.5.1.1 SM-like (Sequential) Z'

The Sequential (SM-like) model Z' (Z'sy) is an extra U(1) gauge boson which is
defined to have the same couplings to fermions as the SM Z boson. Therefore, the
production and decay properties of the Z'gy is similar to that of the SM Z boson.
In this model, the three-vector boson couplings (i.e., the bosonic decays of a Z' )
is neglected since they are suppressed by a factor of m%/m?, [30]. This is true in
many extended gauge models, including Eg. The fact that the bosonic decays are
suppressed for a heavy Z' means that the total width of the Z’ is a linear function
of its mass. The total Z'sy width is about 3% of its mass, same as SM Z boson (see
Figure 6.20 in Section 6).

We would like to point out a few issues that make a search for Z'sy; in CDF Run
IT Data reasonable. Generally, such a boson is not expected in the context of gauge
theories unless this boson has different couplings to exotic fermions than the ordinary
Z. However, a generic Z' search forms a perfect baseline for other resonance searches
which use the same final state particles. It also gives a means to cross-check the Run
IT data and results against the published Run I search results performed in similar
manner. Moreover, it could also play the role of an excited state of the ordinary Z
in models with extra dimensions at the weak scale [31].

We also point out that the production cross section increase of a resonance is sub-
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stantial with the 8.8% increase in the Tevatron’s pp center-of-mass energy. Figure 1.5
compares the cross sections for a SM-like Z' for Run I and Run II center of mass
energies. The increase in cross section is more than 40% above a mass of 600 GeV /c?.
Therefore, one can say that the sensitivity to new particles has increased by about

50% in the high mass region.

Previous Results: CDF experiment pioneered the Z' searches at the Tevatron in
Run I. The combined dilepton (dimuon) channel data of 110 pb~! placed a lower
mass limit of 690 (590) GeV/c? [32, 33]. The DO experiment have searched for a
Z'syt in Run T only in the dielectron channel with a mass limit of 670 GeV/c? at 95%
CL [48]. The highest indirect lower mass limits for the Z'sy; is derived from bounds

on contact interactions in a global electroweak analysis and is 1.5 TeV /c? [34].

1.5.1.2 Es

The Eg model is a superstring inspired GUT theory which can contain additional
U(1) groups. Since Eg is a GUT theory, it will breakdown into various subgroups
one of which is the SM. The low energy gauge groups resulting from Eg breaking

leads to additional Z'. Let us consider the following breakdown of Eg [29]:

B¢ — SO(10) @ U(1)y

— SU(5) @ U(1), ® U(1),
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Figure 1.5: 0 - BR(Z'syy — ptp™) for Run I (dashed line) and Run IT (solid line) as
a function of the Z'qy; mass. The fractional increase of the cross section due to the
pp center of mass increase is also shown (bottom plot).
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— SUB)®SU(2) @ U1)® U(l)y ® U(L)y

In this gauge breaking scheme, Eg first breaks down into SO(10) and a U(1),. This
breakdown gives the first U(1) symmetry, which is called the Z';. The SO(10) further
breaks down into the smallest extended group, SU(5) in which the known SM is
contained, and an additional U(1),, giving the corresponding Z',. The physically
observable states of the new bosons can be expressed through a linear mixing of

7'y and 7'y, with the mixing angle 6:
Z'(0) = Zy cosb + Z, sin (1.22)

Most common additional Z' has been predicted for specific values of mixing angle 3.
These are Z'y, Z'\, Z',, and Z'1, which correspond to @ values of 0, /2, sin" ' /3/8
and sin™! \/5/787 respectively.

For the case of decays of Z' into only SM particles, the most generic partial decay

width to a fermion pair ff is given by [29]:

2

2 2
- g m m
F(Z'%ff)EFfOZNfuMm{[Ufc—i-afc] <1+2ﬁ2> —6afcﬁ’;} , (1.23)

3More general analyses have also been performed earlier [29)].
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where N is the color coefficient, i.e., Ny = 1(3) for f = [(¢q) and p is the phase space

factor due to the massive final fermions, = /1 — 4m?%/M2. Under the assumption

that the final state fermions are massless compared to mass of Z', M, the partial

width is linearly dependent on M.

Previous Results The direct bounds on the masses of the various extra Eg Z’ bosons
come from the CDF Run I experiment [32]. The limits obtained from this analysis
are listed in Table 7.6. The indirect expermental bounds for the Eg Z’s are as low as
350 GeV/c?, depending on the model. We list the indirect limits as of 2004 PDG *

values on some of the Z' models below:
e 7', 350 GeV/c?.

o 7',: 619 GeV/c? derived using electroweak data assuming a Higgs mass of

100 GeV/c?.

e 7',: 680 GeV/c?, derived in an similar manner to that of a Z'sy (Section 1.5.1.1).

1.5.1.3 Little Higgs Model

A model based on the idea of the little Higgs (LH) models, called the “littlest Higgs
model”, is proposed in [35]. The model begins with SU(5) global symmetry, which,

at scale Ag, is broken down to its subgroup SO(5) via a vev of order f. f is the

4The Particle Data Group compiles particle physics information on an annual basis [34].
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“decay constant” of the pseudo-Goldstone boson of the theory and is necessarily of
the order of TeV scale. For phenomenological studies, the Lagrangian of this theory
is linearized as described in [36]. The spontaneous gauge symmetry breaking gives

masses of order f for the gauge bosons, where the mass eigenstates are given by:

W = SW1 + CWQ, W’ = —CW1 + SWQ,

B = SIBl + C,BQ, B, = —C,Bl + SIBQ, (124)
and the mixing angles are defined as

!
s=—2%__ g=_% (1.25)

where ¢/ and g; are the couplings of the [SU(2) ® U(1)]; groups (i=1,2). The W and

B are the massless SM gauge bosons, with couplings given by
g=qs=gc, g =gis' =gy, (1.26)

which are related numerically by

1 1 1 1 1

~ ___ _ . ~
~ ~

1
— 4+ —= . 1.27
ATE Tl RE e (1.27)
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The electroweak symmetry breaking gives rise to further mixing between the gauge
bosons. The final mass eigenstates for charged gauge bosons are: W, (light) and Wy
(heavy). Similarly, the neutral gauge bosons are: Ap, Ay, Z; and Zpy, where the
mass of Aj is zero. This means there are one charged boson, Wy, and two neutral
bosons, Ay and Zp, in addition to the SM bosons, W, A;, and Z;,. Figure 1.6 shows
the spectrum of the particles within the LH model.

To leading order, the new gauge bosons have the following couplings to the SM

fermions:

for Zg: gy = —ga = g T cot 0; for Wy : gy = —ga = I_cot 6, (1.28)

2V/2

where gy and g4 are the vector and axial couplings and 73 is the third component
of the weak isospin (4(—)1/2 for up(down) type fermions). cot # is the mixing angle

which, in the context of Ref. [36], taken to be
¢

— <coth=-<2. (1.29)
s

As can be seen from the above equations, the gauge boson couplings to SM fermions
are universal to all fermions and depend linearly on the parameter cot# (which

means that the cross sections will scale as cot?d). The couplings are also purely
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left-handed.

We concentrate on the neutral SU(2) vector boson, Zg , which can be observed
at hadron colliders via the Drell-Yan process qq—Zg—¢*¢~. Figure 1.7 shows the
decay branching fractions for Zy versus cot #. The fermionic decays of Zy dominate
over its bosonic decays (e.g. to ZH or WW) when cotf 2 1/2. The branching
fraction to one flavor of quark pair is also equal to the solid curve in this figure
(bb given as an example), which holds true for the ¢# channel as well, up to a phase
space factor. One other decay channel that can be considered is the non-SM decays
of Zy to AyH, which becomes significant at low values of cot #. The phenomenology
of this model at the Tevatron and its implementation in Pythia event generator [37]

framework is discussed in more detail in Chapter 7.

Previous Results: Since little Higgs models have been recently formulated, there
are no results for Zy from previous collider experiments in direct searches. Limits
on the scale of the littlest Higgs model exist, derived from CDF Run I high mass
search results and electroweak fits, which imply that significant fine-tuning may be
needed in order for this model to solve hierarchy problem [40]. No bounds on the

little Higgs models are listed in 2004 PDG.
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1.5.2 RS Warped Extra Dimension

In the extra dimension theory, proposed by Randall and Sundrum, 5-dimensional
non-factorizable geometry, based on a slice of AdS5 spacetime exist [41]. Two 3-
branes, one being visible with the other being hidden, with opposite tensions reside
at S1/Z, orbifold fixed points, taken to be ¢ = 0,7, where ¢ is the angular coordi-
nate parameterizing the extra dimension. The solution to Einstein’s equations for
this configuration, maintaining 4-dimensional Poincare invariance, is given by the
5-dimensional metric

ds* = e 2@y, da"dz” + r2dd?* (1.30)

where the Greek indices run over ordinary 4-dimensional spacetime, o(¢) = kr.|®|
with 7. being the compactification radius of the extra dimension, and 0 < |¢| < 7.
k is a scale of order the Planck scale and relates the 5-dimensional Planck scale M

to the cosmological constant. RS model yields [26]:

- M3

M, = (1= e (1.31)
for the “reduced” (modified) 4-D Planck scale. Assuming that we live on the 3-brane
located at |¢| = 7, it is found that a field on this brane with the fundamental mass

parameter m, will appear to have the physical mass m, = kz,e *"<", where z,, are
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simply the roots of the J; Bessel function. The graviton KK towers masses are not
equally spaced (contrasted to ADD model, for example), can be of the order of a
TeV and be detected as massive resonances at the collider experiments.

The phenomenology of the RS model is governed by the ratio of k£ to Mp; (or
Mpy), k/Mpy, which can be defined as the dimensionless coupling parameter. This
parameter enters linearly in the graviton mass and quadratically in all partial widths
of the excited graviton resonance. For the first excited state of the RS graviton,
meg X ﬂxlk/ﬁpl, where z; ~ 3.83 is the first zero of the .J; Bessel function. The
expression for the full width of the RS graviton can be found in [42].

Figure 1.8 shows the spectra of graviton resonance production expected at the
Tevatron [41]. Since gravitons couple to gluons as well, the initial state will also
include gluon fusion, given by the Feynman diagram in Figure 1.9. Figure 1.10
shows the qq and gluon-gluon (gg) contribution to RS graviton production at 1.96
TeV pp center of mass energy. The gg process decays faster as a function of the
resonance mass and it dominates at energies below 200 GeV/¢?. The different initial
states will also contribute differently to the angular distribution of the graviton

production at the Tevatron [45], as shown below:

qG— G = ("0~ o 1—3cos’0* + 4cos’ 9

99— G —=0T0" o 1—cos'f* (1.32)



32

I I I I T I I I I
1072
—~ —~
> >
Q Q
&) &)
3 e 5
Q Q
L L
= =
! !
B B
-8
o 10 o
P AR R B R R P e U J U IS ISPV U SR R
200 400 600 800 1000 1200 1000 2000 3000 4000 5000 6000
My (GeV) My (GeV)

Figure 1.8: Drell-Yan production of a (a) 0.7 TeV Kaluza-Klein graviton at the
Tevatron with k/Mp; = 1, 0.7, 0.5, 0.3, 0.2, and 0.1, respectively, from top to bot-
tom; (b) 1.5 TeV KK graviton and its subsequent tower states at the Large Hadron
Collider [43]. The curves are for k/Mp; = 1, 0.5, 0.1, 0.05, and 0.01, respectively,
from top to bottom.
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Figure 1.9: Leading order Feynman diagram for dimuon production through graviton
resonance decay.

Previous Results: There are no results published from experiments for RS gravi-
tons. Some feasibility studies exist in literature using the Run I CDF high mass
search results [41]. The values of k/Mp; can not be too large (> 0.1) for the bulk

metric to be trusted and too small (<0.01) from the constraints on the magnitude
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Figure 1.10: Production mechanisms for o - BR(G — ptpu~) (left) and ratio of
qq annihilation to gluon fusion contribution (right) as a function of the graviton
mass.

of the 3-brane tension [41].

1.5.3 R-parity Violating (Ry) sneutrino

The general superpotential of a generic SUSY theory contains terms where the conser-
vation of the baryon or the lepton number is violated. In order to assure conservation,

a new symmetry, called R-parity is introduced:

Rp — (_1)R _ (_1)3(B7L)+2S (133)

for a particle with spin S and baryon and lepton number, B and L. It is a multiplica-

tive quantum number where all the particles of the Standard Model have positive
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R-parity, while their superpartners have negative R-parity:

+1 for ordinary particles,
R, = (-1)F = (1.34)

— 1 for their superpartners.

A single SUSY particle cannot decay into just SM particles if R-parity is con-
served which means the lightest superpartner (LSP) is absolutely stable. Astro-
physical considerations imply that a stable LSP should be electrically neutral. The
best candidates for an LSP, are the lightest neutralino, the sneutrino v, or the grav-
itino. Presently, neither experiment nor any theoretical arguments demand R-parity
conservation, so it is natural to consider the most general case in which R-parity
is broken. The R-parity violating (RPV, Ry) terms which can contribute to the

superpotential are:
Wy, = Nin L'V E* + X, L'Q'D* + \,U' D' D* + ¢, L;H, (1.35)

where i, 7,k are generation indices (1,2,3), L! = v, L} = (% and Q) = v}, Q) =
d; are lepton and quark components of SU(2); doublet superfields, and E* = ¢,
D' = di and U* = u?, are lepton, down and up— quark SU(2); singlet superfields,
respectively. The unwritten SU(2);, and SU(3)¢ indices imply that the first term is

antisymmetric under ¢ <» j interchange, and the third term is antisymmetric under
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)\;jk, )\;'jk, and ¢; are Yukawa couplings, and there is no a priori generic prediction
for their values. The first two terms in WBP violate L and the UDD term in WRP
violates B. To take into account the constraints imposed by the non-observance of the
proton decay, B is considered a good symmetry of the theory and )\;'Jk are taken as
zero. The remaining interaction Lagrangian expanded as a function of the superfield

components in the four-component Dirac notation is [44]:

Lp, = Nk {itel ek +etvieh + (k) vie] + h.c.} (1.36)
N { P, — &, + A — ] el i

(@) i dh — (d5) ebul + h,.c.}

In SUSY GUT scenarios, the third generation sfermions are generally expected to
be lighter than the sfermions of the first two generations. The flavor violation may
also be expected to be minimal in the third generation and the low-energy limits
for the third generation sfermions are not very restrictive. Therefore, the searches
at the Tevatron may be concentrated on v, resonance formation. As can bee seen
from Equation 1.37, a non-zero )\;jk can lead to resonant sneutrino production at a

hadron collider and a non-zero \;j; can lead to dileptonic decays of sneutrino. The
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Figure 1.11: Leading order Feynman diagram for dimuon production through v res-
onance decay.

differential cross section for a 7, production is from only dd annihilation [44]:

dé—[ﬁT] . 1 7TOZ2S ()\232)\311/62)2 (1 37)
deos@ 3 4 (5—ml)2+T2Zm2 :

where \y39 is the 7, —ptpu~coupling. The partial width for the v, —pu™p~decay is
2
D(pp) = Z22 M, . Figure 1.11 shows the Feynman diagram for dimuon production

16m

at hadron collisions through v, decay.

Previous Results: Previous results for R, SUSY models have concentrated on
the Yukawa couplings as well as the superparticle masses. The upper bounds on
couplings depend on the mass of the superpartners and the limits are presented as

a functional dependence. For Ay, and A};; in Equation 1.37, the current (indirect)
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limits are [45]:

Nowy < 0.07 x M N <011x% (1.38)
232 >~ 100 gevye2 0 B 100 cevye2 '

For a superpartner mass scale of 200 GeV/c?, present data allow Mg, < 0.03.
The mass limits are usually parameter dependent, however, the highest mass limit
on a sneutrino, within MSSM, is m; > 94 GeV/c? [46]. More Ry U, specific limits
are usually lower [34]. The strict bounds from cosmology on R, SUSY are generally

not considered because they are model dependent [45].

1.5.4 Technicolor Particles (wy andpr)

Technicolor (TC) is an alternative way to manifest the Higgs mechanism in giving
masses to the W and Z bosons using strong dynamics instead of weakly—coupled
fundamental scalars. One adaptation of Technicolor is the “Straw-man’s” model
(TCSM) [47]. This is a model that describes the phenomenology of color—singlet vec-
tor and pseudoscalar technimesons and their interactions with SM particles. The two
techni-mesons, the isosinglet, wr, and the neutral member of the techni-p isotriplet

family, pr, can be produced at pp collisions and may decay into two muons.
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The main model parameters are listed below:

4
Qu:Qd+1:§

MA - MV - MT
M (wr) ~ M(pr) = M(mp) + 100GeV/c? (1.39)

The first formula is the relation between the technifermion charges, to which the

0wy 18 sensitive. The second formula reflects a choice on My, which effects both
the production cross section of the vector mesons and the rate wr—~y + wp. The
third formula relates the wr and pr masses to that of 7. The wr and pr masses are

approximately degenerate, since the techni-isospin is likely to be a good approximate

symmetry.

Previous Results: The Technicolor model has not been bound by dimuon results
from previous experiments. The D@ experiment has results from dielectron chan-
nel using Run I data, although these limits are not very stringent [48]. Masses of
wr andpr have been excluded up to 203 GeV/c? for My) > 200 GeV. The decays
of wr andpr have also been explored in associated production of 71 with a W boson

or v in CDF Run I. The highest mass limits wr and pr for various decay channels



and for various model parameters range about 200-300 GeV /c? [34].
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Chapter 2

Experimental Apparatus

The data for the analysis described here is taken at the Collider Detector at Fermilab
(CDF) experiment located at the Fermi National Accelerator Laboratory (Fermilab),
Batavia, Illinois, USA. The data used in the analysis is taken during 2002-2003 at
Vs = 1.96 TeV center of mass energy of proton-antiproton (pp) collisions produced
on the Tevatron accelerator. The period in which the data was taken is referred to
as the Run II of Tevatron and the experiment is referred as CDF II. In the following
sections, we outline the Fermilab accelerator complex and the CDF II detector with

its components.

40
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2.1 The Accelerator

Fermilab, which can be seen in Figure 2.1, is the largest US laboratory for research in
high energy physics. It is the home to the world’s current highest energy accelerator,
the Tevatron. The Tevatron, with a circumference of about 6 km, is the world’s first
superconducting synchrotron and became operational in 1983. Two of the collision
points on Tevatron host two pp colliding beam experiments: D@ and CDF. Both
experiments took data during the 80’s and 90’s. Starting in 1996, both the accelerator
and the experiments underwent significant upgrades. Data taking began in 2001 with
the upgraded accelerator and experiments.

The center-of-mass energy (E.n, /), for the Tevatron proton and antiproton
collisions is 1.96 TeV. The acceleration of beams to 0.98 TeV occurs in many stages
in the Fermilab accelerator complex. The rest of this section describes the stages of
the accelerator chain in detail, which is illustrated in Figure 2.2. The other important
parameter of colliders, the measure of the potential number of interactions for the
colliding beams (“luminosity”), will be defined at the end of this section. Most of the
information provided in this section can be found in Fermilab’s Run IT Handbook [49].

Proton Source
The starting point for the acceleration before collisions can occur in the Tevatron

is the Cockcroft-Walton accelerator which is a source of 750 keV negative hydrogen
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Figure 2.2: The Fermilab Accelerator Chain.
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ions (H™). The H™ ions enter a 150 m long Linear Accelerator (Linac). The Linac
uses a radio-frequency field, running at about 800 MHz, to further accelerate the H™
ions to an energy of 400 MeV.

Upon leaving the Linac, the H™ ions enter into the Booster, the first synchrotron
of the accelerator chain at Fermilab. During this transmission, the ions are passed
through a carbon foil and the electrons are stripped, leaving the bare protons to be
accelerated to 8 GeV in the 75m radius Booster. Protons emerge from the Booster
in 84 bunches (1 bunch = 1 RF “bucket”) spaced by about 19 ns. The design
specifications of the Booster for Run II is a total intensity of 6x10'° protons per
bunch, which is a 20% improvement over Run IB performance.

Main Injector
The Tevatron’s old injector, the Main Ring, was incapable of matching the lumi-
nosity requirements for Run II. The Main Injector, a synchrotron of about 3 km
in circumference, was designed and built to reduce the limitation of the Main Ring
and became operational in 1998. The Main Injector accelerates both protons and
antiprotons from 8 GeV to 150 GeV . Both beams are also coalesced into smaller
number of bunches. The coalesced bunches are finally injected into the Tevatron
(36 bunches per beam in total), where they will be further accelerated to their final
energies, 980 GeV (the “shot” procedure).

Antiproton Production
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One major advantage of a pp collider is that the p and p beams can circulate in
opposite directions sharing the same magnet and vacuum system. One major disad-
vantage of using p beams is the cost of their production. At Fermilab, the antiprotons
are produced using the Main Injector protons. A proton pulse of 120 GeV is incident
onto a nickel target to produce antiprotons. The produced antiprotons are collected
and focused by a “lithium lens” and separated from the other by-products of the
proton-nickel scattering using a bending magnet. The system has a wide acceptance
around p energies of 8 GeV.

Exiting the collection lens, the antiprotons are bunched (preserving the structure
of the initial protons). However, they have a large spread of momentum in longitudi-
nal and transverse directions. Before bringing them back to 150 GeV to prepare for
proton collisions, they go through the process of stochastic cooling®. This task is per-
formed in two steps: the p beam is transformed into a continuous beam and cooled
both transversely and longitudinally in the Debuncher ring, and the antiprotons are
further cooled and “stacked” in the Accumulator. The stacking of anti-protons takes
between half or a full day depending on the desired beam intensity. At this point,
the antiprotons are still 8 GeV, but with a momentum spread smaller than one per

cent and are rebunched. When a sufficient number of antiprotons is available, they

!Simone van der Meer was awarded the Nobel prize for the invention of stochastic cooling in
1984.
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are sent either to the Main Injector for further acceleration to 150 GeV or to the
Recycler, which we describe below.

The improvements to the Debuncher and Accumulator stochastic cooling systems
and the increase in the number of protons per pulse from the Main Injector along
with a faster repetition rate are designed to increase the stacking rate by at least a
factor of four in Run II as compared to that of Run I.

Recycler: The Recycler Ring is installed in the Main Injector enclosure as a
storage ring for antiprotons?. It will be used as a post-Accumulator ring. Its main
purpose is to recycle the antiprotons which are not used at the end of the Tevatron
stores® (about 75% of the original injection quantity). At the end of a store, the
antiprotons, instead of being dumped as in Run I, will be decelerated, re-cooled,
stored and will be sent back to the Main Injector to be used again in the next store.
This recycling procedure will essentially provide a factor of two in luminosity that is
attainable by the accelerator.

Tevatron
The final stage for the acceleration for the pp beams is the 6 km long Tevatron
ring. The 36 proton and antiproton bunches are received from the Main Injector at

150 GeV. The general steps of a "shot setup” (the procedure of increasing 150 GeV

2Recycler is first used in January, 2004
3 A store is when stable circulation of pp beams obtained in the Tevatron ring.
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beams to 980 GeV ones and getting ready for collisions at CDF and D@ ) can be

outlined in a few steps.

e Beam Injection: The protons are sent into the F- section of the Tevatron in
36 coalesced bunches. At this time, the Tevatron magnets 4 are already set to
circulate 150 GeV energy beams in anticipation of the injection. The antipro-
tons are loaded after all the protons are injected. Before antiproton injection,
a set of electrostatic separators are used to create a pair of non-intersecting
closed helical orbits with the protons circulating on one strand of the helix and
antiprotons on the other. This provides transverse separation of the proton
and antiproton bunches as they pass each other and reduces the beam-beam
tune shift from head-on collisions. The tune shifts arise from beam-beam inter-
actions due to the protons’ electromagnetic field affecting antiprotons traveling

in opposite directions.

e Acceleration: Both protons and antiprotons circulate in three trains of 12
bunches with bunches in each group spaced 396 ns and the three trains are
separated by about 2.6 us ("abort gaps”), as schematically shown in Figure

2.3. The beams are accelerated up to 980 GeV each.

e Low Beta Squeeze: After the beams are accelerated to 980 GeV, the 5* °

4The Tevatron dipole magnets are operated at 4 K and 4.2 Tesla magnetic field.
>Given the position-velocity phase space (x, z') profile of the beam is an ellipse of semiaxes, o



48

Al3to A24

P13 to P24

P25 to P36

A25 to A36

P01 to P12

AO01to Al2

FO

Figure 2.3: Schematic representation of Tevatron bunch orientation.

in the CDF and D@ interaction regions is reduced from about 2 m to 30 cm.
The transverse size is reduced from about 1 mm to about 25 pym. The change
in the Tevatron lattice is obtained by ramping up the currents in the low-f3

quadrupole magnets at the two sides of the detectors in the collision hall.

e Beam Halo Scraping: The Tevatron beams begin to produce luminosity
when the beams have been brought into collisions. At this stage, the proton
and antiproton beam halo are scraped to reduce backgrounds in the detectors.
This operation is usually done automatically using the scraping collimators

around the ring.

and o', the beta function, §, is defined as the ratio o/o’ and the beam emittance as the phase
volume, € = woo’. B* is beta function as measured at the collison points.
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Once the beams are ready for data taking, CDF and DO detectors initialize their
luminosity counters and turn on their detectors for taking data during the Tevatron
store until it is dumped/aborted.

The Tevatron luminosity, in the absence of a crossing angle or beam position

offset, is given by the expression:

L= LB g 1)

 27(02 +02)

where f is the beam revolution frequency, B is the number of bunches in each beam,
N, (Np) is the number of protons (antiprotons) in a bunch, o, (0;) is the RMS proton
(antiproton) beam size at the interaction point and Fo;/f*) is a form factor which
depends on the ratio of the bunch length, o;, to the beta function at the interaction
point, 5*. The integrated luminosity, defined as £ = [ Ldt, is more relevant to physics
processes in pp collisions 6. The measurement of the luminosity at CDF is described

in Section 3.4.

6The rate of occurrence for interactions is directly proportional to the cross section of the process,
o, ([em?]) and to £ ([em2]). For rates we observe in high energy collisions, the preferred unit is a
“barn” ([10~2%em?]).
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2.1.1 Tevatron at Run II

As mentioned earlier, the Fermilab accelerator complex underwent a series of up-
grades to increase energy and luminosity for Run II. In Table 2.1, we summarize
the Run II design parameters and compare them to those of Run I. The design pa-
rameters for the accelerator was not reached instantaneously as the machine was
turned on in 2001. One technical issue impeding the increase in the luminosity is
the availability of antiprotons. One other factor is the learning curve of operating
brand-new components. As of writing this thesis, the Tevatron is achieving instan-

taneous luminosity values of about 6x10%' cm 257!

. The integrated luminosity per
week has reached to values above 10 pb~! routinely. The store duration has well
increased, exceeding 24 hours. In Figures 2.4 and 2.5 we illustrate the evolution of

the integrated and instantaneous luminosity, respectively. These plots corresponds

to about 200 pb~! CDF data collected up to September 2003.

2.2 The CDF II Detector

The Collider Detector at Fermilab (CDF) is a cylindrical-shaped, general-purpose
apparatus located at the B0 interaction region of the Tevatron and is designed to
study particles outcoming from the pp collisions. The CDF experiment went through

a series of data taking periods starting from the date the first collisions were produced
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Parameter Run IB  Run II
(1993-95)  >2000
p/bunch (10'%) 23 27
p/bunch (10'%) 5.5 2.5
Number of bunches 6 36
p stacking (10'°/hr) 6 20
p emittance (mm-urad) 237 207
p emittance (mm-prad) 137 157
Beam energy (GeV) 900 1000
Bunch length (rms, m) 0.60 0.37
Form Factor 0.59 0.75
Luminosity (103! cm™2s71) 0.16 0.7
Bunch spacing (ns) ~3500 396
Crossing angle (urad) 0 0
Interactions/crossing 2.7 1.9

Table 2.1: Comparison of Tevatron Run I parameters with the Run II design goals.
Run IB column represents average of 32 stores over the period March-April in 1995

and detected in October, 1985. The history of CDF data taking is summarized in
Table 2.2. The CDF experiment provided the first evidence for the existence of the
top quark using Run I data [50]. The upgrade preparations for CDF II started in
1996 [51]. An isometric view of the CDF II detector can be seen in Figure 2.6.

CDF wuses a cylindrical system of coordinates as is shown in Figure 2.8. The

Run Period Integrated Luminosity (pb!)
- 1987 0.025

Run 0 1988-1989 4.5

Run TA 1992-1993 ~19

Run IB 1994-1996 ~90

Run IIA (sep, 03) 2001-2003 ~ 200

Table 2.2: CDF pp data taking history.
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center of the coordinate system coincides with the center of the detector (interaction
point). The +z-axis lies along the proton beam direction and the +y-axis points
upward, perpendicular to the Tevatron plane. According to the right-hand rule, +ax-
axis points radially outward from the Tevatron ring center. From the proton’s point
of view coming into the CDF detector (going eastward), the +z-axis would be the
9 o’clock with azimuthal angle, ¢, increasing in the clockwise direction. The polar
angle, 6, is measured from the +z-direction. One common re-parametrization of the

polar angle is the pseudo-rapidity, n, defined below:

v nf? ) o2

Figure 2.7 illustrates the dependence of n of the polar angle. 7 is a very good

approximation to the physical variable, rapidity, y, given by:

1 E+pL
= -1 . 2.3
y 2“<E_pL> (2.3)

The longitudinal momentum of the particle, py, is defined to be p;, = pcosf. In the
high energy approximation (E ~ p) rapidity reduces to pseudorapidity. The variable
n usually replaces y when the mass and momentum of the particle is unknown.

Pseudorapidity is also preferred to describe the detector acceptance and physics
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capabilities.

CDF 1II can be divided into three main components: a tracking system for mo-
mentum and charge measurement, a calorimetry for energy measurement and muon
systems for identifying muons. There also exists a time-of-flight system to identify
particles for flavor tagging. The following subsections outline the detector parts

starting from the innermost regions and progressing radially outward.

2.2.1 Tracking System

The CDF detector is a powerful magnetic spectrometer which consists of a several-
component tracking system, as shown seen in Figure 2.7. The inner core is a set of
silicon strip detectors whose main purpose is to perform precision vertexing. Sur-
rounding the silicon tracker is a multiwire drift chamber whose main purpose is to
provide charged particle momentum measurement within the magnetic field of the
CDF solenoid coil. The CDF magnetic field is provided by a 5-meter long supercon-
ducting solenoid coil. The magnet is operated to provide a field strength similar to
Run I. The field strength has a central value of 1.41 Tesla and is uniform to 0.1% in
the region |z| < 150 cm and |r| < 150 cm. The solenoid is built from Al-stabilized
NbTi conductor with a maximum field strength of 1.5 Tesla and operating current

of 5 kAmps at liquid-He temperatures of about 4.7° K.
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Z_ Tevatron

Figure 2.8: CDF detector coordinate system.

2.2.1.1 Inner Tracker: the Silicon System

At the very center of the CDF detector lies the silicon tracking system, which con-
sists of three concentric systems: “Layer 00” (L@®), the Silicon Vertex Detector
(SVX) and the Intermediate Silicon Layer (ISL). The system replaces the vertex
time projection chamber and silicon vertex detector systems which were successfully
used for vertexing and tracking during Run I [52]. The new silicon system is designed
for a larger geometrical coverage as high as |n| <2 and to be less radiation-sensitive.
An improved pattern recognition is also implemented along with a faster readout
scheme. The detector parameters of the silicon system are given in Table 2.3. The
r — z view of CDF silicon tracking system is shown in Figure 2.9 and the r — ¢ view
is shown in Figure 2.10.

The innermost layer of silicon tracker system is LO@. This single-sided, radiation-

hard silicon sensor is placed immediately outside the beam pipe at a minimum radius
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of 1.35 cm. Inclusion of LO® in the tracking serves to improve the track impact
parameter resolution.

The SVX II is 90 cm long centered on the CDF origin. It is composed of three
29 cm long cylindrical barrels. Each barrel is divided into 12 pieces (wedges) in
azimuth with each wedge containing five layers of double-sided silicon microstrip
detectors between radii of 2.4 cm and 10.7 cm. The outermost three layers combine
an r — ¢ measurement on one side with 90° stereo measurement on the other. The
innermost two layers of SVX combine r — ¢ information with small angle stereo at
1.2°. The stereo angle information from the layers is used to form a three-dimensional
track. The silicon microstrips are supported by carbon fiber rails in assemblies called
“ladders”. Each ladder hosts four pieces of silicon sensors in two half-ladders. There
are 12 ladders in ¢ and a total of 60 ladders in each barrel which are mounted
between two beryllium bulkheads which also carry the water cooling lines for the
readout electronics. The more than 400,000 channels in the system are connected to
readout chips (SVX3) which reside on the surface of the silicon detectors. Each chip
digitizes 128 channels. A parallel fiber optic-based data acquisition system reads out
the entire detector in approximately 10 us.

The ISL consists of three separate silicon layers situated at radii of 20, 22 and
28 cm, respectively with respect to the beamline. Each layer is made up of double-

sided microstrips as in SVX, only without the 90° stereo measurement. The ISL
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SVX II

Radial coverage 2.4 to 10.7 cm, staggered quadrants
Number of barrels 3

Number of layers per barrel 5

Number of wedges per barrel 12

Readout coordinates r—¢;r—=z

Readout pitch 60-65 um r — ¢; 60-150 pm stereo
Resolution per measurement 12 pm (axial)

Total length 96.0 cm

Rapidity coverage | n|< 2.0

Number of channels 405,504

Material thickness 3.5% Xo

Table 2.3: Detector parameters of the SVX.

readout electronics are also similar to SVX, with the 30° wedge segmentation in

readout being the same. ISL has more than 250,000 channels in readout.

2.2.1.2 Central Outer Tracker

Surrounding the silicon system is the Central Outer Tracker (COT), the main track-
ing volume for CDF II [53]. The COT is a cylindrical drift chamber covering the
radial region of 40-138 cm from the beam pipe and is about 3 m long, corresponding
to an |n| coverage of <1.0. The COT is the replacement of the Run I wire cham-
ber, CTC, as a faster and improved version. Table 2.4 summarizes the detector
parameters for the COT.

COT is segmented into eight concentric superlayers and each superlayer is divided

into cells in ¢. A cell consists of a sense plane for 12 sense wires and 17 field shaping
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Figure 2.9: The r — 2 view of CDF silicon tracking system.
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Figure 2.10: The r — ¢ view of CDF silicon tracking system.

and potential wires and of two adjacent grounded field (cathode) sheets. Figure 2.12
shows a detail of the configuration for a COT cell showing the cell and wire layout.
The sense wires are 40 um gold-plated tungsten wire and the main body of the field
sheets is 6.35 pum gold-coated mylar. Figure 2.11 is a portion of the COT endplate
showing cell counts in the superlayers. The superlayers alternate between stereo and
axial, the innermost layer being stereo. The difference of a stereo layer to an axial
one is that the stereo cell wires and field planes are strung with a 6 cell slot offset
between the two endplanes. This allows for a stereo angle of +3° in stereo wires.

The tracking combines axial and stereo information to measure the z position. Axial
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superlayers only provide r — ¢ information.

The COT is filled with Ar/Ethane(50:50). Due to the magnetic field, the electrons
produced during the ionization of the Ar/Ethane gas from the passage of the charged
particle drift with a Lorentz angle of about 35°. To accommodate the Lorentz angle,
the cells are tilted with respect to the radial direction. The chamber is designed to
have a fast drift time to cope with Run II beam crossing rates and has operated at
a drift velocity of about 50 pm/ns [54].

The momentum resolution of the tracks in the COT chamber is dependent on
the pr of the track 7. During the Run II upgrades, the py resolution was extensively
studied and was estimated to be Apt/p% ~ 0.3% GeV/c™!. The momentum reso-
lution of the COT chamber as a function of pr obtained in this study is shown in
Figure 2.13. The measured pr resolution of the COT tracker for the data sample
used in the analysis described here is measured to be ~ 0.15% GeV/c¢™! with a cor-
responding hit resolution of about 170 pm [55] . The pr resolution for the Run I

CTC chamber was ~ 0.2% GeV /¢! [57].

"The pr of tracks measured in COT tracking volume is given in Equation 2.5.
8The most up-to-date number for the hit resolution is ~ 140um which is obtained with the latest
tracker alignment corrections in CDF offline software [56].
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coT

Radial coverage 44 to 132 cm
Number of superlayers 8
Layers per superlayer 12
Stereo Angle (°) +3,0,-3,0,+3,0,-3,0
Maximum drift distance 0.88 cm
Maximum Drift Time 100 ns
Lorentz Angle 35°
Resolution per measurement 180 pm
Rapidity coverage |n|< 1.0
Number of channels 30,240
Material thickness 1.3% Xy

Table 2.4: Detector parameters of the COT.

COT Momentum resolution Vs. P

Z (%)

OplP,

TOP alone 1

TOP + 3 Min Bias events
TOP + 6 Min Bias events

02 \ \ ! \ \ \ \ ! \
0 2 4 6 8 0 12 14 16 18 2

P, (GeV)

Figure 2.13: COT momentum resolution versus pr for three luminosities.
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2.2.2 Time-of-Flight Detector

A new Time-of-Flight (TOF) detector system was installed into the CDF detector
during the CDF II upgrade. The main motivation for the TOF is to improve particle
identification for flavor tagging. The TOF is located in the space between the COT
and the solenoid cryostat at a radius of 138 c¢cm from the beamline, as shown in
Figure 2.7. It lies at a radius of 138 cm from the beamline. The system consists of
216 scintillator bars with dimensions of 4x4x279 cm. Each scintillator is read out
by a photomultiplier tube (PMT) (Hamamatsu R7761) on each end, which provides
time and pulse height measurements. Comparison of the results from each pair of
PMTs gives the time and 2 coordinate information for the particle at the scintillator
bar. Since the PMTs operate in the magnetic field of the CDF solenoid, their gain
is reduced by a factor of 500 from the nominal gain of 10°.

The time-of-flight, ¢, of the particle is defined to be difference between the arrival
time at the TOF scintillator and the collision time ¢y. Similarly, the path length, L,
of the particle is calculated in between the scintillator and the beam collision point.
Using this information and the momentum of the particle, one can infer the mass of

the particle using the formula below:



65

The time-of-flight resolution of the system is on the order of 100 ps. The matching
of a scintillator information to a track is done by an extrapolation. The summary of

the most up-to-date TOF reconstruction can be found in [58].

2.2.3 Calorimeters

Surrounding the CDF tracking volume (outside of the solenoid coil) are a series of
calorimeters. CDF uses scintillator sampling calorimeters, which provide a coverage
up to about 3.64 units in |n|. In Run I, CDF calorimeters played an important role in
the physics program by measuring electron, photon and jet energies. For Run II, the
readout electronics for the central calorimetry system were upgraded. The forward
region (endplug) went through a full upgrade and the previous (gas) calorimeter has
been replaced by a new system to better accommodate the higher crossing rates for
Run II.

The CDF calorimeter system is a complex structure with four subdetectors to
allow for maximum possible hermeticity. We describe each subdetector below and
summarize the characteristics of the CDF II calorimeter system in Table 2.5. The
system forms a uniform pattern of projective towers of electromagnetic (EM) and

hadronic (HAD) calorimeters. The segmentation is given in Table 2.6.
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2.2.3.1 Central and End-wall Calorimeters

The central calorimeter is divided into two halves at || =0 and each half consists
of 24 wedges in azimuth. The central electromagnetic (CEM) calorimeter wedges
consist of alternating layers of lead and polystyrene scintillator. The light signal is
wavelength-shifted and carried by light guides to the PMTs (two per EM tower),
which measure the number of scintillation photons produced in an EM shower that
is formed during the particles’ passage through the detector. The energy resolution
of CEM is measured to be o/E = 13.5%/+/Er [59]. During the Run IT upgrades, this
value is estimated to be at most 14%/+/Er taking into account a scenario where the
light yield is 25% less then expected. One wedge of central calorimeter with details
of the electromagnetic part is given in Figure 2.14.

To record the position of an EM shower, proportional chambers of wire and
strips are embedded near the shower maximum (about 6 radiation lengths) deep into
the EM calorimeter. The shower-track matching is performed using these chambers
(CES), which helps electron, v and 7° identification and reduce fake electron rates.
The CES is shown in Figure 2.14 as “strip chamber”. Another set of wire chambers
is the preshower detector (CPR) which is located right in front of the CEM and uses
the tracker and the solenoid coil as radiators. CPR is useful for pion-photon and

electron separation.
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The central and endwall hadron calorimeters (CHA, WHA) use iron as the radi-
ator and PMMA napthtalane scintillator. The energy resolution of CHA is 0/FE =
75%/VE @ 3%. The endwall hadron calorimeter consists of modules mounted to
the solenoid flux return to provide coverage from 30° to 45 ° on both east and west

sides of the CDF detector. The hadronic segmentation and readout scheme matches

that of the CEM.

2.2.3.2 Forward (End-plug) Calorimeter

The end-plug (plug) calorimeter is one of the major upgrade projects of CDF II. The
old plug calorimeters, being gas-based, had a time response that would be incapable
of matching the Run II Tevatron rates. The new plug calorimeter, which covers
the |n| region from 1.1 to 3.6 (polar angle from 37° to 3°), also matches better
the segmentation and the projectivity of the central calorimeters. The calorimeter
consist of EM and HAD parts, as is the case of its central counterpart. A section of
the plug calorimeter is shown in Figure 2.15.

The plug EM calorimeter is composed of 23 layers of lead/scintillator units. At
normal incidence, this corresponds to a thickness of about 21 X,. The energy reso-
lution is o/E = 14%/vE @ 1% [60]. The first layer of units are used as a preshower
detector (PPR) similar to CPR. As in the CEM, a shower-max detector (PES) ex-

ists in the plug calorimeter. The PES and PPR uses scintillating fibers read-out by
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CEM CHA WHA PEM PHA
[n| coverage <11 <11 <13 1.1<|n|<3.6 1.3<|n|<3.6
Total Channels 956 768 676 960 864
Scintillator 5 mm 6 mm 6 mm 4 mm 6 mm
Absorber (inches) | Pb (0.13) Fe (1) Fe (2) Pb (0.18) Fe (2)
Yield (pe/GeV) 160 ~ 40 40 300 39
Thickness 19X,, 1A 4.5\ 4.5\ 21X, 1\ A1
Position Res. 0.2 x 0.2 10 x 5 10 x5 N/A
Energy Res. 14%/VEr | 5% /VE®3% | N/A | 14%/VE®1% | 80%/VE®5%

Table 2.5: Design parameters and characteristics of CDF II calorimeters. The po-
sition resolution (in (r — ¢)xz cm) is measured at 50 GeV incident energy. CEM
resolution is obtained using CES chambers.

[n| Range A¢ A
0.0- 1.1 (1.2 HAD) | 15° ~ 0.1
1.1 (1.2 HAD) - 2.1 | 7.5° | ~ 0.1-0.16
2.1 - 3.64 15° | 0.2-0.6

Table 2.6: CDF II Calorimeter Segmentation in 7 — ¢.

multi-anode PMTs. The plug hadron calorimeter design aims at optimizing detector

performance for various physics in the forward region. Its design resolution is o/E =

80%/v'E @ 5%, which is dominated by the sampling fluctuations from the absorber

plates. Similar to the EM section, it is composed of 23 layers, but of iron sandwiched

scintillators.

2.2.4 Muon Detectors

The radially outermost component of CDF II is the muon system which consists

of sets of drift chambers and scintillators. There are 4 muon subsystems in CDF
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IT: the Central Muon Detector (CMU), Central Muon Upgrade Detector (CMP),
Central Muon Extension Detector (CMX) and Intermediate Muon Detector (IMU).
The central part of the system is similar to Run I, except upgrades to improve readout
and geometrical coverage. The IMU is new to Run II. The n — ¢ coverage of the
muon system for Run IT is shown in Figure 2.16. The design parameters of CDF II

muon system is outlined in Table 2.7.

2.2.4.1 Central Muon Detectors

The central muon system covers || region of up to 2 1.0. The innermost section is
CMU, surrounded by the rectangular CMP. CMU and CMP systems cover |n|<0.6.
The details of muon triggering and muon reconstruction using CDF central system
is covered in Section 2.3.3.
CMU

The CMU detector is located right behind the hadron calorimeter at a radius of
about 350 cm and has a cylindrically symmetric structure. The CMU is the first
muon detector built for the CDF experiment [61]. The calorimeters act as absorbers
for almost all of the particles, except muons which do not shower as the electrons
and photons. Figure 2.17 shows the location of one wedge of CMU chambers behind
the CHA. Each wedge covers 12.6° and calorimeter towers cover 15° , so there exists

a gap of 2.4° between wedges. Each CMU wedge consist of three modules (stacks)
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with four layers of 4 rectangular drift cells as shown in Figure 2.18. The cells have
50 um sense wire at the center of the cell, running parallel to the z-xis. They are
filled with Ar/Ethane(50:50) with some alcohol added.

CMP
The CMP detectors were added during Run I to be mainly used in combination with
CMU chambers to further improve the purity in muon identification. It forms a
rectangular box around the detector and is located behind 60 cm steel. Due to the
geometry of the detector, the |n| coverage varies with ¢, as can be seen in Figure
2.16. The ¢ coverage of CMP was increased in Run II, with the addition of the
section referred to as the “bluebeam”.

As in CMU, the CMP stacks consist of four layers of drift cells, but they are
staggered by half cell per layer. The cells cannot provide information along the z-
direction. On top of the outermost layer of CMP are the Central Scintillator Upgrade
(CSP) system, consisting of a single layer of rectangular scintillator tiles.

CMX
“The most beautiful of the muon detectors” [62], the CMX, is an extension to the
central muon which started during Run I, to cover 0.6<|n|<1.0. It is a conical ar-
rangement of drift tubes similar to those of CMP cells and a sandwich of scintillators
(CSX) system. The Run I CMX system, called the “arches” cover 240° in ¢. The

Run IT upgrades for CMX includes the extension of ¢ coverage at the west top section
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(the “keystone”) and the 90° gap at the bottom on both sides (the “miniskirts”). The
east 30° gap at the top is filled with the instrumentation for the solenoid cryogenic
system. The CMX detector layout can be seen in Figure 2.19.

The CMX segmentation in wedges is 15° in azimuthal angle. Each wedge has 8
layers of rectangular tubes in radial direction and and 6 cells neighbor in each other
in ¢. The eight layers are grouped in pairs to form four continuous layers, each of
which is half-staggered with respect to each other. The layout of CMX is given in
Figure 2.20. The conical structure of CMX arches allows CMX 2z coordinate to be
independent of ¢ on east and west sides of the CDF detector. This is not true for
the miniskirt section, which has no curvature along its width.

The CSX system consist of single layers of scintillator tiles on both sides of
the CMX wedges in the arches. The miniskirt scintillation system (MSX) has only
one layer of scintillator counters [63]. The system is used in coincidence with the
chambers to further improve the timing of the system and reduce the fake rates due
to accidental muons (due to beam splashes, for example). In Run I, the pair of layers
of CSX were used to time-in to the passing muon, in Run II, information from either

of the layers is sufficient °.

°In Run I, CMX detector suffered from high trigger rates due to secondard particles produced
in far forward parts of the beamline and scattering into the detector. A ring of steel (“snout”) is
welded in the inner surface of the IMU toroids (see Section 2.2.4.2) for CMX shielding during the
Run IT upgrades. Another ring of shielding also added on the toroids (“nostral”) near the beampipe
for further protection of calorimeters and muon detectors.
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2.2.4.2 Intermediate Muon Detector

Muons in the region 1.0 2 |n| 2 1.5 are detected by the Intermediate Muon Detector
(IMU). This system is the new addition in CDF which uses the toroid steel of old
Forward Muon System to mount its chambers and scintillators. The toroid barrels
are moved as close to the interaction region as possible to provide a continuous muon
detection in |n|. The upgrades in CDF tracker system and triggers make it possible
to trigger and reconstruct IMU muons.

The main parts of IMU are the chambers (BMU) and the scintillator layer (BSU)
at the outermost radious of thetoroid structure. The chambers are designed such
that they are similar to those of CMU, both in readout and structure. There is
also the Toroid Scintillator Upgrade (TSU) system which is made up of trapezoidal
scintillators and is mounted in the innner face of the toroid, perpendicular to the
beamline. IMU is expected to be prone to beam-related backgrounds at the rear-
end, where it is less shielded against the beam halo coming into the CDF interaction

point.

2.2.5 Luminosity Monitor

The CDF II luminosity is measured using a set of Cerenkov luminosity counters

(CLC) [64]. There are two CLC modules located in the 3-degree holes between
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Figure 2.16: Schematic drawing of the location of the muon components in ¢ and 7

for Run II.
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KEYSTONE

. MINISKIRT ’ . MINISKIRT '

Figure 2.19: CMX detector layout. The arches are represented by cyan (light),
keystone green (darker), miniskirt red (30° sections) and blue (darkest) (10° sections).
The 10° wedges in blue have not been installed for Run ITA. Wedge 0 starts with
¢ = 0 line on both west and the east sides.

each endplug calorimeter and the beam pipe. The modules cover the region 3.7 <
In|< 4.7. Bach module consists of 48 isobutane-filled Cerenkov counters which are
conical in shape. The counters surround the beam pipe in three concentric layers
and point to the CDF interaction region. The counters have varying cross-sections
and lengths. The cross sections ranges between 2 and 6 cm in diameter. The lengths
for the two outermost layers are 180 cm long and the inner four layers are 110 cm
long. This arrangement is due to geometrical constraints. The counters are read out
by PMTs. The detector type, geometry and material allows for large acceptance,
radiation hardness. The CLC is also less sensitive to secondary particles which can

scatter into the CLC, as compared with scintillator based monitors. This effect is
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Figure 2.20: Drift tube layout in a CMX module covering 15° in azimuth. The 8
layers of tubes are logically grouped in pairs to form four continuous layers each of
which is half-cell staggered with respect to the next layer. Neighboring modules nest
together to form a contiguous conical surface.
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Figure 2.21: CLC detector layout [65].

represented in Figure 2.21.

2.2.6 Forward Detectors and Beam Monitoring

Similar to CLC, other detectors are placed along the Tevatron beamline, at small
angles relative to the beam-pipe [66]. Such detectors can be used both as a part
of the forward physics program to measure diffractive processes, and as a part of
the Tevatron beam monitoring, such as beam losses and beam halo. The Beam
Shower Counters (BSC) are sets of scintillator counters which are positioned along
the Tevatron magnet system at z ~ =4 6.5, 23, 32, 56 m (the farthest BSC unit is

not present on the east side [67]). The closest of the BSC units to the B0 interaction
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point measures the proton and antiproton losses. In addition, a series of scintillating
fibers are placed on the west side of CDF as the furthermost components. These
tracking detectors are placed in the Tevatron vacuum in movable “Roman Pots” and
are used in the diffractive physics program which is beyond the scope of this work.
CDF has undergone an enormous effort to understand the beam conditions at
the beginning of Run II, since unexpected beam losses and halo effected the quality
and continuity of the data-taking. One of such efforts resulted in installation of a
set of monitors at CDF, called the Beam Halo Monitors (BHM). These are arrays of
scintillator counters and provide measurements of proton and antiproton beam halo
[68]. In addition to scintillator counters listed above, a set of ionization chambers, the
Beam Loss Monitors, are also used to monitor the losses from the Tevatron beams.
All these monitors are a routine and important part of the data-taking at CDF and
are connected to alarms to notify the control room crew in case of undesired beam

conditions.

2.2.7 Data Acquisition and Trigger Systems

In this section, we describe the CDF Data Acquisition (DAQ) and trigger systems.
For any experiment, both systems are, in general, coupled to each other and share a

common infrastructure for data taking.
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Data Acquisition System (DAQ)

The reduced separation between the Tevatron bunches requires the readout and DAQ
of the CDF II system to be faster. Therefore, the DAQ was altered from the Run
I configuration, although the basic architecture remained the same as in Run IB.
Improvements were also made to make use of the most up-to-date state-of-the-art
developments in electronics and computing.

The DAQ system is responsible for collecting data fragments from front-end elec-
tronics systems for events satisfying the trigger criteria up to the final stage of the
trigger (Level 3) in which complete event records are formed and sent to mass stor-
age. The schematic diagram in Figure 2.22 summarizes the data flow in CDF DAQ
system. The front-end and trigger electronics are packaged as VME modules that
reside in about 120 crates in the system. Each crate contains at least one processor
board (Motorola, MVME 2301 or higher) for hardware initialization and event read-
out. The MVME boards run under the VxWorks operating system. In addition to
the processors, all crates (except those for the silicon system which has other con-
trollers) contain a “TRigger And Clock + Event Readout” (TRACER) module [69].
The TRACER provides the interface between the VME modules and the Trigger
System Interface (TSI). TSI serves as the bridge to the hardware trigger (Level 1
and Level 2). It is this interface that receives the trigger decisions and forwards

them to the front-end electronics through the TRACER. The CDF data is digitized



82

synchronous to the Tevatron clock to ensure proper triggering to the collisions at
the CDF interaction point. The global synchronization is provided to the electronics
and to trigger by the CDF “Master Clock” [70]. The interface of the Master Clock
to the readout crates is the TRACER module.

The data from the front-end crates are transmitted to the L3 trigger by the Event
Building Network. The event builder system is constructed around a commercial
Asynchronous Transfer Mode (ATM) network switch °. The data are first received
by the VME Readout Boards (VRB) and, through the switch, are sent to a set
of PCs running Linux, so that the events are assembled for shipment to the L3
processing nodes. L3 farms consist of more than a hundred dual-processor nodes 1.
The design input rate into L3 is about 300 Hz. The rate is reduced using the filter
algorithms within CDF C++ code, to about 75 Hz(20MB/s). The filtered events are
sent to the data logger, which logs the data into several data streams. The streams
store collections of datasets (set of events with common physics properties, usually
determined by the L3 criteria). The streams are written to tapes in the Feynman
Computing Center, to get ready to be read for analysis offline. The processing of the
data is performed in the CDF production farms, which produces the data samples and

reconstructs physics objects (electrons, muons, photons, jets, ...) (see Section 2.2.8).

1The Run IIB upgrades includes the replacement of the ATM switch by a Gigabit-ethernet
network.

1 The farms have been upgraded to cope with the demands of the increasing event sizes and
rates.
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Figure 2.22: CDF II Data Acquisition system. The schematic shows data flow from
the front-end and trigger VME crates to the Online Computing system.
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An outline of the CDF DAQ system described here can be found in [71].

Trigger System
In state-of-the-art hadron collider experiments triggering becomes especially critical
for two reasons: the high beam crossing rates and the large number of final state
particles due to underlying events and multiple interactions. To be able to extract
the most interesting physics events from the large number of minimum bias events'?,
CDF has adapted and implemented a new and faster triggering structure in Run
II. The CDF trigger system has a three level architecture. Having described the
software part of the trigger, Level 3, earlier, we outline the hardware trigger systems,
Level 1 and Level 2, in the following paragraphs. The functional block diagram of
the CDF II data flow is shown in Figure 2.23 and the description of CDF II trigger
system is given in Figure 2.24.

Level 1
The first decision and filtering level of CDF is the Level 1 trigger. This is a syn-
chronous hardware system which is custom designed to reduce the event rates from
about 7.6 MHz to less than 50 KHz. The decision time is about 4 us, however, the
" 13

pipelined readout scheme makes the Level 1 “deadtimeless

At Level 1, the data from the various components of CDF II detector is examined

2total di-top cross section is about ten orders of magnitude smaller than the total pp cross
section

13BDAQ deadtime occurs anytime a trigger for incoming data is disregarded due to a busy DAQ
or trigger system.
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(with the exception of silicon). All elements of L1 trigger are synchronized to 132ns
clock by the Global L1 trigger with every other cycle rejected automatically to collect

data at every 396 ns bunch-crossings.

e XFT: The triggering to tracks at Level 1 is performed by the eXtremely Fast
Tracker system [72]. A coarse transverse measurement of momentum and az-
imuthal direction of a track is formed by using hits in axial superlayers of the
COT chamber using what is essentially a fast lookup table. The first step of
XFT track finding is to search for track segments in each of the four axial
superlayers of COT and the second step is to search for four-out-of-four match
among segments in the four axial layers. If not track is found, the search is per-
formed on a three-out-of-three match among segments in the innermost three
layers. The XFT configuration allows for up to three missed wire planes in an
axial superlayer for the finding of the track segments. The XFT information is
distributed to L1 muon and calorimeter systems using the XTRP (Extrapola-

tor) System [73]. The XFT is efficient for transverse momenta above 1.5 GeV.

e L1CAL: This is the calorimeter trigger which triggers on calorimeter objects
(electrons, photons, jets) and global event variables (missing transverse energy
and event transverse energy). The bulk of L1 processing occurs in boards,

called DIRAC (Digital Information Receive And Compare). DIRAC receives
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information from XTRP for track-wedge matching.

e L1IMUON: The muon trigger uses the information from the CDF muon chamber
and scintillator system along with the XTRP unit information to trigger on
high and low pr muons. The track matching is performed at the granularity

of about 2.5°.

Level 2

L2 inputs information from L1 and silicon system and applies similar (and additional)
criteria on data as in L1, but with higher precision. L2 uses dedicated hardware
processors to make decisions based on more information about the events. The
system has four asynchronous buffers which means events remain in buffer until
accepted or rejected. This may cause deadtime at high luminosities. CDF aims to
keep the deadtime to less than 10%. For this purpose, L2 is a combination of two
steps of 10 us each. The first step is used to examine the event for the following

generalized conditions '*:

e SVT: The SVX 2-D fast tracking is performed at this level including the mea-
surement of the impact parameter, dy, which makes it possible to trigger on
secondary vertices in SVX. This capability is an important addition to CDF

b-physics program in Run IT [74].

ML2MUON trigger implementation has been carried out during 2004.
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e L2CAL: This is where the clustering of towers are performed to be able to form

jets and reduce the rates.

e XCES: The calorimeter shower maximum chambers can be further used to
refine the track matching (position and momentum)with XFT and reduce the
fake electron and photon rates. The segmentation of XCES trigger is about

2° in azimuth.

The second step of L2 is further event topology characterization and tighter require-
ments performed in the Alpha processors. There are about 100 triggers in L2 and
output rate of L2 is about 300Hz at maximum. After L2, the entire event data
is passed onto the L3 farms, which perform the filtering at software reconstruction

level.

2.2.8 CDF Analysis Framework

CDF reconstruction and analysis framework is built upon an object-oriented concept,
similar to the DAQ and online system. The coding language is C++. The framework
is specifically called AC++ which is a family of classes and its main infrastructure
is based upon modules, paths and streams. An AC++ “module” is a piece of code
typically to carry out a single well-defined task, such as event reconstruction in a

particular subdetector, for example, muon reconstruction in the muon system. The
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89

order and choice of modules a user would like to have in the analysis code is done
through defining a “path” in his/her executable. Associated with a path can be a
“stream”, which is the specific output file for the analysis job. The storage of of data
for each event within memory or resident on a disk is described by a model called
the “event-data-model” (EDM). The underlying structure of EDM uses ROOT [75]
file format. The event record within EDM format makes full use of object-oriented
language concepts. The numerous data structures that are contained in the event
record are defined by C++ classes. Following the nomenclature of C++, we call these
data structures as “objects”, which are uniquely defined by a number in the event
record. The end user at CDF does not need to know what these numbers are, but
rather use the name of the class itself. The event record holds the raw detector data
in “StorableBank” classes. This information is used to create higher-level objects for
making the final analysis-level objects. A muon object, for example, will have a track
and usually a stub associated with it. A “link” can give the necessary information
to point to a track used for reconstructing the final muon particle, for example.
Similar to muons, there are other objects used in CDF for data analysis. The most
common ones are tracks, calorimetry objects, electrons, photons and taus. The CDF
framework was designed to make many of the object similar in their form and usage.
An “electron object”, which typically contains a “track object” also carries a link to

it, similar to the muon. We give more information on the creation of the “CDF muon
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object” in the following sections. Finally, we should mention that the CDF analysis
code has improved constantly during the period of data taking which is presented in

this work.

2.3 Muon Detection, Trigger and Reconstruction

In the following sections, the muon detection and identification (ID) at CDF is briefly
described, with a possible emphasis given to CMX detector. CDF detector uses
a collection of single-wire, gaseous drift chambers and organic scintillator tiles for
muon detection and triggering, as briefly introduced in Section 2.2.4. In the following
sections, we outline the basics of drift chambers, readout, trigger and reconstruction
and identification. An elaborate discussion of the concepts introduced here can be

found in [76] (detectors) and in [77] (reconstruction).

2.3.1 Basics of muon detection

A drift chamber is a type of gas chamber detector which are based on direct collec-
tion of the ionization of electrons and ions produced in a gas by a passing charged
particle. A single-wire drift chamber with a rectangular cross section is shown in
Figure 2.25. A penetrating muon ionizes gas inside the chamber with negligible

energy loss (minimum ionizing particle, MIP). The chamber sustains a net positive
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voltage difference between the anode (sense) wire and the cathode (field) plates. The
positively charged ions drift toward the cathode field, the ionization electrons drift
toward the anode wire. The electrons create an avalanche of charge as they come
nearest to the wire and produce a pulse as the charge hits in the wire. The pulse is
sent to the readout electronics and collected as signal. The distance, D, of the muon
to the wire is measured using the drift time of the pulse and the drift velocity, vy.
The drift velocity of a chamber is dependent on the grid voltage (uniform) and the
gas content. CDF muon uses Ar/CyHg bubbled through isopropyl alcohol. Argon is
the noble gas. Ethane (CyHg) is the quencher. The role of a quencher is to absorb
photons emitted from Ar, through vibrational and rotational degrees of freedom. It
also helps tune drift velocity and signal gain. It has been shown that the usage of
alcohol, as the additive vapor, helps as a quenching agent to prevent breakdowns,
glow discharges and aging [78]. Most drift chambers employ a field shaping to get
almost a constant drift velocity across the chamber. The details of the voltage grid
of the CMP and CMX chambers can be found in [76].

Figure 2.26 illustrates the readout chain of a muon chamber '°. The signal col-
lected at the anode wire is first passed through a preamplifier (Radeka, [79, 76]), for

signal amplification. The analog signal is then carried to the ASD [79] modules in

5There exist slight variations on the electronics and DAQ of the different CDF muon subdetec-
tors, however, the principles of readout is similar.
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the collision hall. The ASD (Amplifier-Shaper-Discriminator) card further amplifies
the signal and converts to to an ECL signal, which for which the width of the signal
is proportional to the time measured over some threshold. Representative analog
and ECL signals are shown in Figure 2.27. The ASD modules also have the task
of distributing the calibration signals to the preamplifiers. The different modes of
operation of an ASD card is shown in Figure 2.28 and the electronic circuitry for
one ASD channel is shown in Figure 2.29. The differential ECL signal coming out
of the ASD is sent through to the counting room outside of the collision hall, to
be read by the TDC modules [51], where the signal arrival times and the widths of
the signals are digitized and can be further used for storing the information or for
triggering purposes. The TDC sampling is 1 ns with window of 2 us and they are

16 In

programmed to read, at most, eight consecutive signals from the chambers
CMU detector, the neighboring chamber are ganged together such that the relative
amounts of charges collected in the resistive anode wires can be used to measure the
position of the muon along the wire (2). Similar measurement can also be performed
for the BMU detector.

Operating gaseous chambers is a difficult task. The most common problem in

operating chambers is the breakdown process. A breakdown occurs when the volt-

16 A chamber with high frequency noise will thus has a high possibility to yield event hit multi-
plicities of eight.
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Figure 2.25: Drift chamber principles [62].
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Figure 2.26: Readout chain for the CMX/CMP muon detectors.
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Figure 2.27: Typical signal shapes for a CDF drift chamber. Left is the analog output
from the chamber, right is the ECL output that is input into the TDC for the CMX
detector.

age across the cathode and anode gap drops by a processes which produces a high
conductivity between cathode and anode [80]. The mechanisms of breakdown in
wire chambers are usually related to the chemical reactions of the particles, such as
electrons, ions, molecules and photons, within the chamber plasma and with their
interactions with the cathode. It has been especially observed that when ultraviolet
photons from excitations of the gaseous medium are not completely quenched. Self-
sustaining discharges often occur for the gaseous chambers, such as “sparks” which
are complete breakdowns of inter-electrode gap. “Glow discharges” occur when self-
sustained currents develop and dark-current rates increase. Under sustained irradi-
ation wire chambers can “age”, which is a degradation of operating characteristics,

commonly as a result of formation of deposits of molecules on the anode wires or
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cathode plates changing the gain of the chamber. Some details of problems observed

in the CMX chambers is outlined in Section E.

2.3.2 Muon Trigger

The muon detector information can be triggered on at the Level 1 of CDF trigger-
ing system. The muon stub information is obtained in bitwise information in the
transverse momentum of the particle that is passing through it. Arrangement of the
anode (sense) wires within a muon chamber permits a lower bound on the pt of a
particle to be determined [61]. The angle between a particle track and the radial
line passing through the anode wires can be determined by measuring the difference
in arrival times of the drift electrons (A;). A further relationship can be derived
between this angle and the angle of deflection due to the magnetic field surrounding
the tracker, which is in turn related to the pr of the passing muon track. Therefore,
a crude measurement of the muon pr can be performed by using the A; information.
This relation is derived for the CMU chambers, but in principle, may be applied to
all the muon detectors.

Figure 2.30 shows the trigger-pair of the CMX system. The trigger-pair cham-
bers are selected to be the the pair of chambers that lie at the same ¢. If the drift

time difference between a trigger pair is < 124 ns, the L1 muon “primitive” trigger
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fires a “High pr stub” if it is less than 396 ns (beam crossing time), then it is a
“Low pr stub”. For the CMX and IMU systems the scintillator information is also
attached to the trigger. As of this writing, the CSP scintillators are not used. The
CMP detector information is obtained through a specific pattern finding using four
layers of drift tubes. The IMU system also makes use of the HAD calorimeter timing
information to further bring down the trigger rates down [62]. Figure 2.31 shows
the diagram of the Level 1 muon trigger in Run II. The high pr muon track identi-
fication in the COT is accomplished in the XFT processor at Level 1, as discussed
in Section 2.2.7. The information of the track trigger (XTRP) and the muon stub
information is matched in the Muon Matchbox card over an entire 30° azimuthal
wedge of the CDF detector. From then on, the information can be passed to the

Level 2 trigger.

2.3.3 Muon Reconstruction and Identification

The high pr muon data that are collected need to be reconstructed with the CDF
offline software with very loose reconstruction requirements and with the calibrations
and corrections applied. The CDF muon system is very complicated, consisting of
many parts with different capabilities. Therefore, we will not go into the details

of individual subsystem calibrations here. The common calibrations are the global
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Figure 2.30: Schematic drawing of the CMX trigger [81].

alignment of the detectors with respect to the central tracker, the drift velocities for
a correct measurement of drift distances.

The passage of a muon in CDF detector and hitting CMU and CMP chambers
is schematically shown in Figure 2.33. The muon track parameters are measured
in the tracking volume and the 4-momentum of a CDFMuon comes from its track.
The calorimeters, in principle, act like absorbers and they give the measure of the
EM and HAD energies. The muon then passes through the muon chambers (in this
case, the CMU and CMP), such that muon chamber tracking (forming “stubs”) can
later on be performed. A muon stub is formed using the hit information and stub
finding and fitting algorithms for the subdetectors. The output of the fits are the

stub position and direction vectors [77]. A muon stub has at least 3 hits associated
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Figure 2.31: Data flow for the Run IT L1 muon trigger [82].
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to it.

The muon track helices are parameterized at the point of closest approach to the
origin in  — y plane of the CDF detector [83]. The axial (r — ¢) parameters are
the impact parameter (dy), azimuthal angle (¢y), and the curvature (pr). The stereo
(r — z) parameters are the z position (2) and the cot 8, of the angle with respect
to the z-axis at the point of origin. The cot 6 is defined as p,/pr. The curvature
is defined as ¢ = 1/2R where R is the radius of the curvature of the track. For a
negatively charged particle, the curvature has a negative sign. The relation between
pr and curvature is:

B 1 0.002117

pr =5 X

Z 2.5
2, ¢ c ’ (2:5)

where ¢; is the speed of the light. For a tracking volume of fixed magnetic field, pr is
only a function of ¢ (or R).

If the tracks use only the COT information, they are usually “beam-constrained”
(BC) at the analysis level, since they are reconstructed with respect to the z-axis
of the CDF detector. This is performed refitting the track by using the measured
position of the beamline. This procedure improves the momentum resolution of the
tracks, as will be discussed in Section 4.

The muon tracking stops at the face of the COT. From then on, a procedure

should be applied to match a stub candidate in the muon chambers to the muon
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Figure 2.32: The x — y distribution of hits from simulation. z,y = 0 cm is the
detector center.

track candidate. Also the path of the muon inside the calorimeters is not measured.
Therefore, “extrapolators” are used to extrapolate the track to the stub. The measure
of this quantity in r — ¢ plane, usually called Az, is one of the basic criteria for
selecting a muon candidate in the CDF detector (Section 4).

Figure 2.32 shows the proton eye’s view of the CDF muon detectors as outlined
by using the hits in a single muon event simulation of 40 GeV/c muons. The large
spread of CMX detector hits is due to its conical structure. The miniskirt section
hit occupancies have also been plotted in this figure.

Table 2.8 summarizes the criteria for reconstructing a CDFMuon in the CDF

offline code. The criteria is taken as applied in the version of CDF software used in
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Figure 2.33: Passage of a muon through the CDF detector.
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parameter Criteria
pr > 1.3 GeV/c
> 10 GeV/c(Stubless)
|Zo|, |d0| < 200 cm, < 6 cm
Track hits (Nggiar) > 10
|Az|(cm) < 30 (CMU)
< 60 (CMP)
< 50 (OMX)
< 90 (BMU)
|Az|(cm) < 250 (CMU)
< 330 (CMP)
325, 550] (CMX)
[440, 840] (BMU)

Table 2.8: Muon reconstruction criteria.

this analysis. For CMX and BMU detectors, the track-stub matching quantities are
applied to the tracks and stubs on the same side of the detector (east (+z-axis) or

west). For CMU this criteria is applied only if z is > 20 cm.



Chapter 3

Data Sample

The first step in every analysis is to choose the appropriate dataset; the trigger, that
is best suited for the desired physics signature to be studied. In this chapter, we

describe the data sample used for the high mass dimuon physics searches.

3.1 Inclusive Muon Sample

For the high mass physics searches in the dimuon final state, we use the dataset that
contains at least one high pr central muon (pp>18 GeV/c, |n|< 1.0) This dataset
is called the “inclusive” high pr muon dataset and is obtained by splitting off the
events from the data stream satisfying the triggers discussed below. The data stream

is referred to as “Stream B” and includes all high pr lepton trigger datasets. Stream

104



CMUP Path

MUON_CMUP_18

L1

L1_.CMUP6_PT4

L2

L2_AUTO_L1_.CMUP6_PT4 (run < 152951)
L2_.TRK8.L1.CMUP6_PT4

L3

L3_-Muon_ CMUP18

CMX Path

MUON_CMX_18

L1

L1_CMX6_PT8 (run < 152951)
L1_CMX6_PT8_CSX

L2

L2_.AUTO_L1_CMX6_PT8 (tun < 152951)
L2_.AUTO_L1_.CMX6_PT8_.CSX

L3

L3_-Muon_CMX18

Table 3.1: Trigger paths used for the high mass dimuon analysis.
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B, therefore, serves as a most generic data sample for many analysis including the

leptonic decays of W, Z bosons either produced directly or as decay products from

other particles, such as the top quark.

The events that make up the dataset are determined by the trigger requirements

which are tabulated for each CDF physics run '. The global high pt central muon

dataset consists of three trigger paths. In this analysis, we use only the two trigger

paths listed in Table 3.1 2. The naming convention for levels of each trigger is such

that the level specification, object description and main thresholds are indicated. For

example, L1_CMUP6_PT4 means a Level 1 trigger requiring a CMUP muon with

LA run is a continuous data-taking and recording period of the detector. CDF runs are identified
by incremental integer numbers.

2The trigger paths are enforced at the dimuon selection level as described in Chapter 4.
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trigger pr greater than 4 GeV/c and L1_CMX6_PT8_CSX means a level 1 trigger
requiring a CMX muon with trigger p greater than 8 GeV /¢ and an associated CSX
signal.

The trigger requirements for the CMUP high pt muon path is:

e Level 1: A high pr CMU muon stub primitive matched to an XFT track with

pr >4 GeV/c and a matching pattern in CMP chambers.

e Level 2: No requirements before run 152951, and requirement of a standalone

XFT track with pr >8 GeV/c thereafter.

e Level 3: Software reconstruction of muon track with py >18 GeV/c with CMU
and CMP stubs satisfying the track-stub matching condition as listed in Table

3.2.

The trigger requirements for the CMX high pr muon path is:

e Level 1: A high pr CMX muon stub primitive matched to an XFT track with
pr >8 GeV/c. Starting with run 152951, matching scintillator information

from either tile of the CSX sandwich is required.

e Level 2: The events are “auto-accepted”, i.e., no requirements at this level
of trigger. To accommodate the L1 change at run 152951, trigger name has

changed.
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Requirement,

L1

CMU_STUB_PT = 6 GeV/c
REQUIRE_CSP = 0
REQUIRE_.CMP = 1

CMU_XFT_PT = 4.09 GeV/c

L2

XFT_PT =4 GeV/c (No req. for run < 152951)

L3

cmpDx = 20 cm
cmuDx = 10 cm
minPt = 18 GeV/c
nMuon =1
selectCMUP = true

Table 3.2:

Trigger

Requirements for the CMUP high pr trigger path.

Requirement

L1

CMX_STUB.PT = 6 GeV/c
CMX_XFT_LAYERS =4
REQUIRE_CSX =1 (= 0, for run < 152951)
CMX XFT PT = 8.34 GeV/c

L2

No req.

L3

cmxDx = 10 cm
minPt = 18 GeV/c
nMuon =1
select CMX = true

Table 3.3:

Requirements for the CMX high pt trigger path.

e Level 3: Software reconstruction of muon track with pr >18 GeV/c with the

reconstructed CMX stub satisfying the track-stub matching condition as listed

in Table 3.2.

There have been changes to the trigger requirements for high pr muon sample

during the Run II data taking. Starting with the tests from run 152621, there have

been modifications of some of the triggers in the three trigger paths. A L2 trigger
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change for CMUP and L1 trigger change for CMX path took place mid-October
starting from run 152951. The earlier triggers as labeled by the run number in
Table 3.1 officially ceased to be effective after this point in time. Also, starting from
162636, the general XFT track trigger requirements were tightened, as described
earlier. The trigger level specifications of the dataset for different versions of the
Physics Trigger Tables is tabulated at the CDF database and is also logged by the

Trigger and Dataset Working Group [84].

3.2 Secondary Dataset

The inclusive high pt muon sample from Stream B is processed by version 4.8.4 of
CDF offline production code and is a combination of two datasets (with identifiers:
bhmu08 and bhmu09) corresponding to two time periods: before and after January
2003 shutdown. The data in this collection includes data until Fall 2003 Tevatron
Shutdown which took place between September 8, 2003, to November 16, 2003, and
is processed to be in time for Winter 2004. We refer to this sample also as the
“Winter 04” sample. The total data volume in the Stream B, high pr muon sample,
is too large to be analyzed by an average CDF user and is also contaminated by
fake triggers (there is no MIP requirement at the trigger level) and by cosmic ray

events (see Section 5.3 for a discussion of the main backgrounds). Therefore, the
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data sample is stripped with the application of “loose” muon identification (ID)
requirements (“cuts”) [85] and a secondary data sample is generated. The events
are filtered to assure the presence of at least one muon and that muon passes the
loose ID requirements listed in Table 3.4. The requirements are tighter than the
online trigger criteria, but much looser as compared to analysis level cuts, which are
described in Chapter 4. The corresponding filtered datasets are btoplg and btoplj,
which are skimmed using a 4.8.4+ stripping module (“StripMods” module). About
half of the muon events remain in the secondary dataset after this stripping process.
It sometimes happens that the production of datasets occur before the calibrations
and final corrections can be applied to it. Therefore, the secondary datasets are
further re-processed [85] using version 4.11.1 release to correct for updated tracking
and calorimeter calibration to pick up the latest calibration constants available for
the calorimeter system. Tracking is reprocessed excluding LO@ hits in the track
reconstruction. Section 3.3 summarizes the calorimeter corrections in detail.

The high level objects, such as electrons and muons, were re-reconstructed with
these updates taken into account. In this analysis, we are using this inclusive dataset
with the final corrections applied. Figure 3.1 illustrate the pr distribution of the
CDFMuons. The trigger cut-off around 18 GeV/c is visible. Figure 3.2 shows the
COT z-vertex distribution which indicates a longitudinal vertex profile with an RMS

of about 30 cm. Both distributions are obtained by using a subsample (=~ 18 pb™1!)
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Requirement, ‘ Value
nMuon >1
PT Z 18 GeV
Eem < max(0.5%x6.0, 0.5%x(6.0 + 0.028x(p - 100)))
Enap < max(1.5%x6.0, 1.5x(6.0 + 0.028x (p - 100)))
Ax < 5.0 cm (CMU) & < 10.0 cm (CMP)
< 20.0 ecm (CMX)
< 50.0 cm (BMU)

Table 3.4: Stripping cuts for the inclusive muon data.

of the inclusive muon events.

3.3 Calorimeter Corrections

The calorimeter corrections are particularly important for physics objects, such as,
jets, Fr 3. electrons and photons. Calibration updates to the calorimeter during
reprocessing of the inclusive data were applied using the online and offline database
from version 4.11.1 of CDF software. The main corrections applied to the inclusive

dataset are:
e (Calorimeter tower-by-tower gain variations,

e Time dependent gain and energy scale changes.

3The missing transverse energy, P, is the magnitude of the vectorial sum of the 2-D transverse
energy vectors of all calorimeter towers. The direction of Jrp points in the negative direction of the
total transverse energy vector.



8 T T T i

= Mean 38.53 ||

= |l

ool RMS  49.6|]

o g H

@ 1 ]

o =~ 18 pb i

E 4
> 3

Zz 10 F .
2

10 -

10 = Il Il Il Il =

0 100 200 300 400 500
pt (GeV/c)

Figure 3.1: pr distribution of muons in the inclusive sample.

A
a1
(@]
o

T

Mean  1.706 f{

RMS  28.85

Number of Entries
o
IS
T

2000

1500F

1000

500

150 -100 50 0 50 100 150
ZVerteX (C m)

Figure 3.2: Event z vertex profile in the inclusive muon sample.

111



112

The calorimeter channel-by-channel gain corrections are kept in the CDF online
database as LER’s which use information from the laser and source calibration sys-
tems. The tower-by-tower calibrations are first obtained by using these online LER’s
and are further improved upon in offline by using the offline LER’s. To obtain the
offline corrections for the CEM, E/p of the electrons is used [86]. The gain variations
are determined for each tower. The corrections are downloaded to be used online in
June 2002. The effect of corrections is a 5% improvement in the energy resolution
and a narrower peak in Z—ete™ invariant mass. The CHA offline LER’s were de-
termined using MIP peaks from .J/1) muons and Min-Bias sample [87, 88]. For Plug
Calorimeter, a significant drop of gain in PMT’s were observed during 2002 and were
corrected, mainly, by using laser and source calibrations systems [89].

The energy scale calibrations are stored in the database as the SCL’s. For CEM,
the energy scale drop versus time is corrected by using the E/p of electrons as
a function of run number [88]. The energy scale of CHA is corrected online in
September 2002 when it was found to be 4% lower than in Run I using MIP peaks
from .J/1¢) muons [87] and has been stable as a function of time. An outline of the

offline calibration of the calorimeter can be found in [90].
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3.4 Luminosity Measurement

The total integrated luminosity, £, of pp collisions is determined by the rate of
inelastic pp interactions, via the expression:
Rin

L=—"n (3.1)

€crLc ' Oin

where R;, is the rate of pp inelastic collisions measured with the CLC detector,
ecrc is the CLC acceptance and oy, is the inelastic cross section at 1.96 TeV. The
inelastic cross section of 60.7 & 2.4 mb is the average of the CDF and E811 Run I
measurements scaled by 2.4% to account for the increase in center-of-mass energy of
Run IT [91, 92].

The CLC acceptance is calculated using data and simulation information from

CLC and the Plug calorimeter using the formula:

N(CLC E — W coincidence) N(CLC + Plug tagged inelastic)
CLC + Plug tagged inelastic) N(inelastic) ’

(3.2)

€cLc = N(

where N(CLC + Plug tagged inelastic) is the number of inelastic events tagged
simultaneously by the CLC and Plug calorimeter and N(CLC E-W coincidence) is a
subset of those events which pass a certain set of online selection criteria using the

two outer layers of CLC detector. The first multiplier in Equation 3.2 is measured
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from data using Zero-Bias (Bunch-Crossing) trigger dataset and the second one is
estimated from simulation by generating hard and diffractive inelastic collisions. The
acceptance is estimated to be 60.2 £2.4% [93].

The total uncertainty in the CDF II luminosity calculation is 6%. This number is
dominated by the CLC acceptance calculation uncertainty and inelastic cross section
uncertainty (each about 4%). Factors like, detector stability, calibration, contamina-
tion from beam losses and transfer of luminosity to CDF offline from the raw online

measurement, each contribute well less than 2% [93].

3.5 Good Run Requirement

The CDF production farms process every run that has more than 10 nb™! data
and is approved to be processed by the shift crew taking the data. Information
about the quality of the data from the DAQ and detector systems is stored for each
run in the CDF database. Selecting a “good” quality for a given set of detectors
determines which runs are selected for subsequent analysis. In this analysis, we use
the CDF “good run list” version 4 [94]. This list provides common set of good runs
for electrons and muons. We use the “no-si” list which ignores the status of silicon

good run bits. The criteria applied are listed below:

e More than 10 nb~! data
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e Run and trigger type: Physics, beam (no tests allowed)

e CDF Control Room online criteria passed (core detector, luminosity counter

and trigger components are good for data analysis)

e Offline validation criteria for detector high pr lepton detector components

(CAL, COT, CMU, CMP and CMX) are satisfied.

The good run dataset spans the period from March 23rd, 2002 to September 6th, 2003
including runs in the range 141554-168889. We calculate the integrated luminosity
to be 195.4 + 11.7pb . For this purpose, we run the official code provided by
the luminosity group on the inclusive dataset. We include an additional correction
factor of 1.019 to this number which reflects a revision of the inelastic scattering cross
section [91]. The total integrated luminosity with this factor is £ = 199.14+11.9 pb~".
The details of the CDF luminosity calculation is given in Section 3.4. For the CMX
detector, the good run list is separated into two sections: pre-CMX and post-CMX.
The pre-CMX data is before run 150145 where we do not require CMX to be good
for analysis. The main reason for this is that the last important trigger hardware fix
for CMX took place on August 20th, 2002 (run 150145) and also it took considerable
efforts for the CMX detector to make it stable due to its high sensitivity to beam
conditions (Appendix E). In this analysis, we use CMX detector information for the

post-CMX period which leaves us with Loyx =178.6+£10.7 pb~ L.



Chapter 4

Selection of Dimuon Candidates

Chapter 3 described the inclusive dataset filtered with loose clean-up requirements.
The following sections describe the selection of the final event sample using tighter
muon identification and additional analysis requirements. The aim of the analysis
is to impose requirements loose enough to leave smaller room for biases in the final

sample as well as increase the sensitivity to observe new physics.

4.1 Selection Requirements

We follow a cut-based analysis for the selection of the high mass dimuon events. We
impose the cuts as listed in Table 4.1 to find clean high pt muon pairs from pp col-

lisions and to reject possible backgrounds, while aiming to maintain high efficiency
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for our searches. For the triggered muons, we use the full central muon detector
which is composed of three parts: CMU, CMP and CMX. The second leg of the
pair can be a track (TRK) which is required to be minimum ionizing (MIP) track,
isolated in the calorimeter, at the analysis level. All muons selected in this analysis
are within the CDFMuon collection which were reconstructed as muons. For this

analysis, therefore, a dimuon event can consist of five combinations of dimuons:

¢ CMUP-CMUP: A muon pair in which both muons pass the selection criteria

for a CMUP muon.

e CMX-CMX: A muon pair in which both muons pass the selection criteria for
a CMX muon. A CMX muon is a muon which has a CMX stub in it and has

passed the COT exit radius cut (>140 cm).

¢ CMUP-CMX: A muon pair in which one muon passes CMUP and the other

one passes CMX muon selection cuts.

e CMUP(CMX)-TRK: A muon pair in which one muon passes CMUP(CMX)

cuts and the other is neither a CMUP nor CMX muon.

Inclusion of CMX and TRK types of muons in the selection increased the dimuon
event yield by about a factor of two as compared to the Run I analysis [33]. This is

discussed in more detail in Chapter 6.
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There are overlaps with CMX and CMU and CMX and BMU detectors, but
we ignore any stub information for the CMX muon other than the CMX stub (i.e.,
any muon labeled as a combination of CMX and BMU stubs is considered a CMX
muon if it passes the selection requirements). This allows to use the full fiducial
region of CMX detector. There is no physical overlap between CMUP and CMX
detectors, so the two categories are expected to be completely decoupled for high
pr muons. The muon stub information from the CMX “miniskirt” and “keystone”
and CMP “bluebeam” sections are also ignored. These detectors have not been fully
operational due to the beam conditions and readout and trigger problems. The BMU
stub information for any reconstructed BMU muon is also neglected and only the
TRK selection requirements are applied. The reason that the BMU muons are not
used in this analysis is that the BMU trigger commissioning and data monitoring
has not been in place for a portion of the data that is used. The CMX acceptance
extends outside of XFT region [62]. This is the reason why an exit radius cut of
>140 cm is placed for a CMX muon. The exit radius value has been chosen to assure
the CMX muon passes through all the axial superlayers of the COT, which is the
requirement that exist at the L1 trigger level.

The analysis imposes selection requirement on the following criteria:

o Trigger
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e Muon ID and Isolation

— Muon Track-Stub Matching
— MIP Energy

— Calorimeter Isolation
e Vertex Fiduciality and Proximity

e Cosmic Ray Rejection

4.1.1 Trigger Requirements

The trigger path for the analysis sample has been described in Section 3.1. All
three levels of online trigger conditions are required to be satisfied in an event, for
the event to be considered a dimuon candidate. This also helps to reject events
which can come from the “MUON_CMUP18_VOLUNTEER_*”, which is included in
the same inclusive dataset. This trigger path does not have the L1 and L2 criteria
applied to the CMUP muon.

The muon tracks are required to have transverse momentum, pr > 20 GeV/c.
The transverse momentum of a track is the momentum as measured in the tracking
volume in the z — y plane of the CDF coordinate system. In this analysis, COT

chambers are used to measure pt of the muon tracks. The tracks are constrained
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to the beam spot as measured with COT detector. This allows for a more accu-
rate measurement of track curvature. The track momentum is further corrected
for ¢ dependent curvature after the beam-constraining (BC) applying the formula

below [95]:

4 — T 000037 —0.00110 x sin (¢ + 0.28) ,  (4.1)

pr(corr)  pr(uncorr)

where ¢ is the charge of the track. The curvature correction enhances the invariant
mass resolution (RMS) at the Z-peak. This is illustrated in Figure 4.1. The figure
shows only a portion of the dimuon data and is for the CMUP-CMUP type of events.
For this case, the core Gaussian width reduces from 4.6 GeV/c? to 2.5 GeV/c?
(labeled as p2 in the plots). Similar investigations are described in detail in [96].
The track impact parameter, dg, is also corrected for the beam spot before applying
the selection cut on this variable, for background rejection. For this parameter, we

use silicon hit information of the track, if available.

4.1.2 Muon ID and Isolation

The muon identification and isolation requirements are the basis of every analysis
using muons at CDF. Each analysis may require a different set of requirements on the

common muon variables. This is because many are a function of the interaction of
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Figure 4.1: Curvature correction effects in dimuon data. The left (right) plot shows
invariant mass spectra without (with) curvature corrections.

the muons with the CDF detector as a function of its momentum. As the momentum
increases, the mean energy deposition in the EM and HAD calorimeters increases
linearly with momentum. At high energies, the dominating processes for energy loss
of muons are e*e™ pair production and bremsstrahlung processes, whereas, at low
energies, ionization dE /dx dominates [97]. Therefore, the MIP requirements in CDF
calorimeters listed in Table 4.1 are parametrized and optimized in CDF Run I and
using CCFR experiment’s results [98], [99]. These cuts, also referred to as “sliding
cuts”, are designed to have a constant efficiency for the muons as a function of

momentum and have been determined by using a GEANT [100] simulation modeling
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of the CDF I detector *. For a muon with p = 200 GeV/c, the maximum energy
that a muon can deposit in a CDF hadron calorimeter is 8.8 GeV and in an EM
calorimeter is 3.15 GeV. This was shown to be tight enough a requirement to keep
the fake background to negligible levels [76].

A charged particle passing through a medium will be deflected by multiple Coulomb
scattering. The projection angle while traversing the medium has a width (deflection)
inversely proportional to the momentum and directly proportional to the charge of
the particle [34]. Therefore, muons with low pr are deflected my multiple scattering
in the EM and HAD calorimeters and the deflection in r — ¢ plane can be calcu-
lated using first principles as a function of pr and sin @ [101]. In this analysis, high
pr muons are used where the track-stub matching in the r — ¢ plane has a better
resolution (see Figure A.9, for example). Therefore, pr independent requirements
are applied to the Az variable as listed in Table 4.1.

Prompt muons from the decays of resonances are very isolated. However, the
isolation of a muon is dependent on the energy of a muon, which may radiate more
in the calorimeter (or in the tracker, for that matter.). The isolation requirement
applied to the muons in this analysis is a fractional function of pr of the muon. The

main purpose of the isolation requirement is to eliminate fakes from QCD multijet

!The total selection efficiency as dimuon mass is illustrated with spin-0,-1,-2 particles Fig-
ures 6.6,6.11 and 6.16.
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events to the best extent.

4.1.3 Vertex Fiduciality and Proximity

The interaction vertex fiduciality is satisfied by requiring both muons in the event
to have the z, of their tracks to be within £60 cm from the center of the CDF
detector. This requirement on the vertex is necessary for keeping the interaction in
the luminous region of pp collisions 2 as well as constraining it within the fiduciality
of the good tracking volume. The requirement automatically helps veto cosmic ray
events for which the vertex can be at larger z values at much higher rates than that
of a collision event vertex. The z, distribution of typical cosmic ray muons is shown
in Figure A.1.

The |A,| < 6 ¢cm requirement is applied to the event once a muon pair is found.
The value of 6 cm is satisfies that the selection requirement is more than 40 away from
the mean of the wider Gaussian distribution, shown in Figure 4.6. This requirement
helps ensure the the muons are close to each other along the beamline as expected
from prompt production as a result of a resonant particle decay. It also rejects

backgrounds and fakes that can be produced by the processes below:

e The number of multiple interactions increases as the luminosity increases 3.

2This is described in more detail when selection efficiencies are discussed
3This is one of the reasons that this analysis has a tighter requirement on A, as compared to
the value in Run I [33], which was 10 cm.
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The chance of associating particles coming out of different vertices to each

other as the dimuon pair, therefore, increases.
e Cosmic rays overlap with physics collisions yielding multiple muons/vertices.

e High pr particles, that can be muons or misidentified as muons, may scatter
along the beam line as part of the beam losses and may be selected as a second

muon in an event.

Figure 4.2 shows such an event observed in CDF data. Both muons in this event
pass the selection cuts, however, they fail the vertex proximity requirement. A scan
of such events shows that many of such events are selected mainly through the L1

trigger which requires two tracks that have a large opening angle in ¢.

4.1.4 Cosmic Ray Rejection

As mentioned in Chapter 3, the inclusive high pr sample is heavily dominated by
muons from cosmic ray events. The cosmic ray events tend to be isolated and pass the
muon ID cuts most of the time . Therefore, we have to apply cosmic ray rejection
requirements to the dimuon data sample. In this analysis, we use the “dicosmic”
tagger which uses a COT timing algorithm present in the CosmicRayTagger (CRT)

module of the CDF analysis software [102]. The dicosmic tagger uses the timing

4A dedicated study of properties of cosmic ray muons as detected in the CDF detector is given
in Section A.
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Figure 4.2: Event display showing two muon candidates with large z, separation.
Arrows point to the two muon candidates in the event.
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information of the individual COT hits on the muon tracks to test if the tracks are
consistent with coming from the collision point or passing through the CDF detector.

The dicosmic tagging follows the algorithm outlined below [103]:

e Start with an input track from the reconstructed CDFTrack collection and call
this as the “seed track”. Identify the hits associated with this seed track by

performing a hit search in a narrow road defined by the track trajectory.

e Refit hits of the seed track with a 6-parameter helix ® including a floating track
to, assuming [ is +1 or -1. £, is the global time shift of all hits and § determines

the relative time shifts due to time-of-flight.

e Based on the best fit values, determined by the x?/Ngy, for the two 8 options,

assign an “incoming” or “outgoing” hypothesis to the track.

e Using the refitted seed track, search for COT hits in the opposite direction to
be associated with the second leg of the cosmic ray. If enough hits are found
on the other side of COT to make a track, the track is fit similar to the seed

track and the track is called the “opposite” track.

e Label the opposite track as incoming or outgoing determined by the fit, similar

to the seed track.

5The helix parameters are: cotf, curvature, zo, ¢o, do and ty of the track.
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e If both legs are successfully found, perform a simultaneous fit to both sets of
hits to a single 6-parameter helix. This final fit is called the “dicosmic” track
and the dicosmic fit is repeated for each four combinations of directions of the
two legs. The fit with the best hypothesis is selected for the final result of the

tagger.

Collision muons have both outgoing tracks from the collision point and should fail
to be tagged, if the fits are good. To make the fits better, hits that are more than

0.9 mm away are excluded before refitting [103].

4.2 Candidate Events

After the application of the selection cuts to the inclusive muon data sample, 7775
events remain with 6491 being in Z-peak region ([80-100] GeV/c?). The total lu-
minosity for the candidates corresponds to approximately 200 pb~!, whereas, the
luminosity for candidates that contains a CMX muon is approximately 179 pb~!.
The breakdown of the yields with respect to the five dimuon categories are given
in Figure 4.3 and the sum of all dimuon candidates in the data sample is shown in
Figure 4.4. The data is dominated by the CMUP-TRK muon pairs. The smallest
contribution comes from the CMX-CMX category. The yields are cross-checked by

using the Z-peak region in Section 5.5. Figure 4.5 shows the r —¢ and r — z views of a



129

Run/Event Event Type | pr(ui, po) (GeV/e) | Ag(u1, p2) | M (GeV/c?)
167551/5335217 | CMUP/TRK 522.4, 96.6 3.11 500.8
151843/2021616 | CMUP/TRK 218.5, 124.3 2.87 346.8
167715/1881653 | CMUP/TRK 159.5, 178.6 3.14 337.9

Table 4.2: List of kinematic information for the three highest mass events.

high mass dimuon event where one muon is reconstructed in CMUP detector and the
other is in CMX, with both detectors passing the online trigger requirements. The
(corrected) transverse momenta of the muons in this event are 104 and 89 GeV/c,
and the dimuon invariant mass is 203 GeV/c?. Table 4.2 lists some characteristic

quantities for the highest three events we observe in the dimuon candidates.

4.3 Selection Efficiencies

In Section 4.1, the new resonance search selection criteria applied to the high pt muon
sample is described. To search for a signal, the detection efficiency has to be esti-
mated. The best way to estimate any efficiency is by using data rather than simula-
tion. Therefore, to estimate the efficiencies, muon candidates for particles like Z and
W boson, which serve as more background free samples, are used, wherever possible.

The following sections outline the procedure and results of the efficiency estimates.
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Figure 4.5: Event displays for a high mass p*pu~ event.
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4.3.1 Trigger Efficiency

We calculate the trigger efficiency values for the CMUP and CMX muons using the
dimuon candidates that fall in the Z-mass window ([80-100] GeV/c?). There are two

methods that can be used for calculating the efficiencies:

e Method 1: Count the number of existing CMUP (CMX) triggered legs in CMX

(CMUP) triggered CMX-CMUP events.

e Method 2: Use the same type (CMX-CMX or CMUP-CMUP) Z candidate

events.

We apply the first method and follow the procedure as described in Section 4.3.3.1.
We obtain an overall €;,;4 cprp to be 88.4 £ 1.1% and €44, carx to be 96.9 + 0.6%), in-
tegrated over the 200 pb~! data. The values listed here are the combined L1xL2xL3
trigger efficiency. The inefficiencies are driven by the L1 triggers from the track trig-
ger (XFT) requirements (Section 3.1). The L2 trigger is fully efficient for CMX
muons (no requirements applied) or negligible inefficiency is expected for CMUP
muons (8 GeV/c pr requirement). The L3 trigger efficiency is measured to be 99.4
+ 0.3% for CMUP muons and to be 99.2+ 0.3% for CMX muons [104].

The trigger efficiency has had slight time dependencies during the data taking.
The changes that took place are outlined in Section 3.1. For example, a comparison

of CMUP trigger efficiencies after the L1 XFT configuration change in October 2002
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with a sample taken before December 2003 showed that the efficiency dropped from
90.0 +2.3% to 86.7 + 3.6% [105], although the two values are consistent within
the Binomial errors. As again mentioned earlier, the CMX L1 trigger was included a
CSX hit requirement in October 2002 as well. The CDF Run I CSX tag efficiency for
CMX muons were about 85%, which required coincidence of the two sandwich layers.
Dropping the coincidence requirement in Run II, the CSX triggers are expected
to be about 99% efficient [62]. This is also checked by using a subsample of the
CMUP-CMX Z muons by counting which CMX muon pass the CSX requirement
that already passed the other trigger requirements. The efficiency is found to be

ecsx=99.3 +0.5% [106].

4.3.2 Muon ID and Isolation Efficiencies

The efficiency of identifying a high pt isolated muon is calculated using the method
described in Section 4.3.3.1. The efficiency for each requirement is also calculated for
each muon variable as well as the total ID and isolation efficiencies. The results are
listed in Table 4.3, for CMUP, CMX and TRK type muons. The largest contribution
to the inefficiency in ID requirements is from the transverse track-stub matching of
the CMUP muons. The results from data is compared with Drell-Yan simulation in

the following section.



SAME TYPE CcCMUP CMX
Efficiency Error | Efficiency Error
HAD energy 0.984 0.003 0.980 0.006
EM energy 0.969 0.004 0.979 0.006
Az match 0.932 0.006 0.973 0.007
€ID 0.889 0.008 0.933 0.011
€lso 0.989 0.003 0.980 0.006
MIXED TYPE CMUP CMX TRK
Efficiency Error | Efficiency Error | Efficiency Error
HAD energy 0.986 0.002 0.983 0.002 0.983 0.002
EM energy 0.978 0.002 0.983 0.002 0.975 0.002
Az match 0.947  0.004 0.985 0.002 1.000 0.000
€1D 0.892 0.005 0.932 0.004 0.959 0.003
€lso 0.976 0.003 0.980 0.002 0.979 0.002
Combined ¢;p 0.892 0.005 0.932 0.004
Combined ¢y, 0.983 0.002 0.980 0.003

Table 4.3: Muon ID and isolation efficiencies.
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4.3.3 Method for Calculating Efficiencies

This section describes the method to calculate the muon ID and isolation efficiencies.
We follow two approaches: one is the canonical approach in which a minimum of one
muon is required to pass all the muon selection cuts in an event and another muon
that passes the cut(s) in question is searched for. This method, which we call “1-leg”
or “tight-loose” method, allows for a better sample isolation from possible fakes. The
results of this method are used in the final calculations of the analysis. The second
method is to test the cuts on both of the muons which could be considered as an
“event” or a ”2-leg” cut. To have the most background free sample, we require the
invariant mass of the dimuons to be within [80-100] GeV/c? window in both cases.
We also apply the cosmic ray rejection cuts and common event selection cuts to

further clean the sample. We do not make a charge sign requirement for the muons.

4.3.3.1 “1-leg based” Method

This method uses same type (CMUP-CMUP or CMX-CMX) and mixed type (CMUP-
(CMX/TRK) and CMX-(CMUP/TRK)) events to estimate the muon ID and isola-
tion efficiencies. Starting with a base sample of events (Ry) to which neither the
muon ID nor isolation cuts are applied, the existence of a muon which passes all the

ws»
7

individual ID and isolation cuts (a total of many of them) is required. This muon
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is called a “tight” (T) muon and will be the first leg of the Z dimuons. Then, we
apply the cuts to the other Z leg candidate and see whether it passes the cuts or not.
By convention, we call this test muon “Loose” (L). When we look at the same-type
events. we will have both T and L muon of the same type, whereas, mixed type
means using the opposite type of muon of the Z candidate is always tight. We define
the event yield of when all cuts applied are passed by the muon as Ry. This set

consists of TT events (Rg = TT), so it is related to Ry via the following equation:

R,() = H 67;2 'Rtot . (42)

i

The different event yields are defined as R; for each one of the cuts, which we compare
to Ro. R; is a superset of Ry, since it is obtained by applying all the other cuts to
Rio: except the i’th cut. This set can consist of all T and L combinations for cut

(R; = TT+TL+LT), so it has a different relation with Rie:
Ri=e-(2—6) [[6° Rios (G#9) (4.3)
J

where we have taken into account possible T and L combinations ©.

The total probability of such combinations are given by €2 + ¢; - (1 — &) + (1 — €;) - €;. Simple
manipulation yields the factor in Equation 4.3.
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Using the ratio Rg/R;, one can solve for the individual efficiencies:

)
X
=9

(4.4)

—_
_I_
=

where R = Ro/R;. We calculate the errors on each efficiency by using the relation

given below:
5e\’
0—62 = (ﬁ) : UR2 . (45)

In reality, R is a function of TT and TL types of events, so we can write ¢; as below:

2xTT
6.

= (4.6)
2x TT + TL

where TL represents both the TL and LT types. This equality is obtained by sub-
stituting the definition of Ry and R; in Equation 4.4. Therefore, we can obtain o,

using Equations 4.5 and 4.6, which becomes, written in terms of R:

_eR [(I1-R)
O = ) R (4.7)

We report the final value of muon ID efficiency as obtained from application of all the
contributors simultaneously. We cross-check these results against the multiplication

of individual efficiencies, which assumes zero or small correlation.
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In the case of the mixed category of events, the CMUP (CMX) efficiencies are

calculated using:

Ry = H € * Riot 5 (4-8)
Ri=(6+(1-¢)):- Hﬁj ‘Riot ,  (J #17) (4.9)

to account for a T and L CMUP (CMX) muon with a T CMX (CMUP) muon. Upon
manipulation, one sees that, R = Ry/R; = ecmup and the individual ID efficiencies
can be estimated right away. The errors are equal to the binomial error on R. The
calculation of total ID efficiency is as described for the same-type muon category.
Lastly, we combine the results from same and mixed type events by treating them
as separate measurements and we take into account the errors in the weighing of the

measurements accordingly.

4.3.3.2 “2-leg based” Method

This method utilizes the same type muon pairs (CMUP-CMUP) or (CMX-CMX) to
calculate the muon ID and isolation efficiencies and requires the two muons to pass
the selection criteria at the same time. This means whether both muons pass the
ith requirement simultaneously is checked. This gives different event yields (R;) for
each one of the cuts, which we eventually compare with the yield when all cuts are

applied (Rp), as is in the 1-leg method case. In the terminology of “tight-loose”, this
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set would be the TT set, Ry = [], €;2 + Ryot. The yield for individual cuts is, then,
given by:

R; = Hef ‘Riot, (J#1). (4.10)

It is obvious why R, is independent of ¢;; it is measured over all combinations of
muons, including LL, thus, the cut efficiency is equal to one. Note that this means,
for this method, we start with an initial sample that is less pure and may be more
sensitive to fakes. Although, requiring same-type muons with stubs yields a pure
enough sample, as compared to stubless muons. A same-sign event subtraction can
also be considered to further clean the sample, which is not performed here.

Using the ratio Ry/R;, one can calculate the efficiencies as listed in Table 4.4.
These numbers are obtained using the first 72 pb~! data. The errors on each efficiency

is calculated using:

or (4.11)

which is derived using Equation 4.5. og is the binomial error on R. The total muon
ID efficiency is obtained as in Section 4.3.3.1.

We would like to compare the 1-leg and 2-leg method efficiencies obtained from
the same-type events since we would like to test the possible impact from the fakes
and calculate the difference of the efficiencies of the two methods (d(¢)). The com-

parison has been performed using 72 pb~! data, as described in [105] and listed in
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CMUP CMX
Efficiency Error | Efficiency Error
HAD energy 0.982 0.006 0.988 0.008
EM energy 0.977 0.006 0.972 0.012

Az match 0.932 0.010 0.983 0.010
ID efficiency 0.893 0.013 0.933 0.019
Isolation 0.984 0.005 0.972 0.012

Table 4.4: Efficiencies obtained from the 2-leg method.

Table 4.5. The uncertainty on this quantity (calculated as functions of number of
TT, TL and LL events following the principles that led to Equation 4.7) is calculated
using Mathematica [107]. The identification and isolation efficiency values are also
calculated using the Z/v* — p*p~ MC simulation, for the cross-check. Using the the
MC sample described in [105], we obtain the results listed in Table 4.6. We observe
that the data and simulation agree well for CMX muons. This is not the case for
the CMUP ID efficiency values. The simulation has considerably higher efficiency
compared with the data. We have observed that the CMU stub finding is inefficient
in data compared with MC which is the main factor for this discrepancy [108]. The
d(e) values are an order of magnitude smaller in MC than in data. However, the
errors on these values turn out to be also a large fraction of the central values. We

do not quote a systematic error on the efficiencies by using the calculated §(e).



ID efficiency value error

CMUP d(€) 0.002 0.003
CMX d(€) 0.002  0.005
Isolation efficiency | value error

CMUP d(€) 0.003  0.002
CMX d(€) 0.005 0.005

Table 4.5: Comparison of the two efficiency calculation methods.

Drell-Yan MC ID efficiency value error
CMUP 2-leg same-type 0.9367 0.0064
1-leg same-type 0.9361 0.0067

d(€) 0.0007 0.0010

CMX 2-leg same-type 0.9212 0.0115
1-leg same-type 0.9216 0.0122

d(€) -0.0004 0.0025

Isolation efficiency | value error

CMUP 2-leg same-type 0.9768 0.0041
1-leg same-type 0.9765 0.0041

d(€) 0.0003 0.0001

CMX 2-leg same-type 0.9760 0.0068
1-leg same-type 0.9757 0.0070

d(€) 0.0003 0.0002

Table 4.6: Results from Drell-Yan MC for same-type efficiencies.
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4.3.4 Muon Reconstruction Efficiency

The muon reconstruction efficiency is the probability of the CDF muon reconstruc-
tion algorithm to create a CDFMuon object given a reconstructed track and the exis-
tence of real muon in an event “. The efficiency is calculated using Z — p* " events
in approximately 126 pb™!' of the analysis sample (March 23, 2002 to May 27, 2003)
and Pythia Drell-Yan simulation sample [109]. The first leg of the muon pair from Z
decays should be a tight muon satisfying the trigger requirements (CMUP or CMX
muon), selected with the same ID cuts as listed in Table 4.1. There are additional
requirements on the number of COT hits for the first leg for this calculation to en-
sure a more background free sample. The second leg is a CDFTrack that satisfies
the minimum track requirements in the muon reconstruction algorithm and passes
the MIP calorimeter ID cuts as in the first leg to ensure a muon-like object. Cosmic
veto and vertex fiduciality cuts are also applied to the candidate events. Events in
which any other CDFTrack with pr > 10.0 GeV/c are also vetoed.

The fraction of the second leg tracks passing the above-mentioned cuts that suc-
cessfully reconstructs as a CDFMuon which linked to a stub as CMUP or CMX to
the total number of tracks passing the cuts gives the reconstruction efficiency. This
quantity is, in reality, a measure of the product of the CDF offline software recon-

struction efficiency and the efficiency for a stub to be found in the muon chambers.

"The COT track reconstruction efficiency is a separate quantity which we report in Section 4.3.5.
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The single hit efficiency of a muon chamber is, then, embedded implicitly in this
quantity. The calculation is performed for opposite charge muon + track candidates
within Z-mass window of [80-100] GeV/c? to increase the purity of the sample. An
earlier version of the calculation also made use of low pr muons found in J/¥ decays
from a semileptonic B sample collected with a muon and an SVT track require-
ment [110]. The results of the measurement using J/W¥ decays was slightly different
from those of the measurement using the Z-boson decays, due to differences between
the datasets and a variation of the cut parameters of the different versions of the
calculations. From simulation studies, a 0.3% increase in CMX efficiency is also ex-
pected to take place, due to January 2003 shutdown chamber fixes which raises the
hit-finding efficiency.

Table 4.7 summarizes the efficiencies for CMUP and CMX muons. The efficiencies
correspond to a set of muons selected with a set of loose fiducial cuts to ensure
the likelihood of enough number of hits to the muon chambers for a stub to be
reconstructed [109]. The dependence of the efficiencies on the variation of fiducial
requirements is found to be negligible. Much of the inefficiency is due to geometric
effects from the chambers. A few rare cases include events where no sufficient number
of hits are found in the chamber. The numbers used for the analysis is €g., that is

the Data vs MC simulation scale factor, as outlined in Table 4.8.
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CMUP CMX
Data (D) 0.820£0.009 0.9160.010
Simulation (S) 0.884-£0.002 0.923+0.003
€ reco (D/S) 0.927-£0.010(stat)£0.003(syst) | 0.992-£0.011 (stat)%0.003(syst)

Table 4.7: Muon reconstruction efficiencies.

4.3.5 Track Reconstruction

Reconstruction of a high pr muon candidate in the CDF detector depends on the
efficiency of the track reconstruction. The efficiency of track reconstruction is the
ability of the tracking algorithm to reconstruct high pr tracks in a clean and unbiased
sample of charged particles with high purity. Such a sample is the “W no-track”
sample which is collected with triggers that requires only loose calorimeter electron
conditions and large fip. The absence of track requirement in the trigger serves to
collect an unbiased sample.

The sample used in the efficiency calculation is reconstructed with CDF offline
version 4.11.2 and spans October 2002 to September 2003. The electrons candidates
from W decays are identified using information from the calorimeter with a set of
electron ID cuts. Further requirements are applied using the calorimeter information
mainly to reject backgrounds, which can mimic the calorimeter-only signature, but
have no reconstructible charged particles pointing to the calorimeter cluster. Exam-

ples of such backgrounds are cosmic-rays, beam-related backgrounds, photons and



146

chargeless pions. In this analysis, muons have COT tracks, therefore, using tracking
information from the silicon detector only can be use to further clean the W sample.
An r — ¢ position match between the silicon stand-alone tracks and the “electron”
clusters determines the final candidates. The COT tracking efficiency can then be
calculated as the fraction of such candidates which have a COT track pointing to
the electron cluster. A COT track in this analysis satisfies hit requirements (COT
defTracks). The resulting efficiency is 99.297007% which includes the binomial sta-
tistical uncertainty. As the systematic uncertainty, the effect of silicon stand-alone
track selection on the fake rate is considered. The final efficiency is 99.2940.11%.
The details of the selection cuts and algorithms can be found in [111].

Applying the same cuts described above to a MC sample, a scale factor corre-
sponding to the ratio of COT tracking efficiency in the data to the tracking efficiency
in the MC simulation. The number we quote is the scale factor for COT tracks, which

is 99.6+0.3%, where the statistical and systematical errors have been combined.

4.3.6 Vertex Fiduciality and Proximity Efficiency

The luminosity reported by CLC detector is over the full luminous region along the
beampipe. Imposing a vertex requirement within +60 cm, limits the event selection

and requires an efficiency calculation. The calculation of the efficiency of the vertex
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cut, |zp,,| < 60cm, involves the study of the longitudinal profile of the pp luminous
region at CDF interaction point and a calculation of acceptance of COT tracks in
this region[112]. Minimum bias data are used to measure the longitudinal profile of
the pp luminous region. The Tevatron beam profile function is used to estimate the

fraction of the luminous region at large z [113]:

&« _ N, exp(—2*/207) |
T ] [ ]

where Ny is a normalization and zy; and zp» are two independent z,’s for the x and y

(4.12)

coordinates. The function, in this form, takes into account the Run II measurements
of o, and o, versus z [114].

The z-vertex distribution is obtained by using the primary vertex found in the
events with COT tracks in min-bias sample corresponding to about 200 pb~! data
of 2002-2003. The COT track acceptance in z is studied by using the cosmic ray
data and HERWIG [115] W — ev simulation. The z-vertex finding efficiency within
|z| < 60em is flat.

For the dataset used in this analysis, €;g = 94.8+ 0.3%, where the error is
dominated by the systematic errors estimated by changing the z-ranges used in the
beam profile fit.

The vertex proximity efficiency is calculated using the Z-mass window. The
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Figure 4.6: Az distribution of the final muon candidates with no requirement on the
Az variable. The overflow and underflow events are likely to correspond to similar

cases given in Figure 4.2.

efficiency obtained is 99.764+0.66%. Figure 4.6 shows the Az distribution of the final

muon candidates, where a requirement on the Az has not been performed. The

distribution is fit to a double Gaussian where the o values are 0.67 cm and 1.37 cm.
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4.3.7 Efficiency of the Cosmic Ray Veto

We use the dicosmic tagger and the impact parameter cut in combination for the
cosmic ray efficiency. The efficiency of the dicosmic tagger is reported to be 100
per cent in CDF6457 [116], using the Z boson signal region. We take the impact
parameter efficiency as reported in [104] and we use dy cut efficiency of TRK type
muons as 99.2 £ 0.6%. We also would like to assign a systematical error to the
signal efficiency of the dicosmic tagger. For this, we use the Z boson mass window
and count the number of events that are tagged by the dicosmic fit in comparison to
those events that are selected as final dimuons. To have a better handle of selecting
collision dimuons, we look at events that have number of tracks (pr >1.2 GeV)
greater than two since the cosmic rays in general yield only two track events in the
high pr muon data. The distributions are shown in Figure 4.7. We obtain a 0.6%
error on the dicosmic efficiency by using the ratio of these two distributions.

The optimization of the cosmic ray tagging efficiency and the efficiency of the
cosmic ray rejection to keep the signal events from real collisions is an important
issue. Various approaches and strategies has been studied in detail. Section A
details some of the studies performed. The signal inefficiency (mistag rate) was also
studied using samples of Z-boson, Z’' and RS graviton both at 500 GeV/c?>. The

samples are used to investigate a mass dependence of the dicosmic tagger and a bias
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Figure 4.7: Fraction of cosmic events tagged in the Z window as compared to those
non-tagged.

between two signal processes. Neither a mass dependence nor a bias was observed.
A few cases of mistags were found in the region of forward tracking and are outlined
in [96]. The failure level of dicosmic tagger is higher for W decays in muon channel

due to the missing second track [102].

4.3.8 Summary of Efficiencies

The selection efficiency for the high pt dimuon sample consists of the combination of
the individual selection cuts applied to the data. In Table 4.8, we list the individual
efficiency values for the three muon types. The details are outlined under the sections

for the individual efficiencies earlier in this chapter. For the TRK ID efficiency,
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| e (%) | CMUP | CMX | TRK |
€trig 88.4 + 1.1 96.9 + 0.6 -
€CR 99.6 + 0.6 99.2 + 0.6 99.2 + 0.6
€fid 94.84+0.3
€A 99.76+0.66
€track 99.64+0.3
€D 89.2 +£ 0.5 93.2 £+ 04 95.9 £ 0.3
€Reco | 92.7 £ 1.0(stat) £+ 0.3(syst) | 99.2 + 1.1(stat) £ 0.3(syst) -
€750 98.3 £ 0.2 98.0 £ 0.3 97.9 £ 0.2

Table 4.8: Efficiency summary table for dimuons.

we only consider the efficiencies of the hadronic energy and electromagnetic energy

sliding cuts.

To obtain the dimuon selection efficiency, €,,, five combinations of efficiencies are

calculated:

€pp

€EXX

€Epx

epT

€EXT

P

= (etrig X (2

X

= (etrig X (2

- ng‘g)) X (efDReco)2 X €com

- Ggiig)) X (ei(DReco)2 X €com

X

_ P X P P X
- (etrig + Gtrz'g - 6trig X 6trig) X €1DReco X €IDReco X €com

_ P P T
- (etm’g) X €IDReco X €rp X €com

_ X X T
- (etm’g) X €IDReco X €D X €com

(4.13)
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CDF Run IT Preliminary
Epp— 60.9 + 19%
Epr— 63.2 &+ 14%
ExXT— 77.5 + 15%

Table 4.9: Dimuon selection efficiencies for five categories.

where we define €7preco = €7D X €peco AN €com = €cr X €fid X (€track X €150)? X €A
The terms for trigger efficiency follows from Section 4.3.3.

Plugging in the numbers from Table 4.8 into Equation 4.13 above, the dimuon se-
lection efficiencies listed in Table 4.9 are obtained. The errors for dimuon efficiencies
are obtained using the error propagation method, where the errors listed in Table 4.8

are used in Equation 4.13.



Chapter 5

Background Processes

The search channel in this analysis, which is a final state with two isolated high
pr muons (pr > 20 GeV/c), may be produced in known processes. The processes
expected to yield dimuons may either directly produce dimuon signatures or mimic
one by misidentification or misreconstruction of one or two muons in an event. In
order to estimate the new physics (signal) content of the analysis sample, we cal-
culate the contributions from the known processes which are usually referred to be
“background” to the signal.

The first category of background processes we consider in this analysis are the
dimuon signature of pp collision processes. The second category is the cosmic rays
that can penetrate into the CDF detector and that can be misidentified as two muons

originating from a collision point. We expected contributions from the below list of
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background processes:

e Collision background: Drell-Yan Z/v* — pup, DY Z — 77, WW, WZ, {t,

QCD/Fakes
e Cosmic ray background.

In this chapter, we describe the estimation of the background yields we expect to
observe in inclusive dimuon signature and compare it to the observation in CDF II
data. The background estimate is further used to determine the final results for the

new physics searches.

5.1 Simulation Samples for the Processes

The MC samples for the analysis are generated and simulated based on the official
CDF code version 4.9.1. For the detector simulation, a full description of the CDF
detector implemented in GEANT [100] simulation package, is used. For a more
realistic MC sample, a representative run is selected (run number 151435). This way,
a realistic estimate of the beamline alignment and the silicon tracker dead channel
information was simulated. The basic beamline parameters used for the background
(and signal) simulations is shown below:

The beamline parameter for this run are first obtained from collision data and
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beam x = -0.064 cm,;
beam y = 0.310 cm;
err x = 0.0025 cm;
err y = 0.0025 cm;
slope x=-0.00021 rad;
slope y= 0.00031 rad;

then corrected to account for the total shift of silicon detector with respect to the
beamline which did not exist in simulation.

Due to the composite structure of protons and antiprotons and high luminosity
environment of an hadron collider, the hard scattering processes of initial partons
are usually accompanied by an underlying structure. The events may include ini-
tial and final state radiation, beam-beam interaction remnants and multiple parton
interactions. Such effects are often referred to as the “underlying event”. A set of pa-
rameters in Pythia event generator have been tuned to describe both minimum-bias
interactions and the underlying event in hard scattering processes in pp collisions
with a better match to the observed data [117]. This set of tunes (called “Tune A”)
have been used uniformly for all MC simulations for CDF analyses. More information

on the underlying event studies can be found in [118].
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5.2 Collision Backgrounds

We can categorize the collision backgrounds as coming from direct production of
muons in electroweak (EWK) processes and from misidentified objects (fakes) dom-

inated by QCD processes.

5.2.1 Standard Model Background

To estimate the expected number of events from EWK processes, we use MC simu-
lation. The main collision background comes from the irreducible DY Z /v* — uu
channel. The list of processes is summarized in Table 5.1. Figure 5.1 shows the
invariant mass distributions for dimuon events from non-DY collision backgrounds.
Most of these backgrounds have very small contributions to the expected mass spec-
trum, especially at high mass. The backgrounds taken into account can be listed

as:

e DY Z/v* production: For the DY Z/y*—pu*p~ MC sample, the CDF 4.9.1
offline version (zewk2m) which include some corrections and tunings in the
simulation for better agreement with data. We utilize about 500k events from
this sample. This dataset was reproduced in order to correct for some effects
that were not modeled well in the earlier versions of the CDF detector sim-

ulation. These corrections include underestimated material in the GEANT
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description of the CDF detector, which are mostly important for the electron

identification. More information can be found in [119].

tt production: The top quark decays are governed by weak interactions through
a W boson in SM. The final state particles are thus determined by subsequent
W decays. In tt production, if both W bosons decay into a second generation
lepton family (W — pv), there are two muons observed in the final state. The
total cross section for dimuon production from ¢t process is 0.07 pb, where the
/s = 2.0 TeV NLO tt production cross section prediction of 6.7 pb ([120]) for
my of 175 GeV/c? is multiplied by the square of BR(W — uv) of 10.2% [34].

Only about 5% of the total ¢ events are observed in the dilepton mode.

For the background estimation, a sample of ¢t production MC simulation is
used. The sample is generated using HERWIG 6.4 [115] with the PDF set

CTEQA5L.

heavy diboson (WW, WZ) production: The hadronic production of a heavy
diboson pair, pp—WW or pp—WZ and muonic decays of W and Z may yield
dimuon final states observable in CDF data. We use the NLO calculated pro-
duction cross sections to estimate the o - BR(WW, W — uv) of 0.14 pb and
0-BR(WZ,Z — u*p) of 0.07 pb, respectively. The total diboson production

cross sections are the average of calculations repeated with two different PDF’s
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Table 5.1: Collision background processes other than QCD/Fakes.

Process Nyen  0.BR (pb) Simulation Comments
DY Z/v* = pip 500k | 250 M+, > 30 GeV/c2
DY Z/v* —» vt 7, 7—>pv,v; | 10k 7.54 M, +,- > 30 GeV/c?
WW, W — uv ok 0.14
WZ,Z — ptp 5k 0.07 W all decay modes on
tf, both W — v 5k | 0.0697

and are 13.25+0.25 pb (WW) and 1.9840.03 pb (WZ) [121].

e 77 production: The Z/v*— 777 will yield muon pairs if both 7 leptons decay

weakly into leptons. The branching fraction of (7 —puv,v,) is 17.37% [34].

For the background estimation, a sample of Drell-Yan sample decaying into two
7 leptons are simulated using Pythia. The decay of 7 leptons are simulated with
the Tauola package [122]. The invariant mass of the 7 pair, M,,, is required to

be greater than 30 GeV/c?.

5.2.2 QCD/Fakes

QCD background usually arises from the misidentification of hadrons as muons due
to punch-through and from low pr muons coming from processes like semi-leptonic
decays of a quark or hadron decays in flight, where the momentum of the low pr muon
may be mismeasured in the tracker. For QCD background determination, two meth-

ods can be applied: using same-sign dimuon mass spectrum and using calorimeter
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Figure 5.1: Invariant mass distributions for dimuon events from non-DY background.
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isolation for the muons. In this analysis, we use the the same sign event hypothesis !
to get an estimate to our QCD background and use the data for the background
contribution estimates instead of MC 2. The backgrounds from QCD events are
charge symmetric, since there is no known reason for these events to be preferen-
tially positive or negative charged. Therefore, the same sign dimuon yield in data is
expected to give a good estimate of the total multijet misidentification background.
The same-sign dimuons can also arise from charge misidentification of a high pr
muon. Simulation studies using 40 GeV/c momentum muons have shown that the
misidentification rate is below 1073,

To estimate the background contamination, we count the number of events which
have the same sign muons in the final candidates. To get the shape of the distribution,
we use the sample in which we require one tight muon and relax the ID and isolation
requirements in the second muon. This gives a higher event yield to which we can

fit a function of the form:

y = (cst) x (x — x9)® x e P@=m0) (5.1)

This function describes both the turn-on of the distribution around 40GeV/c? due

to muon trigger requirements and the exponential decay of the background as the

!Similar approach was used in CDF Run I Drell-Yan cross section measurement [124].
’In an earlier version [105] of the analysis, the isolation method was also used as a cross-check.
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invariant mass increases. This distribution is normalized to the number of events
multiplied by a factor of two, to account for the charge symmetry of the background.
The same sign spectrum selected in the dimuon sample is shown in Figure 5.2. In
this figure, the darker histogram represents the same-sign events in the final dimuon
sample. The fit parameters for Equation 5.1 is also shown on this plot. The fit
distribution used in the QCD fakes background estimate is shown in Figure 5.3.
The case of p+track final state is more prone to contamination from backgrounds
that may yield high rate of muon fakes as compared to pu + p case. Hence, we
examined some processes like, dijet and W+jet production, using CDF version 4.9.1
ALPGEN+HERWIG [123, 115] MC samples. We also studied the effects of varying
requirements on the number of COT track hits in our selection, using these data
sets. We have observed that, we obtain only a yield increase in the W+jet sample,
which is not related to the background contamination, but is due to an enhancement

in CMX detector acceptance.

5.3 Cosmic Ray Background

In Section 4.1.4, we discussed the signal efficiency of the cosmic ray rejection re-

quirements. Here, we estimate the cosmic ray background that remains in the final
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Figure 5.2: Same sign dimuon spectrum in inclusive muon data sample selected by
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sample, after the requirements applied 3. We estimate the background contribution
as a function of the dimuon invariant mass in our sample. This estimate is used
in our cross section limit calculations. We use the dimuon data which is tagged as
cosmic rays to describe the shape of our cosmic ray background spectrum. We fit this
distribution to double exponentials and plot the distribution used in the calculation
in Figure 5.4. To get the normalization, we use the fraction of events that fall in the
tail of the dy distribution of cosmic ray events to the signal region of the distribution
and use this number to calculate the expected background in the selected dimuon
sample. Figure 5.5 shows the histogram we used to represent the cosmic background
in our sample. We also studied the distribution of events in our final sample that
are tagged by the full cosmic ray tagger. The estimate of the background using this
distribution, which can be seen in Figure 5.6, gives us comparable results in the high

mass region (see Table 5.2, for example). *.

5.4 Comparison of Expected Background with Data

We compare our data with the expected background contributions from known pro-

cesses. To calculate the expected number of background events, we first add up

3The vetoing power of the cosmic ray tagger is studied on cosmic ray data in detail in Appendix A.
4In an earlier version of the analysis, we used a combination of minbias and real cosmic ray data
to estimate the cosmic ray background [105].
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Figure 5.4: Invariant mass of the cosmic ray muons used in determining the cosmic

ray background for this study.
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Figure 5.6: Mass distribution of the muons in our final sample that are tagged by
the full CR tagger.

the contributions from DY Z — up, DY Z — 77, WW, ZZ, tt processes. The con-

5 and

tributions are calculated by taking into account the efficiencies, acceptances
cross sections. Selection efficiencies are measured from the data, as described in
Section 4.3. Acceptances are calculated using MC simulation. Cross sections are as
listed in Table 5.1. We then normalize the total number of background events relative
to data within the mass window of [80-100] GeV/c?. In Figure 5.7, we compare data
to expected background for all our dimuon candidates in the high pt central muon

sample. In Figure 5.8, we compare the pr distribution of selected events with DY /Z

MC. The upper plot is for the whole sample, the lower plot is for those events only in

5The definition of acceptance is given in Equation 6.1.
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the Z mass window. In Figure 5.9, we show the breakdown of the comparison with
respect to various categories of dimuons. We also perform a simple KS test for these
distributions as shown in the figure. In Table 5.2, we list the observed number of
events and the comparison with the expectations integrated above different masses.
In Figure 5.10, we show a portion of the high mass spectrum in the range [110,
300] GeV/c?. There are two regions in the mass spectra where one can observe a
slight excess: 150 and 200 GeV/c?. We observe 29 events in data to be compared
with 23.0 expected background events for 150 GeV/c? in [140-160] GeV/c? mass
region and 17 events to be compared with 11.0 expected background events for 200
GeV/c? in [180-210] GeV/c? mass region. Simple counting gives us less than 1o (20)
discrepancy between data and background in 150 (200) GeV/c?. The excess around
200 GeV/c? is interesting. However, at this point in time, we cannot consider this
excess to be statistically significant. We believe that 180-200GeV /¢* mass region of
the invariant mass spectrum should be re-examined when more data is available.
The polar angle distribution of the dimuons in data is also compared to that of
expected from Drell-Yan background. The DY background is the same MC sample

used in the mass spectrum comparison. We define the Lorentz-invariant polar angle of
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spectrum.
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CDF Run II Preliminary (200 pb™!)

170

Mass (>) | Data | Direct Fake Total

150 58 51.54+/-2.37 | 3.70+/-0.80 | 55.25+/-2.50
200 18 18.70+/-0.86 | 2.17+/-0.45 | 20.88+/-0.97
250 9 7.86+/-0.36 | 1.59+/-0.33 | 9.44+/-0.49
300 6 3.97+/-0.18 | 1.25+/-0.26 | 5.22+/-0.32
350 1 2.20+/-0.10 | 1.03+/-0.21 | 3.234/-0.24
400 1 1.42+/-0.06 | 0.86+/-0.18 | 2.28+/-0.19
450 1 1.08+/-0.05 | 0.71+/-0.15 | 1.79+/-0.16
500 1 0.64+4/-0.02 | 0.59+/-0.12 | 1.24+/-0.13
550 0 0.54+/-0.02 | 0.49+/-0.10 | 1.034/-0.11
600 0 0.33+/-0.01 | 0.41+/-0.08 | 0.73+/-0.09
650 0 0.22+/-0.01 | 0.33+/-0.07 | 0.56+/-0.07
700 0 0.11+/-0.00 | 0.27+/-0.05 | 0.38+/-0.06
750 0 0.11+/-0.00 | 0.21+/-0.04 | 0.33+/-0.04
800 0 0+/-0 0.17+/-0.03 | 0.17+/-0.04

Table 5.2: Data comparison with expected background integrated above the masses

as shown.
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the dimuons, cos §*, in the Collins-Soper frame [125]. We use the following expression:

oSt = ———_((H0; — (70f) =

M +/M? + P2

1

ﬂ(ﬁoié?’) =12 . (5.2)

where M is the mass of the dimuon (dilepton) pair, Py is the transverse momentum
of the muon pair, ¢° and ¢ are the energy and the third momentum component of
the muon (i = 1) or antimuon (i = 2), respectively. We use the unsigned value to
make the equation independent of the lepton charge. The Collins-Soper formalism
allows one to reduce the uncertainty in cos#* that is introduced by the transverse
momentum of the incoming partons to a negligible level.

Figure 5.11 shows a comparison of the data with the expected Drell-Yan distri-
bution from simulation and Figure 5.12 shows the same distribution for the mass
region above 150 GeV/c?. There is good agreement between data and simulation.
The cos#* distribution is not used in the fit for the search analysis. Therefore, a

numerical comparison has not been performed on these distributions.

5.5 Cross-check with Z boson Cross Section

The Standard Model Z boson gives us the control region with which a cross-check

of the acceptance and efficiency estimates can be performed. For this, we calculate
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Figure 5.11: Data compared with expected DY background for dimuon cos #* distri-
bution. The MC distribution is normalized to the total data number of events.
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the Z cross section using the number of observed events in 200 pb~! data within
a dimuon mass range of [80,100] GeV/c®. The cross section is calculated using the

following formula:

Nobs - Nbackgr
A(Z) x €y x L

o-BR(Z— pp )= (5.3)

The MC acceptance of the Z mass window is normalized using the 500k events in
the DY/Z sample. The negligible < 0.5% difference due to +* interference effect
in the cross section in mass range of [80,100] GeV/c? is not corrected for the final
0-BR result. For the acceptances, an explicit requirement of at least one muon
tagged by a stub and the dimuon tracks satisfying the kinematic cut of pr >20
GeV and passing the track reconstruction cuts of N,, > 20 and N, > 16. Table 5.3
summarizes the results for all the dimuon subcategories included in the analysis. The
luminosity measurement error is separated from the other uncertainty contributions.
The results are in agreement with the theory prediction. The theory prediction for
the cross section is 250.2 pb for Z mass of [66-116] GeV /c? [126]. CDF also measured
the cross section of Z boson in muon channel using the [66-116] GeV /c? mass range
and with slightly tighter selection criteria, smaller acceptance and 72 pb~! muon
data. The cross section measurement[127] is in very good agreement with theory

calculations.
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CMUP-CMUP | CMX-CMX | CMUP-CMX | CMUP-TRK | CMX-TRK
Nobs 827 251 842 3051 1520
Npackgr 0.6+0.0 0.1£0.0 1.04+0.0 2.4£0.0 1.3+0.0
A(Z) 0.029+0.001 0.0071+0.0 | 0.02840.001 | 0.09840.003 | 0.046+0.001
€pp 0.609+0.02 0.771£0.020 | 0.687£0.02 0.632+0.02 0.775+0.02
L (pb 1) 199.1£11.9 178.6+10.7 178.6+10.7 199.1+11.9 178.6+10.7

| 0.BR (pb) | 23514414 | 256+18%15 | 245414415 [ 247412415 | 239£10+14 |

Table 5.3: Calculated DY-Z cross section in dimuon channel in Z boson peak.



Chapter 6

Signal Acceptances

The most important factor that determines the sensitivity of an analysis to a sig-
nal process is to maximize the number of events that may be observed within the
detector. This may be performed either via increasing the luminosity, efficiency or
optimizing the potential observation of signal by increasing the geometrical coverage
or maximizing the available center-of-mass energy in a detector. The latter is usually
related to the acceptance of the detector. In this chapter, we describe the Monte
Carlo simulation samples that are used in estimating the CDF detector’s acceptance
to spin -0, -1, -2 particles in dimuon channel and comment on the various signal

simulation related issues.
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6.1 Monte Carlo Samples and Acceptances

The acceptance for the signal processes is estimated using an event generator and a
realistic simulation of the CDF detector. The samples are generated and simulated
using the official CDF code version 4.9.1. The event generator is Pythia version
6.203 [37]. The choice of the simulation parameters (such as PDF functions, Pythia
tunings, alignments and calibrations) are the same as the background processes and
are discussed in Section 5.1. For the kinematics of the signal processes, we use PDF
set which is CTEQ5SL [129] and we impose no further restrictions on the kinematic
variables during generation. Pythia uses “parton shower” evolution [134], in order to
take higher than leading order QCD effects into account in the simulation of physics
processes '. The implementation of the parton showers allows for better modeling of
the overall structure and kinematics of the generated events. Validation of Pythia
vector boson acceptance and mass spectra shape estimates have been performed by
various groups [135, 136].

To determine our signal acceptances for the three different spin hypotheses, 5000
events are generated for each mass value from 150 GeV/c? to 800 GeV/c? in 50
GeV/c? intervals. The dimuon final states are reconstructed with similar require-

ments as applied to the data. The acceptance is determined by making the kine-

IThe cross sections are calculated in leading order in Pythia. Section 7.4 describes the corrections
to the cross sections.
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matic and geometric requirements on the reconstructed muons. The minimum pr re-
quirement of 20 GeV/c determines the total kinematic acceptance. The geometrical
acceptance is determined by requiring five types of dimuons as described in Section 4
and a minimum number of axial (>20) and stereo (> 16) hits in the COT. The def-
inition of acceptance, A;, where ¢ runs up to the number of reference signal masses

generated, is given as:

N? (pr > 20 GeV/c* & COT fiducial cuts)

A' o reconstructed
P =

(6.1)

i
generated

The polar angular distribution of a particle with zero angular momentum depends
on its spin and mass. The more massive the particle gets, the smaller the boost and
the massless decay products gain larger energy in the transverse direction. Therefore,
the final state becomes more “central”. The spin of the particle determines the shape
of the polar angular distribution in the production, which also affects the acceptance.
For a spin-0 particle, the distribution of cos# is flat. For a spin-1 particle, the polar
angular distribution is quadratic in cos # and for a spin-2 particle, the distribution is
quartic. The angular dependence of Drell-Yan production is given in Equation 1.18.
For an RS graviton, the dependence is more involved, due to two different production
channels, as shown in Equation 1.32. An illustration of these distributions obtained

using MC simulation are given in Figure 6.1.
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In the sections below, we report on the estimated acceptances for Sequential Z’,
RS Graviton and Higgs scalar, representing the three different spin categories. We
also study the dimuon selection efficiency in MC as a function of resonance mass. The
systematic uncertainties related with the acceptance estimates are given in Section 7

where the the search results are presented.

6.1.1 Spin-0 (Higgs)

We simulate the production of SM Higgs particle to estimate the Spin-0 acceptances.
We generate a heavy Higgs (H) within the MSSM formalism [138] and include only
the the dimuon decay channel. At very high masses, the Higgs particle does not
have a resonance-like structure, rather, it is produced as a continuum, as gener-
ated in Pythia, with default settings in the program for Higgs decays ?. Figure 6.2
shows a comparison between a 200 GeV/c? and 600 GeV/c* Higgs do/dM distri-
bution. For the purposes of acceptance calculations, the model is generated with
a +20 GeV/c? mass window around the reference Higgs masses to represent reso-
nances. The choice of the mass window is consistent with the widths of a heavy
Z'sm, as can be seen in Figure 6.20. The resulting reconstructed mass distribution

is shown in Figure 6.3. Also shown in the plots are the 30 lower bounds on the fits

2Studies have been performed for Higgs mass spectra in [132]. We believe the treatment of Higgs
width to boson pairs at high masses is responsible for this behavior.
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to illustrate the effect of the momentum resolution in the distribution. The dimuon
mass resolution dominates over the width of the Higgs mass window as the mass
increases. The MC cos # distributions of the dimuons for various masses of the Higgs
particle is shown in Figure 6.4. The cos 6 distributions are normalized to unity.
The geometric and kinematic acceptance for Higgs particles is shown in Figure 6.5,
for the five categories of muon types as a function of Higgs mass. The largest con-
tribution to signal acceptance comes from the CMUP+TRK dimuon category. The
smallest contribution comes from CMX+CMX dimuons, this is due to the smaller
polar and azimuthal acceptance of the CMX detector. There is also a constraint on
the polar opening angle between the two muons for them to be both in the CMX de-
tector. The total acceptance for a Higgs particle is about 60% at the highest masses.
The MC selection efficiency (except cosmic timing cuts) is shown in Figure 6.6. The
3

efficiency is independent of the Higgs mass and is flat within the statistical errors °.

The combined MC selection efficiency is about 75%.

6.1.2 Spin-1 (Z')

The only degree of freedom in the sequential (SM-like) Z’ model (Z'syy) is the mass of

the boson itself. This is because Z'gy has its couplings fixed to those of the SM Z° and

3All acceptance and efficiency statistical errors are calculated binomially for all the signal MC
samples.



182

= =
5 500 T 120
) )
o ©
2 2
M,, = 200 GeV/c M,, = 600 GeV/c
400} 1 100 1
80
300}
60
200}
40
100}
20F
1 -JI'I. 1 1 1 1 1
0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800

M., (GeVic ) M., (GeVic )

Figure 6.2: do/dM calculated in Pythia for a 200 GeV/c? and 600 GeV/c? Higgs
particle.



M, = 150 GeV

I ndf 21.88/6 MH 200 GeV I ndf 56.18/ 11
Constant 144943816 Constant 1063+ 32.9
< Mean 1495 +0.2656 Lg00l Mean 1999 +0.3085
3400 Sigma  8.592 +0.1222 3 Sigma  12.63 +0.2376
2 2700)
4200) 2
2 2600)
Hoool o
500)
800]
400
600)
300
400) 200
200) 100)
% 200 400 600 800 1000 1200 200 400 600 800 1000 1200
Mass (Gevic Mass (Gevic 9
¥ I ndt 88.82/ 25 M, 350 GeV ¥ [ ndt 80,49/ 26
Constant  609.7 £19.23 Constant 4711 £14.38
§ Mean 299.9 £0.5758 ggug Mean 3479 £0.7573
$600| Sigma 24.17 £0.5147 8 Sigma 32.21 +0.6483
w w
£500) 2400
2 2
i i
400) 300
300)
200)
200)
100)
100]
0 0
800 1000 1200 200 400 600 800 1000 1200
Mass (Gevic 9 Mass (Gevic )
¥ /ndi 93.28/34 500 GeV ¥ /ndi 107.9/38
Constant  338.5 +10.01 Constant 274 £8.168
2 Mean 44731112 L300 Mean ~ 497.3+1388
3 Sigma  46.95 +0.9053 & Sigma  57.26 +1.118
w w
§ §
3 3
i i
K 200 400 600 800 1000 1200 K 200 400 600 800 1000 1200
Mass (Gevic 3 Mass (Gev/c 9
M,, = 600 GeV o I ndf 122/41 M, = 650 GeV o I ndf 179.1/45
o0l Constant  195.4 £5.957 Constant 1695 + 5.19
< Mean 603.3 £2.064 £200) Mean 657.3+2.493
8 ++ Sigma  82.87 £1.733 Bg0) Sigma  90.53 +1.853
b o
2200 2160
§ §
a 140}
150] 120
100)
100 80|
60)
50) 40)
20)
K 200 400 600 800 1000 1200 K 200 400 600 800 1000 1200
Mass (Gev/c )

Mass (Gev/c 9

183

M H 250 GeV I ndf 65.92/ 22
Constant 7765 £24.56
< Mean  249.4 £0.4361
&soo) Sigma___ 18203799
w
5700
§
600}
500
400)
300
200
100)
o!
800 1000 1200
Mass (Gevic 9
M,, = 400 GeV ¥ It 85.84 130
Constant 405 +12.06
5450 Mean 397.7 £0.909
8 + Sigma 38.52 +0.7468

200 400 600 800 1000 1200
Mass (Gevic )
¥ I ndf 126.7/36
Constant  226.5 +6.747
S50 Mean 552 +1.791
(v} Sigma 68.61+1.327
»
£200)
5
g
i
150)
100]
50)
K 200 400 600 800 1000 1200
Mass (Gev/c 9
M, = 750 GeV 2% ndf 1221142
Constant  126.3 +3.787
©160) Mean  759.3+3.252
Sigma___ 124.4+2.484
10140
2
£120)
g
&
100)
80)
60)
40)
20)
K 200 400 600 800 1000 1200

Mass (Gev/c )

Figure 6.3: Reconstructed dimuon invariant mass distributions for H— ptu~. Also

shown are the Gaussian fit results. Arrows point to the lower 30 bounds for the
individual reconstructed mass means.
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has an intrinsic width proportional to its mass (Figure 6.20). The Z’ are generated
with no interference with SM neutral gauge bosons. Figure 6.7 illustrates resonance
shapes for 200, 500 and 800 GeV/c? Z'. We observe that as mass nears the E.p,
the low end tails of the mass distribution increases, with respect to the peak. This
behavior is mainly an effect of the PDF distribution of the proton and antiprotons
where the resonance mass approaches the pp center of mass energy and its width
becomes wider. Figure 6.8 shows the reconstructed dimuon mass distributions for
the reference 7' masses. Each sample consists of 5000 Z'gy; events generated. The
low-mass tail is visible as Z’' mass gets higher. Figure 6.9 shows the dimuon cos @
distributions for various masses of the Z’'. We do not observe a strong dependence
of the distribution to the mass of Z'.

Figure 6.10 shows the expected combined geometrical and kinematic acceptance
for the five categories of muon types as a function of generated Z' masses. We
observe that the CMUP-CMUP category, yields more acceptance as the Z’ mass gets
larger, as expected. The contribution from CMX-only category is not substantial.
However, CMUP-CMX category of dimuons increase the acceptance by more than
a factor of two for some generated Z’' masses. In Figure 6.11, we plot the MC
efficiency of the selection cuts (no cosmic timing cuts) as a function Z' mass. The
distribution is flat within the errors. Figure 6.12 compares the acceptance xefficiency

of the dimuon selection to that of the earlier stage of the analysis where only muons
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with stubs were included in the final selection. Except for some negligible, minor
differences, the main selection requirements were the same in both estimates. We
note approximately a factor of two increase in the total acceptance at high masses

when the current algorithm is applied, improving the sensitivity for the searches.

6.1.3 Spin-2 (RS Graviton)

The RS graviton is a spin-2 boson. The resonance is expected to have a slightly dif-
ferent detector acceptance than a that of a Z’ or a Higgs particle. The correct angular
distributions are included for decays to a fermion pair in the lowest-order processes
As in the case of the other models, the mass of the RS graviton is a free parameter.
The other degree of freedom of the RS model is the dimensionless coupling parameter
(k/Mp;) which enters quadratically into the calculation of the intrinsic width of the
graviton, as mentioned in Section 1. Figure 6.20 shows the width of RS graviton as
a function of its mass. Decays of the graviton to a fermion pair (ff), g9, vy, ZZ
and WTIW~ contribute to its total width. We use k/Mp; = 0.1, which defines the
upper bound of the search region, for our acceptance calculations. In Figure 6.13,
the reconstructed dimuon masses are plotted for the RS Graviton signal. The high
mass RS graviton resonances have larger tails in the low mass region as compared

to those of Z' boson (Figure 6.8). This is mostly due to the gluon fusion component
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in the graviton production at pp collisions (Figure 1.10). In the Pythia event gener-
ator, the cross sections are calculated as a function of graviton mass. Since the high
mass region behavior is dictated by the PDF and the probability of finding a pair of
gluons with a given center-of-mass energy is even more a rapidly falling function at
that energy, a larger tail in the low mass region is expected to be observed *. Figure
6.14 shows the cos @ distributions for the dimuons, for various RS graviton masses.
The signal is populated at low cosf values with a steep decrease as a function of
cos 6. This is a distinctive behavior of cos # for spin-2 resonances and holds also true
for graviton production in Large Extra Dimension models [133]. Figure 6.15 shows
the expected acceptance of dimuons to an RS graviton signal as a function of the
generated RS graviton mass. Mass dependence of the selection efficiency estimated
via simulation for RS Graviton is shown in Figure 6.16. Figure 6.17 shows the ac-
ceptance as a function of RS Graviton mass®. The acceptance is almost flat within
the statistical errors for different k/Mp, values. We choose the value of k/Mp; (=
0.1) corresponding to a large graviton resonance width that should result in a more

conservative mass limit for RS graviton model.

4Comparisons of Pythia with another generator, HERWIG, has been performed earlier [42].
do/dM for a graviton generated by HERWIG has shorter tails in the low mass region, due to the
fact that the cross section is calculated at the resonance maximum and then smeared according to
the Breit-Wigner distribution. For wide resonances, such as an 800 GeV/c? graviton (k/Mp;=0.1),
the approximation of Pythia is suggested to be more valid.

>This plot is produced using only the muons in |n| < 1.1 region. The result is independent of
this choice.
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Figure 6.14: cos 6 distributions for various RS Graviton masses.
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6.2 Investigation of Various Acceptance Issues

6.2.1 Interference Effects

For the acceptance and cross section estimates, signal-only Z’ distributions are used.
However, signal and background processes can interfere that may effect both the total
cross section and the shape of the invariant mass spectrum. Here, a comparison of the
signal-only Z'sy cross section to the v*/Z /7' interference cross section is presented.
For the comparisons, we use a 10,000 sample of each sample (interference on and
off) generated using Pythia. A minimum center of mass value for the final state
dimuons in the interference spectrum is taken to be 120 GeV/c . This cut-off allows
a reasonable MC sample size without the necessity to generate many events (since
the Zy resonance would dominate the spectrum at low mass), in the signal region.
Figure 6.18 shows the invariant mass distributions for seven reference Z' masses
allowing interference. The reference masses cover the range [150-750 GeV/c?] with
100 GeV/c? intervals. The cross section comparison is performed by calculating
the ratio of the number of generated events of the signal-only sample (Nj) to the
interference sample (NNV;) within a mass window around the reference signal mass.

The procedure is performed for two different mass windows corresponding to five
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and three o of the generator level resonance widths:

— Ny =04, —2 | 2
R N, o N (6.2)

where N is the number of events in five or three ¢ windows and N’ is the total
number of events generated corresponding to cross section, o, ;. Figure 6.19 shows
the ratio of the signal-only 7' cross section to the interference cross section. A
correction for a FWHM to Gaussian sigma is not performed for the intrinsic widths
since our mass windows are wide enough to take that effect into account. The errors
in these plots are calculated by propagation of errors applied to Equation 6.2.

The 50 and 30 windows yield results that are in agreement with each other within
the errors. A shift is generally expected in the mass peak of the resonance with re-
spect to the pole mass, due to v*/Z/Z' interference effects. Along with an asymmetric
mass window, this accounts for a portion of the slight discrepancy observed in the
comparisons. Small signals in the highest mass points also contribute to the large
calculation uncertainties. We conclude that interference effects are negligible for the
purposes of the results of the analysis presented here. The acceptances calculated

without interference are used for the search results.
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6.2.2 Intrinsic Widths of Resonances and Mass Resolutions

We describe here the comparison of the dilepton mass resolution to the intrinsic width
of the resonance. To estimate the detector mass resolution as a function of resonance
mass, we use the Z'qy; and RS graviton MC samples. We separate out the intrinsic
full widths of the resonances (as calculated by Pythia) from the reconstructed mass
resolution in the dilepton final states:

o2 = o? — o} : (6.3)

resolution reconstruction intrinsic

The value of 0;,1insic is calculated using the relation:

Tintrinsic = RL\/;MC : (6.4)
which is obtained by fitting a resonance curve to a Gaussian distribution. Figure 6.20
shows the intrinsic widths of Z’' and RS graviton as a function of the particle mass.
The RS graviton width corresponds to k/Mp; = 0.1, the largest with that is consid-
ered for this particular model. The width of a 800 GeV/c? Sequential Z' is about
twice that of a RS graviton at the same mass. Figure 6.21 compares various graviton
widths to electron and muon detector resolutions. The reconstructed mass resolution

values for the dielectrons are taken from CDF Note 6343 [140]. In the calculations of
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Figure 6.20: Mass vs full width of Z' (left) and RS Graviton for k/Mp; = 0.1 (right).
For RS Graviton, the width is dependent on the second power of k/Mp.

detector resolutions using the reconstructed mass resolution and the intrinsic widths,
no errors on the theoretical widths and the reconstructed widths are taken into ac-
count. One must keep in mind that the mass distributions are not exactly described
by perfect Gaussians as the width of the resonance grows larger. The comparisons
are insensitive to this effect as can be seen from the fit results in Figures 6.8 and
6.13. The detector resolution dominates the intrinsic mass width of the RS Graviton
for our choices of k/Mp; values. Dimuon mass resolution is worse than the dielectron
mass resolution, which is measured using the EM energy. This is a consequence
of the momentum resolution of the muon tracks in COT (Section 2.2.1.2) and the

energy resolution of electrons in the calorimeter (Table 2.5).
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Chapter 7

Results

This chapter describes the final results of the high mass dimuon analysis, and the
methods used in obtaining the results. In the absence of a significant excess in the
observed data with respect to the predicted background as described in Chapter 5,
limits can be placed on the production cross section of resonant particles as a function
of dimuon invariant mass. Further limits on the masses of various particles within

the models described in Chapter 1.
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7.1 Method for Setting Limits

To set the upper limits on o - BR(Z'/G — ptp~) at 95% confidence level and lower
limits on the masses, we use a binned likelihood method!. The binned likelihood
method starts with each bin considered as a separate data sample and its contents
treated with Poisson statistics. Assuming the presence of a signal, each bin consists
of a combination of the predicted signal and background events. For purposes of
searches, the cross section of the signal process is usually the main quantity when
one uses the event rates for the likelihood. For this, one may assign a coefficient, «,
to represent the signal event rate, N*9"% and it is this parameter that one can use
to formulate a likelihood function and calculate the desired confidence limit. The
likelihood is the product of the the individual bin probabilities. and it becomes a
function of a. In case of errors on «, one may convolute the distribution with a
Gaussian which has the mean a and width A«. The desired confidence limit on « is
then calculated using this likelihood method. This limit can then be converted into
a limit on cross section using the expected cross section value. The relevant formulae

are summarized below:

!Previously, we used a single counting Bayesian limit calculation for the results which used a
smaller integrated luminosity of Run II [147]. The method is outlined in Appendix G.
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Poisson probability associated with each bin, 7, is:

M?’fefuz
Pi(ni, i) = (7.1)

where 1; = o NS94 N Ty our search, we compare only the high mass search

region, above 110 GeV. The total likelihood for all channels, M, as a function of «

is,
L(a) = HPi(nl,/L,) = Zn~’ (7.2)
i=1 i=1 v

The limits are obtained via integrating the Equation 7.2 up to the desired confidence

level as below:
0.95

L(ags) = (norm.) / Ll)da (7.3)

0

Using the below equation for the cross section:
Nos = 095(M) x BR(M) x L x A(M) X € =95 Xx N, (7.4)
we get Equation 7.5 below, from which 95%CL cross section limits, ogs, are estimated:
Og5 = Qg5 X o*9mel (7.5)

where o°9" is the predicted cross section for the signal. Equation 7.5 is used to



208

convert the likelihoods to posterior probability densities in the cross section times
branching ratio (o). The distributions, as a function of o, are illustrated in Figure 7.1
for various masses. There are a few effects that may be observed in these plots.
One is that the likelihoods typically maximize near zero values for « or o, if there
is no apparent excess in data to support a non-zero « hypothesis (e.g., L(o) at
250 GeV/c?). A peak in the distribution can be interpreted as a sign of excess in the

data (e.g., L(o) at 300 GeV/c?).

7.2 Pseudo-experiments

Before including the effects of systematic uncertainties on the limits, 1000 pseudo-
experiments have been performed to check the statistical reliability of the experimen-
tal o- BR limit results. The pseudo-experiments are generated using the Poisson vari-
ations of the predicted background and checked against the original prediction from
which 1000 limit results are obtained. The observed limits (estimated using CDF
dimuon data) are compared to the mean expected limit from the pseudo-experiments.
The results are presented in Figures 7.2, for spin-1, spin-2 and spin-0 experimental
limit curves. The 1, 2 and 30 errors on the mean of the expected limit are also
plotted. For spin-0, fake background contribution is also taken into account. The

plots can be used to observe excesses observed in data as a function of dimuon mass,
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Figure 7.1: Posterior density distributions in cross section (o, pb) without systematic
errors for spin-1 particle dimuon masses.
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where the observed limits are expected to be less constraining than the expected lim-
its using the background predictions. For example, this comparison is in agreement

with the slight excess of data observed 300-400 GeV/c? dimuon mass spectrum.

7.3 Systematic Uncertainties

To obtain the final limits, we need to assign systematic uncertainties in our calcu-
lation of signal and background events. In this analysis, we consider contributions
from the sources listed below and we assume acceptance uncertainties to be uniform

for all dimuons.

e Uncertainty on Acceptance: The acceptance depends on the kinematics of the
physics processes and the geometry of the detector. The contributions we
consider for the uncertainty in the acceptance are listed as: the choice of PDF,

the momentum resolution and scale of the dimuons.

—Choice of PDF: We estimate the error on the choice of PDF by using the ac-
ceptance changes with respect to the Z' mass for three different choices of PDF
sets. We compare the default CTEQS5L used in the acceptance calculations to
other leading order PDF sets (CTEQ3L and MRST) and present the relative
error on the acceptance in Figure 7.3. The average deviation for our choices is

about 2% and is quoted as a mass independent PDF choice uncertainty on our
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Figure 7.3: Mass dependence of the PDF uncertainty for 10k Z' MC events.

results.

~Momentum resolution and scale: We use the invariant mass in the Z peak to
determine the systematic difference between MC and data. We obtain 3.6%

using the Gaussian fits to the spectra in Figure 7.4.

e Uncertainty on Efficiency: We use 2% for the efficiency error to represent the

totol dimuon sample as listed in Section 4.3.

e Uncertainty on Luminosity: We use the luminosity error of 6% as described in

Section 3.4.
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Table 7.1: Systematic Uncertainty Summary Table.

CDF Run II Preliminary

Factor Relative Error
Signal | Direct Background
PDF 0.021 0.021
Track resolution and scale | 0.036 0.036
Efficiency 0.02 0.02
Luminosity 0.06 -
0A 0.076 0.046

The total systematic uncertainty is obtained when all the above mentioned contri-
butions are combined. The summary of contributions to the direct backgrounds can
be found in Table 7.1. We also consider the statistical uncertainty on the number of
fake events as their systematic uncertainties.

To incorporate the systematic uncertainty in our limits, we can use the likelihood

smeared (convoluted with Gaussian) by the estimated variations on «:

—(a—a’)?

T do! e
(o) zo/ﬁﬁ(a)e (7.6)

\/ 21 (Aa’)?

To calculate Aa, we perform a number of pseudo-experiments by fluctuating the
expected background and signal events from some template which corresponds to
some nominal . We find the best fit a for each pseudo-experiment by maximizing

the likelihood for . Another set of pseudo-experiments, with yields 1o varied up
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and down and, gives another sets of o values, by taking the average of the means of
the result of the variations. We use the difference between the means of the original
set and the varied sets to give the A« for all our masses and uncertainty factors.
Figures 7.5 — 7.7 show the mass dependent uncertainties on «. We also plot the
total uncertainty which is the obtained through a quadratic sum of the individual
uncertainties. An interesting question to ask is how much the systematic errors affect
the results of 95% CL upper limits for the cross section. We have used the results
of a previous study (Table 4 in [142]) to calculate the percent difference in upper
limits when an uncertainty in the signal acceptance is taken into account. For a 10%
relative error in the absence of observed events and backgrounds, the value obtained
for the difference is 3%. Same acceptance error in the case of one observed and one

background event (certain up to 10%) also yields 3%.

7.4 Limits on New Physics

Using the spin-0,-1,-2 experimental o - BR(X — p*p™) limits curves, lower mass
bounds on the various particles listed in Chapter 1 can be placed. This is performed
by using the intersection of the 95% CL limit curves with the theoretical production
curves for the models. Ignoring the PDF effects for the pp collisions, the magnitude of

the theoretical cross sections are determined by the partonic and leptonic couplings of
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Figure 7.4: Dimuon invariant mass in data (top) and in DY MC sample (bottom).
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the resonances which are usually dependent on the, phenomenologically important
but mostly unconstrained, parameters of the theory. Such parameters are varied
for the models (except the Sequential Z', for which the couplings are preset) such
that various lower mass limits are obtained as a function of these parameters. This
approach allows to exclude a region of the parameter space for the models, as will

be presented in the following subsections.

7.4.1 Extra Gauge Bosons: Z'

Figure 7.8 shows the 95% CL upper limit on o - BR(Z's\y — ptp™) as a function
of dimuon mass. For the theory prediction, Pythia 6.203 is used with CTEQ5L
parton distribution function (same simulation as described in Chapter 6, where the
acceptance calculations are discussed). The LO calculation of Pythia is multiplied
by an overall K-factor. The K-factor is taken to be 1.3, similar to Run I Z’ searches,
for all extra gauge bosons that are explored. Some studies have been performed
to investigate the mass dependence of the K-factor for a Z'gy;. The details of the
studies is detailed in Section F. The lower mass bound on a Z'sy is 735 GeV/c?.
This result can be compared to Run I results and earlier preliminary results from
Run II, as listed in Table 7.2. The 16 pb~! dimuon results is described in [141]. We

also place limits on the mass of the four Eg Z’'. The cross sections for the Eg Z's are
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calculated by implementing the couplings of the models outlined in Section 1.5.1.2
into Pythia framework [145]. For the implementation, we followed the formalism
detailed in [16]. In principle, the Eg model places each family of fermions into a
27-plet. Each family includes the ordinary fermions as well as some new exotic
particles. In the phenomenology of Eg Z' , one often constrains the analysis in which
the Z' decays only to the known SM fermions. This is the approach followed in the
current analysis.

The comparison of the the theory expectations with the 95% CL limit curve is
shown in Figure 7.9. The mass limits obtained using this plot are listed in Table 7.3,
which is the grand summary for extra gauge boson searches. The most stringent mass
limit is obtained for a Z’,, with the highest cross section prediction. The limit results
for the Z', and Z';, surpass the global PDG limits that are listed in Section 1.5.1.2.

Littlest Higgs Zy:

We also apply the spin-1 limits to place bounds on the Littlest Higgs Z’. For this
purpose, we have implemented the littlest Higgs model described in Section 1.5.1.3
into Pythia framework. At CDF, Pythia event generator is used extensively for many
signal and background processes. Therefore, being able to generate this particular
model with Pythia allows it to be on the same footing as other MC samples. For the

implementation, Pythia version 6.212 with CTEQ5L PDF set was used. We utilized
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the available Z' that exists in Pythia and replaced the default coupling parameters
with those of Zg given as in Equation 1.28. Only the SM fermionic couplings and
decays of Zy are considered, since we explore the region 0.5<cot #<1.0 [39]. This
region yields the best search sensitivity without having to deal with the other decay
modes of Zy described in Section 1.5.1.3. Figure 7.10 shows the branching fractions
of Zy as a function of its mass, as calculated in Pythia. Also, note that once the mass
of Zy is determined, cotf is the only other parameter for this process. Therefore,
following a 2-D search strategy involving the mass and the mixing angle may be a
better choice.

Figure 7.11 shows the LLO Pythia cross section curve for some reference Zy masses
for cotf =1.0 along with some other cross section curves for comparison. This
figure shows that o - BR(Zy — pp~) for cot @ =1.0 is higher than the sequential
Z' cross section and it gives the best sensitivity for the searches. The lowest value of
cot § we use yields similar cross section values to those of Z', of Eg model described
in Section 1.5.1.2. When we compare the cross section curves that correspond to
cot # =1.0, we see that Pythia predicts a slightly smaller slope for the cross section
compared to the formalism of [36]. Both curves are calculated taking into account
the finite top quark mass in the branching fraction calculations and are produced
using the same CTEQSL PDF sets. Figure 7.12 shows the difference in cross section

switching from CTEQS5L to CTEQ4M. The difference is a change in the slope of the
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cross section curves.

Figure 7.13 shows the comparison of the width of a Zy to that of a Z'sy for two
values of cot . At a mass of 800 GeV/c?, ['(Zy) is about 4 GeV larger than that of
['(Z'sm). This additional width is a negligible effect compared with the dimuon mass
resolution. Therefore, we obtain lower mass limits on Zg. The theory cross section
predictions on the Littlest Higgs Z' is compared to the spin-1 95% CL cross section
limit results in Figure 7.14. The mass limits are calculated for three different values
of cot . The best value for the lowest mass bounds corresponds to cot § = 0.9, which
is 775 GeV/c?. At this particular value, the cross section expectations are higher
for a Zy as compared to a Z'sy, therefore the mass bounds are stronger. The 2-D

exclusion region in mass versus cot # is given in Figure 7.15.

7.4.2 Technicolor: wr, pr

The parametrization and description of Technicolor model is given in Section 1.5.4.
Since the techni-mesons are spin-1 particles, with narrow resonance predictions, we
compare the cross section expectations of these particles with respect to the Z’ exper-
imental 95% CL limit results. We obtain the cross sections using Pythia and correct
for the higher order effects with the K-factor. The treatment of the model in Pythia

V6.203 involves mixing between the ~v*, Z° pr and wr particles in the Drell-Yan
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Figure 7.10: Zy branching fractions as a function of generated mass. The curves
corresponding to the leptons selected as examples (p and 7) overlap over the full

mass region.
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Figure 7.14: 95% C.L. upper limit on o - BR(Zy — p*p~) as a function of mass for

dimuons with £= 200 pb!.
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Figure 7.16: 95% C.L. upper limit curve overlayed with o - BR(pr,wr — ptu~) as a
function of mass for dimuons with £= 200 pb*.

process, as well as a signal-only calculation. To extract the signal contribution with
the interference, a mass window around the signal pole mass should be applied and
the SM contribution from the total cross section should be subtracted. The do/dM

distributions can be found in [143]. The two calculations yield the same results [144].

7.4.3 Randall-Sundrum Graviton

The limits for a first excited state of RS graviton is obtained by using the spin-

2 acceptances calculated as a function of RS graviton mass. Figure 7.17 shows the



CDF Run IT Preliminary

CDF Run Luminosity (pb™!) My o590, (GeV/e)
A 18.8 440
IB 88.6 275
ITA (summer ’02) 16 275
ITA (winter '03) | 72.0 (56.0 for CMX) 455
ITA (summer ’03) | 126 (110 for CMX) 585
ITA (winter '04) | 200 (180 for CMX) 735

CDF Run Luminosity (pb™') | Mg osnc.r (GeV/c)
(k/Mp; = 0.1)

IA - -
IB - -

ITA (summer '02) 16 255

ITA (winter '03) | 72.0 (56.0 for CMX) 370

ITA (summer '03) | 126 (110 for CMX) 475

ITA (winter '04) | 200 (180 for CMX) 605

228

Table 7.2: History of CDF neutral boson searches (Z’ and RS Graviton) in the

dimuon channel.

CDF Run IT Preliminary

Model Mass Limit at 95%C.L (GeV/c)
Run I | Run II (summer ’03) | Run II (winter ’04)
Z'sm 290 285 735
z', 520 495 635
7'y 495 465 600
7' 200 455 280
7' 480 425 230

Table 7.3: Results for Z's.
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95% CL upper limits on o- BR(G — p* ™) as a function of graviton mass. Currently,
there is no higher order QCD correction to the LO RS Graviton production. For RS
graviton limits analysis, the K-factor from Drell-Yan production is used. Given that
the gravitons can be produced through gluon annihilation and that this cross section
is small but not totally negligible (Figure 1.10), it may be possible to further consider
a more appropriate higher order correction. In any case, the K-factor for graviton
production is not expected to be very much different than the DY K-factor [144].
For the validity of the current approach, Run I Tevatron results for the large extra
dimensions searches ([148]) can also be cited.

The mass limits are obtained by using the Pythia L.O cross section values multi-
plied by a K-factor of 1.3 and parameterized in terms of the dimensionless coupling
parameter, k/Mp;. The largest mass limits for RS graviton is 605 GeV/c?, corre-
sponding to k/Mp, = 0.1. The choice of this upper bound of k/Mp, is driven by
considerations to to assure the consistency of the low-energy theory [41]. The ex-

cluded parameter space of the RS extra dimensions is shown in Figure 7.18.

7.4.4 R, Supersymmetry: v Production

We use the acceptance for spin-0 particle to place limits on the R, 7 which can decay

into a muon pair. The phenomenological parameter in this model is A'*-BR, which
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Figure 7.17: 95% C.L. upper limits on o - BR(G — p*p~) (pb) as a function of G
mass with £= 200 pb~!for various k/Mp; values.
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Figure 7.19: NLO and LO cross section and NLO K-factor curves as a function of
Ry v mass.

governs the coupling of the v, to the quark pair and its decay Branching fraction
to dimuons, as can be inferred from Figure 1.11. We set limits for various values of
M2.BR for the process PP—Viau— 1 it . The cross section values are obtained from
[149]. The cross sections are calculated using NLO QCD corrections with CTEQ5
PDF set. The cross section values as a function of mass and the corresponding K-
factorvalue is shown in Figure 7.19. Figure 7.20 shows the 95% CL upper limits on
o - BR(V — ptp~) as a function of 7 mass and for various N'*-BR values.

The summary of experimental limits for all spins is represented in Figure 7.22.
We illustrate the effect of including systematic uncertainties in our limit calculations

in Figure 7.21.
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Figure 7.20: 95% C.L. upper limits on o - BR(v — u"p~) (pb) as a function of
7 mass with £= 200 pb~! for various N’>-BR values.
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7.5 Combined Limits Using Dielectron and Dimuon

(Dilepton) Channels

This section describes the combined dielectron and dimuon limits for heavy neutral
particles in Spin-0,1,2 states. The dielectron results also used about 200 pb~! high
pr and Er data taken during February 2002- September 2003. The individual di-
electron results for 95% CL upper limits on the ogs9cr.BR and 95% CL mass limits
are detailed someplace else [137, 150].

For the combination, correlated and uncorrelated uncertainties between the dimuon
and dielectron channels should be considered. The PDF uncertainty on acceptance,
the luminosity and the event vertex efficiency uncertainties are considered to be fully
correlated between the dielectron and dimuon channels. The likelihoods are smeared

according to the uncertainties using Gaussian distribution with Aa:

* ! —(a—a’)2
L) = / dia)ﬁ(a')e 280 (7.7)
0

V2m(Aal)?

There are n likelihood functions that need to be smeared, for each reference signal
mass considered in the analysis. Here, we use L(o. - BR) instead of L(«) via a
translation of variables. For the determination of the final uncertainties, we use

systematic uncertainty estimates on o (Ac) as listed in [137, 96]. The A« values are
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directly applicable to the likelihoods as a function of o since they are represented
in fractional (percentage) form. The full systematic uncertainty in « is broken into
two parts: Aa®" and Aa*"’". We treat CC (i=1) CP(j=2) and pp (k=3) as
three separate channels for combination. The matrix for the uncertainties, then,
is a 3x3 symmetric matrix where the symmetric elements represent the correlated

uncertainties among each channel:

€11 Ci12 C13 C123 0 0
Co1 Co2 Co3 + 0 C123 0 (7'8)
C31 C32 (33 0 0 C123

c;j are the coefficients of the uncertainties which are used to Gaussian smear the
individual likelihoods. For example, in the case of two channels, the smeared ¢’ can

be written out such as:

011 = C11 + CHAUH + 012AO'11 (79)

Oy = Coa+ €109 + A0 (7.10)

Figure 7.23 shows the likelihoods used for combination for a 500 GeV /¢ spin-0 parti-
cle. The red lines represent the effect when correlated and uncorrelated systematics

are taken into account.
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Figure 7.23: Likelihood functions without systematic errors for combination for a
500 GeV/c? spin-1 particle.

Results for the upper limits in ¢.BR is shown in Figures 7.25, 7.26 and 7.24
for spin-1, spin-2 and spin-0 particles. Table 7.4 summarizes the history of CDF
Z'sm searches in the dilepton channel from Run TA ([151]), Run IA+B ([32]) and
Run II. Table 7.5 lists the Run IT combined results for Eg Z’s and Table 7.6 shows
the comparison of Eg Z’ results with those from Run I. Tables 7.7 - 7.10 list the

results obtained for little Higgs Z’, techni-mesons, RS graviton and v, respectively.



CDF Run II Preliminary

CDF Run Luminosity (pb1) My oswc. (GeV/c?)
TA 18.8 505
IA+B 110 690
ITA 72 665
ITA 126 730
ITA 200 815

Table 7.4: History of CDF Z'gy searches in the dilepton channel.

Model | Eg Mass Limit at 95%C.L (GeV/c?)
ete | utp AN
Z'sm 750 735 815
Z'y 635 600 690
Z' 620 285 670
7' 655 640 715
A 275 540 610

Table 7.5: Combined Results for Eg Z's.

Model | Mass Limit at 95%C.L (GeV/c?)
Run I Run II
7, | 49 690
Z'. | 500 670
7, | 520 715
7' 480 610

Table 7.6: CDF Run I and IT comparison of combined Results for Eg Z’s.
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coth® | ZyzMass Limit at 95%C.L (GeV/c?)
ete | ptp AN

1.0 810 805 875

0.9 785 780 850

0.7 735 715 800

0.6 700 685 765

0.5 665 640 720

Table 7.7: Combined Results for Littlest Higgs Z'.

Mz | TC Mass Limit at 95%C.L (GeV/c?)
AN/

500 320

400 315

300 310

200 225

Table 7.8: Combined Results for Techni-mesons, pr, wr.

k/Mp; | RS Graviton Mass Limit at 95%C.L (GeV/c?)
ete” | php | AN/

0.1 640 610 700

0.05 485 455 925

0.01 200 170 200

Table 7.9: Combined Results for RS Gravitons.

N?.BR | 7, Mass Limit at 95%C.L (GeV/c?)
ete | php | Ay

0.1 670 | 665 725

0.05 615 | 590 665

0.01 470 | 455 510

Table 7.10: Combined Results for RPV v.
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Figure 7.24: 95% C.L. combined limits for spin-0 particles.
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Figure 7.25: 95% C.L. combined limits for spin-1 particles.
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Figure 7.26: 95% C.L. combined limits for spin-2 particles.
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Chapter 8

Conclusions

“Somewhere, there is something incredible waiting to be known.”

Carl Sagan

We have set preliminary 95% CL o - BR(X — p*p7) upper and mass lower limits
on various predicted new particles using the dimuon decay channel. The data used
compromised of approximately 200 pb~! of pp collision data from CDF II taken at
Vs = 1.96 TeV between spring 2002 and fall 2003. Above an invariant mass of
500 GeV/c?, 95% CL upper o - BR(X — p*p~) limits are 2 50 pb, similar for the
three different spin categories. Preliminary mass limits are also placed, as listed

below.
e 7' gauge boson: SM-Like Z' boson limit, M(Z's\m) > 735 GeV/c?
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e First excited state of RS Graviton: M(G) > 605 GeV/c? for k/Mp; of 0.1

o R, v: M(¥) > 665 GeV/c? for X*-BR of 0.01.

We have surpassed the sensitivity and tightened the limits for new physics compared
with the Run I high mass dimuon resonance searches. We have used CMX detector
for the first time in dimuon resonance searches also presented the first results from
Run II. Current limits of the CDF experiment exceed published limits of previous
direct searches in the dimuon channel, as well as the ongoing collider direct limits. We
have also pioneered search strategies and exploration of some models. Similar results
are also presented in the combined dilepton mode. With the sensitivity doubled, the
limits are more stringent in the dilepton channel and also exceed previously published

direct limit results.

8.1 Future Prospects

CDF has been taking collision physics data since 2002. Both during the time of the
analysis presented here and afterward, the understanding of the CDF detector and
its data has improved, as well as the analysis and data taking platforms. The analysis
performed here can be repeated when a large enough luminosity is achieved to surpass
these limits considerably. The significance of the slight excesses observed in the data,

as described in earlier chapters, should also be tested with more data. The parts
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of the CDF muon system not utilized in this analysis (BMU, CMX miniskirts) may
be added in future as well. With larger event samples, an analysis which involve a
simultaneous fit to the invariant mass spectrum and the dimuon angular distribution
may be performed. A search which uses forward-backward asymmetry of the dimuons
may also be performed !. High mass dimuons can also be used to search for beyond
the SM in models for which the excess is a continuous spectrum. Two examples are
the large extra dimensions and compositeness [153]. CDF has preliminary results in
dielectrons channel for large ED searches where lower bounds on the Planck scale
has been placed [154].

Tevatron Run ITA will continue through 2005, at which point Run IIB will take
over after various accelerator and detector upgrades. By the year 2009, the Tevatron
baseline goal for integrated luminosity is 4.4 pb~'and the design goal is 8.5 pb™!.
The prospects of o - BR(Z' — ptp~) at the CDF experiment using larger luminosity
data samples is given in Figure 8.1, for three different luminosities 2. The limit
reach Tevatron is calculated via simple counting limit method, assuming absence
of observation and backgrounds without systematic errors on the acceptance and
efficiency. The o - BR limits are inversely proportional to the luminosity. Therefore,

at 6 fb~!, the limits of 0.2 fb~'are expected to be about 25-30 times better. The

!Such an analysis is being planned, using the dielectron channel, which has higher |5| coverage
as compared to muons [152].

2Here, an average of base and design luminosity goals have been taken to represent highest limit
prospects for a £ expected to be achieved around 2007.
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Figure 8.1: Future prospects for Z'sy; at the Tevatron.

mass limits are, as described earlier in Chapter 1, have a non-linear (logarithmic)
dependence on the luminosity, so the mass reach will be about 1.1 TeV/c?at 6 fb™.

Near the end of this decade, the two general purpose experiments (ATLAS and
CMS) at the Large Hadron Collider [43] (LHC) will start taking data at /s = 14 TeV
of proton-proton collisions. This will be the beginning of a new era in high energy
physics. What is referred to as “high mass” final states in this analysis, will be
considered as “low mass” final states, for the available energies at the LHC. Many

models that we have explored in this analysis will be explored at multi-TeV scales.
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We illustrate the LHC expectations using the SM-like Z'. Figure 8.2 shows the
o0-BR(Z's\p — ptp) at /s = 14 TeV proton-proton collisions at the LHC. The cross
sections are calculated using Pythia and CTEQ5L PDF set, similar to the Tevatron
7' calculations used in the analysis. For a 500 GeV/c? Z', the production cross
sections increase by about an oder of magnitude compared to the Tevatron energies 3.
For a 2 TeV/c? 7', the o - BR is approximately 200 fb. The anticipated integrated
luminosity collected for the LHC in the first year of running is about 20 fb~! for
L = 2x10% ¢cm™s~! with a possible start-up in spring 2007 [155]. Assuming a 50%
acceptance times detection efficiency for a 2000 GeV/c? Z', about 2000 events are
expected to be observed, which is a significant event yield. Therefore, depending on
the backgrounds for the signals expected, the LHC experiments will have potential
to make exciting discoveries. In case of no signal observation, they will also rule out

or tighten the parameter spaces of many proposed models, many of which we have

already explored within the context of this analysis.

3A similar statement can be made for the production cross section of Zg within little Higgs
model.
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Appendix A

Cosmic Ray Muons in CDF

Detector

Cosmic ray muons constitute an important background source for many CDF anal-
yses using muons. This section summarizes studies performed using the data taken
with the cosmic ray triggers of CDF in the absence of pp beam [156]. We illustrate
some basic distributions for muons and document information about the cosmic ray
muons as detected in CDF. Studies on the application of the cosmic ray tagging
algorithms on these data are also documented.

In order to study cosmic ray muons, two runs that were proposed by the CDF
Operations [157] have been selected. These runs were taken with the requirement

of no-beam in the Tevatron and that all relevant subsystems were powered, the
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solenoid energized and the subsystems were under online “good-run” conditions (see
Section 3.5). Table A.1 lists the runs used with information about the data-taking
date, the condition of the detector, the trigger table and the number of L3 accepts
and rates. The average L3 output rate for the cosmic runs is about 50Hz. About one
million events can be collected in six hours of detector running with usually < 0.5%
deadtime in data-taking.

The runs listed in Table A.1 are taken with the “COSMICS” physics table and
they are basically formed with the same trigger paths. The main category of triggers
are: XFT track-based, di-CMU stubs with large opening angle and calorimeter-
only. Although none of the cosmic triggers contain a CMP or CMX requirement,
the XFT track requirements match those in the trigger paths for the inclusive high
pr CMUP and CMX muons. Because the cosmic ray data are not typically run
through the offline reconstruction, we requested that these data be processed. The
data are processed using version 4.8.3 of CDF software. The cosmic data need to be
requested to be processed. At the time of the study, the cosmic ray data had no L3
trigger filter applied and were written to a single output stream (fileset) and were
not split in the production stage with respect to the trigger paths. Therefore, only
a portion of cosmic data in these filesets consisted of reconstructible dimuons, which
made obtaining a large size of dimuon cosmic data difficult. In addition, cosmic ray

tagger modules are not a part of the production executable. the cosmic ray tagger
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152412 | 2002.10.02

Silicon included, all powered.
L3: A:1,568,494, R:49.6 Hz
COSMICS [7,137,318]
153215 | 2002.10.22

Silicon included, all powered.
L3: A:1,308,047, R:48.7 Hz
COSMICS [7,169,318]

Table A.1: Good cosmic run list used in analysis. The list is compiled in early 2003.

information needed to be appended to the dataset.

Data collected in the runs used in this analysis contains about three million
events, corresponding to about 18 hours of continuous data taking. For running the
cosmic ray tagger module and for applying the selection cuts on the processed data,
version 4.9.1hpt3 of the CDF offline code is used in accordance with CDF winter
2003 analyses. No prerequisites are applied on the triggers during the study which
allows to use examine the whole set of cosmic ray events. Data described above can
be used to study the characteristics of muons that are reconstructed from cosmic
rays. In Figures A.1-A.4, we plot some basic distributions from the muon collection
without further selection cuts. Included in these plots are muon information for those
events in which at least one muon was reconstructed. Using data in these plots, we
see that the fraction of reconstructed muons (out of about 3 million events) is one
event in a hundred. One reason for this is that only a few of the cosmic rays go

through the middle of the tracking volume. Many muons undergo bremsstrahlung
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in the calorimeter, fire the jet triggers and form the COSMICS_CALOR, dataset, for
example. (The details of all the topologies that may exist in cosmic data are not
presented here.) The muon z distribution falls off around + 2 m, which is about
50 cm larger than the COT length. We find the uncertainty of the z determination
at high z values to peak around one cm with the tail reaching about five cm. The
larger tails of this distribution are due to the tracks which exit the tracking volume
far away from the detector center. These tracks pass smaller number of layers and
traverse the detector with small polar angles, thus, extrapolated to larger z values
than the physical boundary!. Figure A.20 is an example of such event types. The
tracks (212 = -173, -81 cm) in this event fire the back-to-back CMU stub trigger.
In Figure A.2, the track-stub matching variables (Az and Az) and the muon ¢
are plotted. For the Az distribution, we fit two Gaussians. The narrow Gaussian
in Az distribution mostly represents the high-pt, good matched CMU, CMP and
CMX muons. The wide Gaussian is driven by the lower-pr and poor-reconstructed
muons in the sample. The pr dependence of the Ax variable is shown in Figure A.9.
The high pr distribution for good muons are shown in Figure A.5 which is further
discussed in the following pages. The low pr muon extrapolation is dominated by
multiple scattering (see Section 2.3.3). The requirement for matching is |Az| < 60 cm

at the reconstruction level for muons. The Az distribution is also fit to double

'Two meters is the default requirement of the muon reconstruction algorithm.
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Gaussian?. The wide component is due to a portion of CMU muons where some
CMU chambers fail accurately determining the muon z position [158]. The wide
component can also be seen in Figure A.6. The muon ¢ distribution in Figure A.2
shows, as expected, that cosmic ray muons come from the top of the CDF detector
(also supported by a narrow |n| distribution in Figure A.1).

In Figure A.3 kinematic distributions are plotted. The minimum ionization (MIP)
peaks in the hadronic (HAD) and electromagnetic (EM) energy distributions are vis-
ible. For both variables, the mean of the distribution is smaller than those obtained
when we apply selection cuts (described below). The calorimeter isolation distri-
bution, shown at the right bottom of Figure A.3, has two slopes (with a shoulder
around 2 GeV) and a mean of about 0.7 GeV. This feature diminishes when we select
good high pr dimuons, where a good high pt muon is defined to be selected with the
ID requirements listed in Table 4.1. We discuss this further below.

Figure A.4 shows the track related quantities of the reconstructed muons. The
upper right plot in this figure shows the silicon hit multiplicity for the muon tracks.
We see a reconstructed track has, on the average, about three silicon hits associated
with it. When tracks without a silicon hit are ignored, the average number of hits
becomes seven. In the upper left plot, a wide dy distribution is observed with shoul-

ders reaching out to +6 cm, which is the default muon reconstruction cut. We do see

2Note that the Az variable is not a muon ID requirement for analyses.
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some structures in this distribution: there is a core Gaussian about one cm in width,
and there are shoulders around dy = =+ 3 cm over the wider distribution. The
wide distribution is expected from the cosmic ray muons, which need not go near the
beamline. Some contributions to this structure from the events which contain XFT
triggerable-track(s) in them is anticipated. In fact, we observe that only those tracks
that go closer to beamline can fire the XFT triggers. This is because XF'T requires
the beamspot to anchor one end of the track at the pattern recognition level® [72].
Additional contributions to the structure in dy distribution are also expected from
various track reconstruction algorithms with different constraints.

We now apply further cuts to the data sample. We define two sets: i) muons
that are reconstructed in the cosmic data set in which at least two muons are found
within 60 cm of the detector center in an event (fiducial muon pair), and ii) good
muon pair which passes the selection cuts except any cosmic veto cuts. For selection
of dimuons, we follow the criteria as in CDF Note 6602, except for a CMX muon,
we use the definition of CDF Note 6344 ([105]). This means, we require a muon pair
in which one of the legs should be either a CMUP or CMX muon and a CMX muon
is any muon with a CMX stub. After we require two good muons in the event, we

end up with a sample of about 600 events (a rate of 33 events per hour). About 10%

3For cosmic rays, the XFT tracks can have different properties from collision data, since the
timing of the tracks are different. This study has been constrained to the reconstructed muons,
without recording the trigger information. A study, which takes into account the contributions
from different trigger paths, is an interesting project to pursue.
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of the final set is CMX muons (0.6 < n < 1.0). The shape of the dy distribution in
Figure A.4 is observed not to change: the ratios of the heights of the narrow and
wide distributions remains constant and the shoulders at + 3 cm exist.

In Figures A.5 and A.6, we investigate the Ax and Az distributions for the final
selected dimuons. The distributions are plotted separately for each muon subde-
tector. The figures contain information from a CMU and CMP stub only if they
contribute to a CMUP muon. Two Gaussians to CMU and CMP and single Gaus-
sian to CMX Az distributions are fitted. For the Ax variable, all subdetectors agree
with observations in the high pt collision data. For the Az variable, we observe that
neither CMU (two Gaussians fit) nor CMX (single Gaussian fit) agree with the high
pr MC expectations. The event sample for CMX muons is not large, therefore, we
can draw no conclusions for this quantity. However, the broad distribution can be
compared with a o of order of a few cm in high pr MC studies and about 15 cm from
J/v data [159]. In any rate, the worsening of o(Az) could be due to a few effects,
two of which are: a problem in the drift velocity of CMX chambers or a track-stub
matching reconstruction artifact. The CMP does not measure the z position of a
stub, so a Az distribution can not be plotted.

The muon HAD and EM energy depositions are plotted in Figure A.7. For

these high pt muons, we obtain these MIP mean values: E;,q = 1.92 GeV and
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Eemn = 0.33 GeV. We also observe that the Ej,q peaks at zero # remains. Next, we
consider the isolation variable in Figure A.7. The population around 2 GeV visible
in Figure A.3 is reduced by the application of muon pr and identification cuts. The
fraction of muons which have zero isolation energy has gone down to about 13% from
22% (all reconstructed muons) and 16% (two reconstructed muons in £60 cm). The
distribution has a mean of 0.47 GeV.

These data give a sample of pure high pr muons and one can check the ionization
“sliding cuts” (optimized for collision muons using MC simulation) on the cosmic
muons. These cuts are used in many high pp analyses at CDF®. Although the
sample size is smaller after the application of the selection cuts, Figure A.8 shows
the momentum dependence of the calorimeter MIP and isolation quantities for the
final set of good muons, but with no requirements on MIP or isolation energies. In
Epea vs p the E,,, vs p distributions, we do not observe a trend to increase as a
function of the muon momentum, as reflected in the cut choices, shown as straight
lines. The isolation variable also stays constant as a function of the muon pp. We
anticipate that one of the reasons for not observing the expected behavior could
be that the cosmic ray muons tend to come in random directions into the detector

whereas the calorimeter structure and readout is optimized for physics collisions from

“In physics data, this peak may also partly associated with low pt muons produced by hadron
decay-in-flights faking high pt muons. Such muons may poor extrapolation to a calorimeter tower.
A muon can also pass through a calorimeter crack [161] without any energy deposition.

>The optimization of the sliding cuts is discussed in Section 4.1 and CDF4092 [160].
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the center of the detector: cosmic ray muons may not be optimal for studying muons
in the calorimeter. Figure A.8 also shows the isolation vs the hadronic energy of
the muons. The E;,, vs E;.q plot in Figure A.8 has an occupancy at around 2 GeV
where E,; obtains zero values. These kind of events correspond to the shoulder
in the E;s, plot in Figure A.3. These events may occur for low pr muons (which
may multiple scatter in the tracking, calorimetry volumes and steel absorbers) and
muons with poor calorimeter extrapolation: the MIP energy is attributed to the
isolation since the towers the muon passed through may have been missed. It is not
too surprising that requiring high pr muons with tighter track extrapolation match
variables eliminates such events, as seen in Figure A.7. We have also checked the
distributions as a function of muon track ¢, to see if there is an asymmetry between
the top and the bottom. One of the processes that may be top-bottom asymmetric
is that a high momentum muon, after traversing the tracking volume, may undergo
bremsstrahlung in the calorimeter. Although there is a slight excess in the high tails
for the muons at the bottom of the detector, we have not seen a significant difference.
A complete study of these observed effects can be checked against with physics data
and MC simulation, which we do not perform here.

The top plot in Figure A.10 shows the difference between the two muon tracks’ zg
(Azp) along the beamline. We fit two Gaussians to the distribution which does not

have the fiduciality cut. The Gaussian ¢’s are 0.8 cm and 2.6 cm for this distribution.
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The bottom plot in the same figure shows that the ¢ between the two muons get
narrower with the application of the pr and ID cuts (35% reduction in RMS of the
peaks). The events with very near-by tracks in d¢ are worth examining. One can
speculate that these are showers or decay products of high energetic cosmic rays.
Such an event would be similar to that of in Figure A.20, but would be produced
within the silicon material, for example. Otherwise, these can be single tracks that
are split/duplicated, hence make two separate tracks. We check a subset of such
events, all of which also accumulate near small 07 region, and we observe that they
fit better the latter description. We have observed event 382475 of run 152412 to
be such an event where two tracks at ¢ = 5.5 radians are formed. This event is
interesting, in that, there also exist three separate CMP stubs reconstructed at the
same ¢ where the different CMP regions overlap and two of them are associated with
tracks. Figure A.11 shows the distribution of the 7 difference of the two muons as a
function of the muon n which demonstrates that the muons are also back-to-back in
n space as well. Figure A.12 represents the absolute value of the muon dy’s relative
to each other. This kind of plot was used in some Run I analyses to estimate the
cosmic ray background in conjunction with the sum of the two impact parameters. A
similar approach, using the sum of the squares of the dy’s, is available as one method
in the CRT.

The ATOF distribution in Figure A.13 is consistent with cosmic ray muons. A
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detailed examination of the ATOF distribution yields an overall resolution from a
Gaussian fit as 0 = 0.2 ns. The TOF reconstruction algorithm at the time of the
study allows association of a TOF hit information to a track if it is the sole track
pointing to the bar, hence, we should not expect any TOF information from those
events which are accumulated near zero in d¢ distribution (Figure A.10). Figure
A.13 shows that the ATDC distribution has an small leakage into the positive values,
which is a region expected from physics collisions. This is in part due to the fact that
the hadron timing resolution decreases with deposited HAD energy and is difficult
to calibrate at low energies [161]. More about the hadron timing can be found in a
CDF Note ([162]).

Figure A.14 shows the invariant mass distribution using the final good dimuons in
the cosmic data. We fit a double exponential function to the distribution. The tail is
not perfectly described by the fit: due also to the worsening of the track momentum
resolution. We observe that the high mass region fits to a slower decaying function as
compared to the low mass region. Figure A.21 illustrates one event that is included
in this sample after passing all the cuts. The event is triggered by XFT and contains
one CMX muon. Finally, we should point out that no events are left in the sample
once we apply the cosmic ray veto cuts.

Studies on Cosmic Ray Vetoing Algorithms:
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To perform tests with the CRT [102] and the dicosmic tagger®, run 152412 is used.
We are especially interested in the results for the dicosmic tagger, nevertheless we
report on the CRT as well. We use the default .tcl file for the CRT for 4.9.1hpt3
version of CDF code. The fact that the beamline does not exist in cosmic runs poses
no problems to the tracking fits in CRT [56]. CRT tags cosmic rays within various
classes (topologies) of cosmic muons, such as g+ p, p+ stub or u+ nothing,... There
are no ID cuts applied to the muons in the CRT, except for a loose MIP requirement
on the “stubless” muons. Also, worth of noting is that the CRT is implemented such
that “promotions” between the classes are made possible to provide the best CR
rejection. For example, a p+ stub can be promoted to a pu+ track, if a mirror track
can be reconstructed on the stub side of the tracking volume.

We start by examining the p + o and p+ track categories using the summmary
listing of the CRT module at the end of the analysis job. Demanding p + p or p+
track in a CR tagged event leaves a small fraction of total events to study: about 6
per thousand events in this sample has such topologies. The ratio of events tagged
as cosmic ray to the number of events found in each category gives the efficiency of
the cosmic ray tagging. The CRT efficiency for pu+ track is 98.06+0.45% and for

p+ 1 is 96.8440.18%. We find the dicosmic tagger (also referred to as “not outgoing

6We refer to the dicosmic tagger as described in Chapter 4. The tagger is used as implemented
in CRT.
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pair” in CRT module) to be quite inefficient. The dicosmic tagger efficiencies are
72.04+0.48% and 96.54+0.60% for p+ p and p+ track, respectively. To compare the
CRT and dicosmic tag efficiency, muons tagged as CRT in the event sample are kept
using the StripCosmicMod module. Due to computation limitations, about 200k
events of run 152412 is used for this part of the study. First, we check the dimuon
invariant mass dependence of the dicosmic tag efficiency along with the default CRT
efficiency. This is shown in Figure A.15. Let us mention that no ID and pr cuts have
been applied to the muons at this level to keep the sample size large. The dicosmic
tagging inefficiency mostly lies below a dimuon invariant mass of 30 GeV/c. This
is good news for high mass analysis purposes, however, it tells us the problem is
pr dependent. In Figure A.16, we compare the pr of the muons in those events
which are neither tagged by the CRT nor by the dicosmic algorithm, separately. We
can see that most of the dicosmic tagger inefficiency and CRT inefficiency, driven by
the dicosmic tag, lies sharply below 5 GeV/c: there is a lower pr cut on the muons to
be applied the dicosmic fit, which translates into a inefficiency in low dimuon mass
region.

Figure A.17 shows the dy distribution for muons in events which are not tagged
by the CRT and by the dicosmic tagger. Most events seen in both these wide distri-
butions can easily be eliminated by the dy cut in a high pr muon analysis. However,

both distributions have a non-flat behavior (accumulation at small dy values) similar
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to what we have seen earlier. We see that the bulk of this accumulation belongs
to the good muons with pr below 5 GeV/c. Finally, we compare the number of
COT hits associated to the muon track. The CRT distribution is pretty flat. Most
dicosmic-untagged muons have large number of COT hits associated with them, most
of which belong to the muons that are below the 5 GeV/c pr cut. When we apply
the 5 GeV cut, we observe that tracks with smaller number of COT hits remain as

7. Figure A.22 shows the highest invariant mass

untagged by the dicosmic tagger
(about 27 GeV/c?) event not tagged by any of the taggers and with both muons
have pr larger than 5 GeV. This event is classified as a “hardware problem” event.
This type of events usually is handled properly by the tracking reconstruction code
and are rejected. However, this particular event, being at the requirement threshold,
was not rejected. Let us remind the reader that the event would be eliminated by
an application of muon ID cuts.

Figure A.19 shows a fit to the dicosmic efficiency with a function to describe the

turn-on behavior. The function used for the fit is given as:

1 +exp((M — My)/d)

e(M) (A.1)

where ¢ is us the tagging efficiency. We perform this fit to a sample of 645 events with

TA few rare cases of dicosmic mistags in the forward region in a MC study is outlined in [96].
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Table A.2: Results of the fits to the dicosmic efficiency.
Sample | €0 M, (GeV/c) J |
Full ‘ 0.9914+0.001 10.78£0.25 1.61£0.27 ‘

Table A.3: Results of the dicosmic efficiency calculations.

Muu (GGV/C) ‘ Ntotal Ntagged €0 ‘
10-above 207 205  0.99040.007
10-40 140 138 0.98640.010
40-above 68 68 1.0015:09,

no minimum pr requirement on the muon pair. Table A.2 summarizes the results.
The efficiency numbers more relevant to physics analyses, in which we require fiducial
muons of at least 5 GeV/c pr, are listed in Table A.3. Requiring fiducial muons alone
reduces the sample to 314 events before the pr cut. Although the sample size for
this study is small, we can say that the dicosmic tagger is very efficient in the high
invariant mass region. We can also deduce that the tagging power of dicosmic tagger

equals that of default CRT at high mass®.

8The minimum pr requirement for the dicosmic fit has been lowered in the CDF offline software
after the results of this study [56].



10

Entries 28736

Mean 1.409

1400

1200

1000

800

600

400

200

Mean 0.0008516

24000f ' ' '

22000F
20000f
18000
16000
14000
12000f
10000}

8000

6000

4000

Entries 40497

Mean 2.46

Mean 0.3772

0
-200 -150 -100 -50 O

50 100 150 200

z (cm)

284

Figure A.1: N,, muon type,  and z, distributions for the reconstructed muons in
the cosmic data. The data is free of any selection cuts.



285

T . . . Mean 0.1529 . . . . . Mean 0.04285
10°t ¥ ndf 218466 10¢ ¥ I ndf 4711741
po 8121+ 78.06 po 6840 + 67.8
p1 0.05828+ 0.01611 pl -0.409 +0.09075
3 p2 2.176 +0.03085 103 L p2 10.92 £0.1212
10 F
p3 1616+ 37.48 p3 808.9 +30.02
p4 0.2269+0.05983 p4 1.045 +0.4451
p5 9.878+0.1127 p5 42.7 £0.7203
2 2|
10 f ] 10k ]
10 10
1 1
-60 -40 -20 0 20 40 60 -400 -300 -200 -100 0O 100 200 300
A x (cm) Az (cm)
| mu.phi I -
Entries 40497
800 ' ' ' ' ' Mean 3.047

6

o (rad)

Figure A.2: Track-stub matching and ¢ distribution of the reconstructed muons.
The data are free of selection cuts.
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Figure A.4: Muon track parameters (dp, number of silicon hits per track, number of
axial hits and stereo hits attached to a track).
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Figure A.6: Track-stub matching parameter, Az, distribution for CMU, CMP and

CMX muons in the final sample of cosmic dimuons.
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Figure A.7: Eyap, Egm and Ei, distributions for the muons in the final cosmic

sample.
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Figure A.10: Az and A¢ for the muon tracks. Muons passing selection cuts (dark,
red) are overlaid on top of the dimuons to which no selection cuts applied (other than
detector fiduciality cut) (light, blue). The Az distribution for the final selection has

about 30 overflows (out of 659 total entries).
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Figure A.11: An vs the first muon 7 of the good cosmic muon pair (black, dark)
overlaid with the fiducial muon pair (green, light).
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Figure A.12: |dy | versus |doz| of the final good cosmic muon pair.
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Figure A.17: d, distribution of muons not tagged by the CRT (solid line) and not
tagged by the dicosmic tagger (dashed). dg of muons with pp > 5 GeV/c and failing
the dicosmic tagger (filled) is also shown.
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not tagged by the dicosmic tagger (dashed). The number of COT hits of the muons
with ppr > 5 GeV/c failing the dicosmic tagger (filled) is also shown.
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Figure A.19: Efficiency of the dicosmic tagger as a function of M,,.
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Figure A.20: r — z (top) and r — ¢ (bottom) views of event 85 of run 152412 as an
example of showering and outside of COT boundary.
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Figure A.21: r — ¢ view of event 14469 of run 152412. The event has a CMX muon
and a stubless muon with an invariant mass of 140 GeV/c.
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Figure A.22: The r — ¢ view of event 1040 of run 152412.
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Appendix C

Notations and CDF Acronyms

General:

CAL Calorimeter

CDF Collider Detector at Fermilab (oldly known as Collider Detector Facility)
DAQ Data AcQuisition

EM Electromagnetic

FNAL Fermi National Accelerator Laboratory

HAD Hadronic

HEP High Energy Physics
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LINAC LINear ACccelerator

MIP Minimum lonizing Particle

CDF Detector Specific:

ASD Amplifier-Shaper-Discriminator

BHM Beam Halo Monitor

BMU Barrel (Intermediate) Muon Chamber
BSU Barrel (Intermediate) Muon Scintillator
CCR Central crack gas chamber

CEM Central Electromagnetic Calorimeter
CES Central Electromagnetic strip/wire gas chamber
CHA Central Hadronic Calorimeter

CLC Cerenkov Luminosity Counter

CMP Central Muon Wall Chamber Upgrade

CMU Central Muon Chambers
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CMUP CDF Muon which has information from both CMU and CMP Chambers



CMX Central Muon Chamber Extension

COT Central Outer Tracker Chambers

CPR Central Pre-Radiator gas chamber

CSP Central Muon Wall Scintillator Upgrade

CSX Central Muon Scintillator Extension

DIRAC Level 1 calorimeter trigger

DCAS Level 2 calorimeter trigger

IMU Intermediate MUon System

ISL Intermediate Silicon Layer

LO@ Inner-most Silicon Layer

MSX CMX Miniskirt Scintillator

PEM Plug (forward) Electromagnetic Calorimeter

PES Plug Electromagnetic Shower-Max detector

PPR Plug Pre-Radiator scintillators

PHA Plug Hadronic Calorimeter
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SVT Secondary Vertex Trigger (for SVX) for the Level 2 trigger

SVX Silicon Vertex barrel Detector

TOF Time-of-Flight (Detector)

TSI Trigger-System-Interface

XFT eXtremely Fast Tracker (for COT) for the Level 1 trigger

XTRP Extrapolation Module from XFT for the Level 1 and Level 2 trigger

WHA Wall Hadronic Calorimeter



Appendix D

Technical View of CDF Detector
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Appendix E

Beam Related Problems in the

CMX Detector

Apart from the increased particle fluence in the CDF muon chambers due to increased
energy and luminosity of Run II, the outermost muon chambers have been also
exposed to beam losses and halo from the Tevatron and have been observed to be
very sensitive to the failures along the beamline which can cause spontaneous beam
losses. Since the beginning of Run IT numerous isolated and spontaneous breakdown
discharges followed by high voltage “trips” have been observed in the muon chambers.
A particular case for the CMX detector was in summer 2002, when the chambers
started to trip frequently as well as high occupancies were observed in the raw data

with high trigger rates. Investigation of currents drawn by the chambers showed
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presence of sustained currents.

Figure E.1 shows the anode wire currents for the CMX arches on the west side
of the CDF detector for June 30th, 2002. The currents are stored for combination of
wedges which follow the HV cabling scheme. Figure E.2 shows the voltage settings
for the wedges corresponding to the same data taking period. The nominal chamber
operating high voltage for anode is 5.4 kV and stand-by configuration (i.e., no gain
configuration) is 2.4 kV. The chambers are usually kept at stand-by when there is no
beam in CDF. For this particular date the pp collisions started around 9am (Tevatron
store 1482) and the CMX HYV is set to nominal gain value at the same time. The
store ended about 4am July 1, 2002. Initial instantaneous luminosity was moderate at
6.07x103%em=2s~!. The irradiation rate of CMX detector is related to the Tevatron
beam intensities and luminosities. Therefore, in most channels the highest current is
drawn at the beginning of a store, when the luminosity is highest, then exponentially
drops off. This is what is observed in Figure E.1. However, the CMX wedges near
the bottom of the arches (below y = 0 plane of the CDF coordinate system) showed a
behavior of exponential current growth, mostly followed by discharges and trips and
stayed in the self-sustained high current mode during “stand-by” configuration until
completely unpowered. For example, wedge 21 has increased current drawing into
the first two hours of the store at which point it tripped (high voltage and current

dropping down to zero). The current self-sustained itself around 30-50 pA when it
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was put on standby mode!. The long self-sustained currents in the presence of beam
for many CMX wedges were associated with symptoms of a glowing mode [163, 62].
Therefore, on August 2, 2002, the alcohol bubbler temperatures were increased to
0° C from 5° C to increase the amount of alcohol vapor as the quenching agent in
the gas mixture, in anticipation of curing the problems with these long-sustained
currents. It generally takes about a few days for the new concentration of gas+vapor
mixture in the chambers to stabilize.

The data in the following weeks had a few isolated cases of growing currents,
however, to our best knowledge, a large scale problem as described above was not
observed in the following few years of data taking. Also, whenever the quencher
composition of the gas mixture changes in the chambers, the drift velocity should
be recalibrated. However, the CMX data taken before August 20, 2002 has been
declared unusable in any CDF analysis (Section 3.5), so no further action was neces-
sary for this portion of the CMX data. We have further proposed monitoring CSX
occupancy for mapping the ¢ dependence of the beam related backgrounds. Similar
but less drastic behavior of large current draws in CMX occurred in June 2004 in
possible relation with high beam losses. The conditions stabilized before any action

on the chamber configurations were taken, except to increase the warning limits to a

LAt the time of this datataking, the software alarm limits for currents were equal to the hardware
limits of the high voltage supplies (200 pA). They were set at a lower value of 25 A on August 14,
2002.
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higher value. The CSX scintillator signals were also started to be set up for monitor-
ing purposes by the CMX/CSX group in collaboration with R.J. Tesarek. To date,
no quantitative conclusions were arrived at on why the CMX wedges at the bottom

usually show a larger tendency to breakdown.
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June 30th west arch CMX wedge currents
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Figure E.1: Anode currents drawn in CMX chambers per wedge for June 30th, 2002.
Wedge 6 (W6) is unpowered.
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June 30th west arch CMX wedge voltages
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Figure E.2: Voltage settings of CMX wedges for June 30th, 2002. Wedge 6 (W6) is
unpowered.



Appendix F

Higher order corrections for Z-like

resonarces

The QCD (as-dependent) higher order corrections are an important part of the cross
section estimates in pp processes. The cross sections used for extra gauge bosons in
this analysis are extracted from Pythia calculated in leading order in g . In this
section, we compare two estimates of a QCD K-factor for a SM-like heavy Z' boson
as a function of the boson mass. One set of cross section numbers for Z' are directly
obtained from [146] for which MRST PDF set is used. The cross sections at the
Z-boson pole from the same formalism is an updated version [164] of reference [126].
In this context, this set is referred to as “Stirling”. The other set of cross sections is

calculated by using the program available from W.L. van Neerven. We refer to this
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set of cross section values as “HNM”.

For the calculations performed using HNM, the Drell-Yan coefficient functions
in the MS scheme is used. The renormalization (x), and mass factorization scale
(M), have been taken to be the same as the boson mass at each mass the total cross
sections are calculated. The cross sections are calculated using a constant value of
Fermi coupling constant, G (the default selection in the program), instead of using
the fine structure constant (cem). Therefore, the running of en as a function of
the Z' mass has not been taken into account. For LO calculations GRV98(LO) PDF
set and for higher order calculations GRV98(MS) PDF sets are used. Ms coefficient
functions have to be combined with the MS parton densities in the same g order. The
pole mass dependence of the K-factor is totally different if this fact is not taken into
account. The effects of this is small from NLO to NNLO, but is not negligible from
LO to NNLO. The higher order corrections for DY process are very large, mostly

due to the considerable size of the renormalization scale, u, dependent «g, which

2

) corrected K-factor is insensitive to

decreases slowly as pu* grows. The NLO (qo
variations of the factorization scale, M, over 10 GeV< M< 1 TeV [165]. ' Table F.1

lists the percentage difference for the two calculations. Figure F.1 shows the relative

ratio of the NNLO cross sections as a function of mass and the corresponding K-

!An updated version of the code is also available which includes improvements such as, the
NNLO MRSTO02 parton densities [166].
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LO | NLO | NLO K-f | NNLO | NNLO K-f
M(Z)=91.12 GeV/c? | 93.4% | 99.0% | 105.9% | 100.3% | 107.4%
M(Z)=500 GeV/cZ | 92.7% | 93.9% | 1013% | 97.8% | 1055%
M(Z)=900 GeV/cZ | 883% | 875% | 992% | 88.9% | 100.7%

Table F.1: Absolute difference in the total Z cross section at /s = 1.96 GeV for
two different programs as a function of the mass.

factor. The LO calculations are systematically different regardless of the Z' mass
and that the NNLO cross sections agree better for most of the resonance masses.
Therefore, most of the discrepancy in the K-factor at lower mass can be attributed
to the discrepancy of LO calculations. At this point in time, we do not know the
reason for this discrepancy. Some of the differences are also due to the different
PDFs used in the two calculations. At high masses, K-factor converges around 1.32,
for both calculations. An interesting feature visible in the K-factor (M(Z')) curves
in Figure F.1 is the kink around 200 GeV/c?. The rise of the K-factor up to about
this mass value is because the negative quark-gluon contribution diminishes with
increasing parton x [146], then the effect of decreasing «; takes over.

It is possible to calculate differential cross sections also as a function of Q? and

pseudorapidity [166, 167], which have not been performed here.
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Figure F.1: NNLO cross section ratio (left) and NNLO K-factor curves (right) as a
function of mass for two different theory calculations.



Appendix G

Bayesian Counting Limit Setting

Method

An earlier version of the high mass dimuon analysis [105] utilized a single experiment
counting limit method. A Bayesian approach with a flat prior probability is applied
to calculate the 95% CL upper limit on the number of events (Ngs9) above a certain
mass value in the dimuon spectrum. The ingredients necessary to calculate a limit

with the method is [147]:
e N, events above some apriori chosen invariant mass
e 0 A, relative signal uncertainty

® Nygrna, events for the expected background.
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® 0A X Nygrpg, for error on number of background events.

where a Poisson probability of having Ny, events given Nj,,q expected events
with their respective uncertainties 0A and 0A X Npgpg. To set the upper limits

on o0-BR(pp—X—pu), one can use

(0 - BR)gso, (M) =

(G.1)

where L is the luminosity, € is the selection efficiency and A(M) is the signal accep-

tance.



