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ABSTRACT

MEASUREMENT OF THE SPIN STRUCTURE FUNCTIO? OF
THE DEUTERON AND ITS MOMENTS AT LOWQ?

Krishna P. Adhikari
Old Dominion University, 2014
Director: Dr. Sebastian E. Kuhn

Double polarization cross section differencéw|() for proton and deuteron targets
have been measured in the EG4 experiment using the CLAStdetdcJefferson Lab.
Longitudinally polarized electron beams at relatively lemergies of 1.056, 1.337, 1.989,
2.256 and 3.0 GeV from the CEBAF accelerator were scatteffddragitudinally polar-
ized NH; and ND; targets. Scattered electrons were recorded at very lovesicaf angles
(down to® = 6°) with the help of a new dedicated Cherenkov counter and dalpeag-
netic field setting of the CLAS detector in order to measueedioss section differences
in the resonance region.(8 GeV< W < 2.0 GeV) at very low momentum transfei®y
for the deuteron was as low as 0.02 GgVThese measurements on the deuteron were
used to extract the deuteron’s spin structure funafipas well as the produet; F; of the
virtual photon asymmetnj; and the unpolarized structure functién These extracted
guantities, in turn, were used to evaluate three importaegrals for the deuteron - the
first moment [1) of g1, the extended Gerasimov-Drell-Hearn (GDH) integtak}, and
the generalized forward spin polarizabilityp). These measurements extend and improve
the world deuteron data ap to the previously unmeasured I0@¢ region. The data, in
combination with the corresponding proton data from theesarperiment, will be valu-
able to extracy; on the neutron in the same kinematics. They will shed mord bg the
nucleon spin structure in the region of quark-confinementesin the transition region
between hadronic and partonic degrees of freedom. In addliine three integrals evalu-
ated from the measured data are compared to predictiongiftarent Chiral Perturbation
Theory (xPT) calculations and phenomenological models. Extrapolatof the integrals
(especially the GDH sum and the polarizability) to the re@dton point Q?=0) enable us
to test the validity of the predictions for their real photoounterparts. The new results
have extended and improved the very |Q% data ong; and the corresponding results
on moments compare very well with the latgg®®T and phenomenological calculations
(especially near the photon point).
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CHAPTER 1

INTRODUCTION

The goal of the natural sciences as a whole is to understandatural world - to
understand its structure and the underlying principlesashnas possible. From centuries
of experimental and theoretical scientific effort, we hasme to know a lot about nature,
and we have already been exploiting those scientific achiemés whenever and wherever
we find them useful. From our own field of physics, for example, know a lot about
the properties of bulk matter, about atomic structure amditthe even lower sub-strata of
the world, i.e. the sub-microscopic world of nuclei, nuecis@nd many other sub-nuclear
particles. In spite of achieving an unprecedented levelnofeustanding, there are still a
lot of questions that remain unanswered. One such subjach#s drawn a great deal of
attention from the nuclear and particle physics commusithé structure of the nucleons
(i.e., protons and neutrons) and their intrinsic propeatjed “spin”.

According to modern physics, spin is an intrinsic form of alag momentw@l
carried by elementary particles (electrons, quarks, pt®)tas well as composite particles
(hadrons, atomic nuclei, atoms as a whole, molecules lefc)TBe concept of spin as
an intrinsic property of a particle was introduced by Uhleciband Goudsmit in order
to explain the results of the Stern and Gerlach experimégrag3vell as other puzzling
observations from the early 1920s such as the hyperfingisglib atomic spectral lines.
Later, in 1933, Stern also measured the proton’s much siiadliative to the electron’s)
magnetic moment using his improved apparaltus [4] and fobatthe measured value
did not agree with the value predicted by Dirac theory fottipkes with spin-1/2 and no
structure (i.e., point particl&) This discovery of the anomalous magnetic moment was
the first concrete signature for the fact that the proton tsansimple point particle like
an electron, but rather had a substructure, thus heraldmgpastill ongoing era in the

IClassically, angular momentum is a vector quantity thatesgnts the amount of rotation an object has,

taking into account its mass and shape.
2Dirac’s prediction for a point like particle of charge g, &8 and spin S igip = qh'S/M, but the mea-

surements showed thap = 2.79 py and i, = —1.91 pin, wherepy = eh/2Mp, = 3.1525x 10~ 14MeV/T =
5.0507832413)27).T 1 is the Nuclear magneton.



guest to understand the nucleon’s structure and the orfgta spin. Many decades later,
experiments at powerful accelerators have provided maiependent confirmations of the
nucleon substructure.

A truly vast amount of data on the inelastic structure of thel@ons has been accumu-
lated since the late 1960s from both fixed target and coliith@am experiments with po-
larized as well as un-polarized incident photons, (ar@gebns, muons and (anti)neutrinos
as well as (anti)protons on a variety of targets (both ppéarand unpolarized) from hydro-
gen through iron[[5]. The initial measurements at SLAC coméid the picture of the nu-
cleon as made up of partons (now identified with quarks andngu Since then more pre-
cise measurements have been conducted at several acmalgraproving our knowledge
and understanding about the nucleon structure (both gpefttlent and spin-averaged),
and, at the same time, continuing to give us new and sometnergssurprising results
such as the original “European Muon Collaboration (EMCieEf [6], the violation of
the Gottfried sum rule [7,/8], and the so-called "Spin-GigD, [10] (see below).

With such a vast amount of experimental data available, @slobw known about
the spin-averaged quark structure of the nucleon, but asst iis known about the spin-
structure of the nucleon in terms of its constituents quarkd gluons[[5]. In a simple
non-relativistic model one would expect the quarks to cHreyentire spin of the nucleon,
but one of the early more realistic theories that explaitedgartonic substructure of the
nucleon, the Naive Parton Model (NPM), predicted that 60%efucleon spin is carried
by the quarks[11].

The polarized beam and target technologies have greatgnaéd during the last three
decades, and many subsequent experiments on nucleonsaadgolei have contributed
to the extraction of their spin structure functiangndg,, which carry information on how
the spin is distributed inside the target. One of the firseeexpents carried out at SLAC,
in a limited kinematic region, seemed to confirm the prediddiof the NPM. However, a
subsequent, more precise measurements over a larger kioeatgon performed by the
EMC experiment at CERN reported that, contrary to the NPMljste®ns, only 12+ 17%
(i.e., practically none) of the spin is carried by the qudBslQd]. This discovery of the
so-called “spin crisis” sparked a large interest in meagutte spin content of the nucleon,
giving birth to several experiments (completed, underway@oposed) around the globe.
The theoretical developments of Quantum Chromodynamd&XQ the quantum field
theory that describes the nuclear interaction betweenuhekq and gluons - have clarified
our picture of the nucleon spin structure in great detailthWthe discovery of a unique



QCD property known as “asymptotic freedom”, quarks are kmosvbe essentially free
and interact very weakly at higher energies (or shorteadists) allowing perturbative
QCD (PQCD) calculations of testable predictions for preessnvolving high energy or
high momentum transfers [12]. The so-called Bjorken sure,ruthich relates results
from inclusive, polarized deep inelastic scattering (D{&)high energy process) to the
fundamental axial coupling constaigj of neutron beta decay, is a precise test of QCD.
The interpretation of existing DIS results has verified therBen sum rule at the level of
10% accuracy and has shown that only about30% of the nucleon spin is carried by the
quarks; the rest of the spin must reside either in gluonshitadrangular momentum of its
constituents. Experiments to measure the gluon contabare underway at Brookhaven
National Laboratory (BNL) and CERN.

Probing nucleon structure on the other end of the energy ¢cal probing with low
momentum transfers) provides information about the lostpdice structure of the target,
which is also associated with static properties of the rarcldn this low energy regime,
however, QCD calculations with the established pertuvbatiethods become difficult or
even impossible because the coupling constag)ti{ecomes very large, and so the pertur-
bative expansions (in powers @f) do not converge. In other words, in this energy regime,
the partons become very strongly coupled to the point ofdbeamfined into hadrons which
now emerge as the new (effective) degrees of freedom fontkeaction. Therefore, other
methods must be relied on to make predictions in these ndnfpative energy scales. For
example, at very low energies, effective theories such malgherturbation theoryPT)
are used. There is also an intermediate region where n@ftlirese approaches (PQCD
or xPT) is expected to work. In this region, it is expected thatda QCD methods will
provide testable predictions in the near future. There e some phenomenological
models aimed at describing the entire kinematic range. Esergtion of the low energy
regime in terms of these theories and models is still a angélend theories used here are
still fraught with several issues (see Chap. 2). There aemdy several predictions (for
both nucleons as well as some light nuclei such as the deuger Helium-3) from these
low energy theories and models on various observables vehichested using experimen-
tal data. Therefore, having high precision data at the loywessible momentum transfer
is very important to test these already available predistidn addition, new results will
also help constrain future calculations and provide inputietailed corrections to higher
energy data.



With that perspective and motivation, the “EG4” experim@®6-017) for a preci-
sion double polarization measurement at low momentum fegansing both proton and
deuteron targets and the Hall B CLAS detector was performeeféerson Lab. In ad-
dition to the usefulness of the measured deuteron data $tngetheoretical predictions
calculated for the deuteron itself, the data are also usefugxtracting neutron dﬁan
combination with similar data from the proton target. An esment with the similar goal
of probing the neutron at low momentum transfers but uskg was performed in Hall
A [L3]. However, due to the not-fully-understood compl@stof nuclear medium effects,
neutron information extracted from only one type of nuckaaget cannot give us enough
confidence in our measurements. So, having results fromrdift types of targets is very
important for better confidence in the extracted neutronltgswhich will enable us to
test the theoretical and model predictions as is done fardtrgets (deuteron, proton).
The data on the deuteron (and eventually on the neutron)willonly be useful to test
the theoretical predictions at low but finite momentum tfarssbut they can also be used
to extrapolate to the real photon absorption limit, thus/hog tests of some long stand-
ing predictions such as the Gerasimov-Drell-Hearn (GDH) sule (derived not from the
aforementioned low energy effective theories but indepatig from general principles).
The analysis of the deuteron data is the subject of thisghasil the proton target data
collected by EG4 are being analyzed by another member ofaltesboration.

In the future, we will extract information from the deuterand proton data from the
EG4 experiment to provide a self-consistent determinadiotihhe Bjorken sum, helping
us to understand the transition from the partonic to hadrdescriptions of the strong
interaction. The data will also be useful in studying thadigl of quark-hadron duality
in the spin sector, thus helping further to understand thiesition from the partonic to
hadronic pictures.

In this thesis, | will describe the work done to analyze thetdeon data from the EG4
experiment and will present and describe the preliminasuylts obtained for the deuteron
target. For that purpose, | will first describe the theoedtiormalism in Chapter 2. Then,
in the third chapter, the experimental details are disais&tter that, the details of the data
analysis are described in Chapter 4. The preliminary resaltulated for the deuteron are
presented in Chapter 5. Finally, Chapter 6 presents a suyramdrconclusions.

3Due to the relatively very short lifetime and various othemplexities, no free neutron target has been
devised yet. All the relevant neutron information so far bame from measurements on nuclear targets
(mostly very light nuclei such &H andHe).



CHAPTER 2

THEORY

2.1 INCLUSIVE ELECTRON SCATTERING

High energy particle scattering processes provide verygplmvmicroscopes to exam-
ine objects such as nuclei and nucleons. Scattering ofriegtnost commonly electrons)
is one of the most extensively used processes. For exanmgleschttering of high en-
ergy leptons off nucleons has played a key role in deterrgitine partonic structure of
the nucleons. Following are some of the advantages of Igjateeh in particular electron)
scattering:

e Leptons interact through the electroweak interaction wisosery well understood.

e The interaction is relatively weak, thus enabling measemwith only small dis-
turbances to the target structure.

e In electron scattering, one can, moreover, control and tfeypolarization of the
virtual photon (exchanged during the interaction) by chiagghe electron kinemat-
ics. This allows the separation of the charge and curreetantion. Data from
the scattering of polarized electrons by polarized targktsvs one to examine the
target’s strong-interaction spin structure.

e A great advantage of electrons is that they can be copioustjuysed in the labora-
tory relatively easily and at low costs, and since they aagdd, they can readily
be accelerated and detected. (It is not as easy and cheapdecprand handle the
other lepton types.

In this section, we discuss the process of inclusive elactmattering (in which only
the scattered electron is detected ignoring the rest of dtingponents of the final state
after the interaction). In doing so, the relevant kinema#idables and related physical
guantities to be measured or calculated from the proces$®avihtroduced and some of
their relations with one another will be deduced and disediss



2.1.1 KINEMATIC VARIABLES

A lepton scattering process, in which an incoming leptoneegnted by(p) of four
momentump = pH = (E,R) scatters off a targdi(P) which is usually a nucleon or a
nucleus at rest and with four momentia= PX = (M, 0), can simply be represented by

I(p) +N(P) — 1(p) +X(P') (1)
wherel (p’) andX(P’) represent the scattered lepton and the rest of the final(sthteh
can have any number of particles) with four momepta= (E’,K') andP’* = (Ex,kx)
respectively. The scattering angle which is the angle betwibe incident and outgoing
path/direction of the electron is denoted By The final (hadronic) state denoted kys
not measured, with only the scattered electron detectedrezasured by the detector(s).
In the first order (Born) approximation of the process, awdgttphoton is exchanged (as
depicted in Figl[(ll)) whose four momentum is equal to the tkfiee between that of the
incident and the scattered electron and is givepy p')* = (v,q), wherev = (P.q)/M
and g represent the energy and 3-momentum transferred by théeinicelectron to the
targetN(P).

To Detector(s)

P = (B F)

FIG. 1. Lowest order (Born approximation) Feynmann diagrapresenting the process
of inclusive lepton scattering

The kinematics of the scattering process can be complegsgribed in terms of two



of the following Lorentz invariant variables.

v = E—F (2)
Q? = —q2:4EE’sinzg (3)
W = /(P+0)?=/M2+2Mv - Q? (4)
Q? Q?
X = 2pgq" 2mv ®)
_ 9gP_v
y = ﬁ_E (6)

whereQ? = —¢f is the negative of the squared four-momentum transferrétti @lectron
mass neglected in the expression @), which defines the resolution of the electron
probe;W is the invariant mass of the unmeasured final stgtex(s known as the Bjorken
scaling variable, which is also interpreted as the momeritaation carried by the struck
qguark (parton) in the infinite momentum franid;is the nucleon mass 0.939 GeV, and
lastly,y is the fraction of the energy that is lost by the lepton dutimgprocess.

2.1.2 DIFFERENTIAL CROSS SECTION AND STRUCTURE FUNCTIONS

The differential cross section for the process of inclu§paarized) electron scattering
on (polarized) targets can be expressed, in the Born appediin, in terms of the product
of leptonic tensot ,, and the hadronic tensw*" as follows :

d?g a?E’
dQdE — @EL“VWW (7)

&

wherea = 7= ~ 1/137 is the electromagnetic fine structure constant.

The lepton tensor, which is calculable from QED, is given by:
Ly = gﬁs( P)Yuts (P')us (P) ywus(p) (8)

+ 2[pupy + PPy — GuvP- P’ +i€4yapSag] 9)

whereu(p) are the Dirac spinorss, = uy,)su is the lepton spin vectoggioz = +1 is

the Levi-Civita tensor (using the special convention[offJlahd the sum is over all the
unobserved final lepton spin states. This tensor can be caorisdered as having two
parts - symmetric (consisting of the first three terms) aniisgmmetric (the last term)
under the interchange of the indicgsv. The antisymmetric part vanishes if one uses an
unpolarized lepton beam due to the averaging over the spijs [



On the other hand, the hadron tensor characterizing th@hmdarget is not calculable
yet, due to the diﬁicultie@ of fully solving the established theory (called QCD) forostg
interacting objects. In this case, one needs to considénalossible transitions that can
happen from the target ground stétgP)) to any of its excited statgX (P’)). Using the
completeness of the excited states, the hadronic tensiveis by:

Wiy = 5 [ 4289 N(S P34 (2)3 (O)N(S P) (10)

wheres denotes the target spidy, () is the electromagnetic current operator wjtheing
the spatial four vector.

As with the lepton tensor, the hadronic tensor can also bduisplit into a sym-
metric and an anti-symmetric pai¥,, = W“Sv +W“AV, with the two parts given by the
following most general forms (as obtained from Lorentz aadgg invariance and parity

conservation of the electromagnetic interaction):

Wysv = Wl(Van) (ngv - uv)
2 P. P.
v M (ra- P (- Bla) GEN
and
2
W, = i€uyapd” [Gl(v,QZ)SBJr% (SBP-q_sz.q)] (12)

whereS! = u(P)y"yu(P)/2M is the spin vector for the hadron. This effectively param-
eterizes the the internal hadronic structure informatida four response functions - two
spin independent, ») and two spin dependenG( ») functions, which are usually re-
placed by the following dimensionless structure functions

Fi(x,Q%) = MW(v,Q% (13)
R(XQ%) = Wh(v,Q%) (14)
01(x, Q%) = MvVGi(v,Q?) (15)
0% Q%) = VGo(v,Q?) (16)

1Due to the running of the coupling constant (a consequendbeotinique QCD property known as
the asymptotic freedom), the coupling between partonistituents of the hadrons become very large, not
allowing the perturbative method (the only "exact” methedikble so far) of solving QCD in the hadronic

energy scalé [12].



The structure functions can be measured experimentallysimgudifferent combinations
of beam and target polarizations. For example, one canattra first two from the un-
polarized scattering experiments because the total spiraged differential cross section
in the lab frame is related to the these unpolarized stradturctions as follows:

d’c  (do 2 o L0 1 X
dQdE <d—Q) Point (MFl(X7Q )tanzi + ;FZ(X,Q )) @an

with the Point cross section (for the lepton scattering frmirac particle - a spin-1/2
point particle of charge +e) given by

20020
(f) -Tmee (19)

with EE/ being the recoil factor.

The polarized structure functiormg andg, can, in principle, be separated by using
different target spin orientations with respect to the behraction and measuring two
independent observables - the polarized cross-sectiterefitesho) andAo, as given
by the following equations. In the first case, the target $pialigned along the beam
direction and the cross-section difference is measureddsgt anti-parallel and parallel
target and electron spins.

4a% E’

8o = a2 E

[(E+E'cos)g1(x, Q%) — 2Mxgp(X, Q%] (19)

where
d2gtt 2ot
dQdE  dQdFE/

AO'H = (20)

In the second case, a transversely polarized target wiffeceso the beam polarization
is used, and the corresponding cross section differenae(uhe reversal of the target or
beam spin direction) is related with the two spin structumections as follows:

4a% E”

AO, — 2 =
N VIVe =

01(% Q) + S 02(x, Q)| ind 1)

where
d20¢:> dZGT:}

AL = 30dE ~ dadE

(22)

Figured 2 anfl3 show some of the past measuremengsfof proton.
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FIG. 2. gf data from various measurments (plot courtesy of A. Deur).
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2.1.3 VIRTUAL PHOTOABSORPTION CROSS SECTIONS

We have seen in Selc. 2.1 that the lepton scattering can bediasvthe two step inter-
action process of the lepton with the target - first the erarssf a virtual photon described
by the Lepton tensor and then the absorption of the photohdyarget as described by
the hadronic tensor. The complete description is then bthby the contraction of these
tensors resulting in the inclusive differential crosstsest; which can be expressed and
described in terms of four structure functions. Equivdigtihe process can be viewed as
absorption of a virtual photon on the target and, therefthre,cross-section can also be
expressed as virtual photo-absorption cross section nimsterf four partial cross-sections
oL, o1, OLT, andoTT as follows:

2
0 —r[or+e0 - hR\/2e(1 - £)our ~ hP/1- €207 (23)

dQdE’

where h is the helicity of the polarized beam electrioa-(+1 for longitudinally polarized
electrons) defined as

Q

P
Iy

with & andp being Pauli spin matrices and particle momentum respéytikéewise, P,

h= (24)

andP are the target polarizations parallel and perpendiculdré¢wirtual photon momen-
tumd. ¢ is the longitudinal to transverse ratio of the exchangeui&imphoton polarization

v2 o1 "
€= {1+2 <1+&) tanzﬂ (25)
andr is the photon flux factor which is proportional to the photax#
a E K
T 2mRQPE1l-¢ (26)

Different conventions are used for virtual photon fkix One given by Anselminet al.

[16] is:

Ka=V (27)

In the Hand convention, the virtual photon spectrum is ndized using the equivalent
photon energy [17]:
WZ . M2

KH - W - V(l—X) (28)
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Alternatively, Gilman’s choice of the definition is [17]

Kg = |Giab] = vV v2+ Q? (29)

In the first convention, the flux is simply equal to the photaergy. In the Hand conven-
tion the flux is chosen to be equal to the equivalent photomggnie the center-of-mass
frame and in Gilman’s convention it is given by the photon neatam in the lab frame.
In all cases, they become equaluat the photon point, and they also give numerically
similar results in DIS but they are strongly convention defmt in the intermediat®?
region [15].

The partial cross-sectioms , o7, 0.7, andorT are functions of andQ? among which
the first two are cross sections for the absorption of lomgitally and transversely polar-
ized photons respectively, while the latter two are therfatence cross-sections which
involve spin flips and can only be measured experimentallgidoyble polarization meth-
ods. In the real photon limit@?=0), 0. and .t vanish and the total photo-absorption
cross-section becomes equabtpi.e. o(v) = or(v).

The partial cross sectioms andort can, in turn, be expressed in terms of the helicity

dependent photoabsorption cross sectishsindo? :
2 2

2071 = G%T + G%T, 207T = G%T - G%T, OLT = O = G%LT (30)

where the subscripts 1/2 and 3/2 indicate the total helmiojections of the photon and
the target as illustrutated in the Fig. 4, whereas the sapptST’ implies that the photons
are transversely polarized (i.e., spiil).

As indicated at the beginning of this section, these phaoigdiion cross sections are
related to the four structure functiors, (R, g1 andgp) of the target as follows:

oT = 4|\7/I-12 Ka F1 (31)

APa [ =
oL =—¢ {7(14‘ f)‘m} (32)
oT = 4712—0)/(91 +02) (33)

MK
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h=+1 S=-1/2

FIG. 4. Helicity of virtual photons (h) and target spin prdjens (S) corresponding to the
helicity dependent photoabsorption cross sectmhsindo! respectively
2 2

orT = 4|\7/|12_Ka<gl - Vzgz) (34)

and, equivalently, the structure functions can be exptessterms of the helicity ampli-
tudes. For example, the relation fgr becomes as follows:

MK

gi= 8r2a (1+ y2)

(U%T — G%T +2yoiT) (35)

wherey = Q/v. Due to the earlier indicated convention dependent natiitieeophoton
flux K, these relationships are also convention dependent andtdréerence terms can

also be defined such that 1) = —ULT(TT).

2.1.4 VIRTUAL PHOTON ASYMMETRIES

Most of the past measurements of the spin structure furstome from measure-
ments of asymmetries (defined below) rather than from direxisurements of cross sec-
tions because the asymmetries, being calculated from thos raf measured counts, do
not rely on the knowledge of detector acceptance, targekiiess etc. The two experi-
mental asymmetries measured in the electroproductiorriexgets are the "longitudinal”
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and "transverse” asymmetries defined as follows:

AO'TTT _ AO’N}

2y _
AXQY) = A AT (36)
AoT= — AT
2 _
ALX Q) = AcT= + Ao (37)

It is a common practice, for historical and practical reasaa express these electro-
production asymmetries and structure functions in terntse¥irtual photon asymmetries
A; andA; given by:

o] — 03 ~01(%, Q%) — Vo2 (x, Q%)

2\ 2 2
Al(ny ) - O_:%r +O_%' - F]_(X, QZ) (38)
207t 2 2
2 _ % o y[gl(X7Q )+92<X7Q )]
AZ(X;Q ) - O_;’ +O_%’ - F]_(X, QZ) (39)

By using equationd (30) through (34), we get the followingressions for the spin
structure functions in terms of the two asymmetries and tipwlarized structure function
Fq:

Fl(X7 Q2>

n(xQ) = 1,z Pty (40)
o F(xQ?) Ao
%(xQ°) = W(—A1+7) (41)

As their definitions indicate, the virtual photon asymnetA; andA; have simple physi-
cal interpretations andl; can be directly measured, in principle, from real photorogis
tion measurements. But they are not directly accessiblbearetectroproduction data[5].
However, they can be extracted indirectly from the measersgubrimental asymmetries
because the two types of asymmetries are related as follows:

A = D(A1+nhAy) (42)
AL = d(Az—¢A1) (43)
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where
YI(1+y?y/2)(2—y) — 2y / Q]
y2(1—2mP/Q?)(1+y?) +2(1+ R) (1 -y — y3y?/4)
g - | vy enty/QlV1-y— vy /4| (45)
(1-y/2)(1+y?y/2) — y?m?/Q?
[1-y—y*(y*/4+m?/Q%)]
1-y/2)(1+y2y/2) —y?m?/Q?
o loy/2—ynP/Q?
¢S vy V2y/2(1+2mey/Q?) @)
Thus, the directly measurable quantitiésand A, are related to the spin structure

(44)

n = v( (46)

functions through the virtual photon asymmetries, and agmovide a method to extract
the spin structure functions. In practice, however, sdwaréhe past experiments have
extractedy; by only measuringy, with g related part (which is small) either ignored or
giving some parameterization input with an upper bound.[18]

2.1.5 TYPES OF INCLUSIVE SCATTERING

While studying and discussing inclusive measurements, $ioimetimes very useful
to make distinctions between different kinematic regioered in terms of the invariant
mass (W) of the final state. Most often, three regions aregmized - elastic, quasi-elastic
and inelastic. The inelastic region is further consideodtbive two kinematic regions - that
of resonance production and the deep inelastic scattedil®) (vhich is typically defined
by Q° > 1—2 Ge\? andW > 2 GeV. These different regions are depicted in a typical
cross section spectrum for inclusive scattering from atliglctlear target as shown in Fig
5. As one varies the transferred energgnd momentun®?, different nucleon resonance
peaks such a8, N andN; show up in the final state at specific values of invariant mass
W. At low Q? values, a prominently tall but narrow peak shows up at Q?/2Mr (or
equivalently aW = Woe = /M2 + Q%(1—M/Mr), whereM is the nucleon mass) due
to the elastic scattering from the given target, and if it mualear target, one more rather

smeared out peak appears in between the elastic and resomgnen due to the quasi-
elastic scattering from the constituent nucleons of thgetarin addition, excited nuclear
states also show up in between the nuclear elastic and glzessie peaks.

Elastic Scattering

Elastic scattering occurs when the target remains intéet tfe scattering, in other words
it remains in the ground state and the transfered energy antemtum goes into supplying
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FIG. 5. Cross section (in arbitrary units) for the processiolusive lepton scattering off
a nuclear target (figure frorh [19]).

the kinetic energy of the target recoil. Because the finaéstatity represented by(P’)
above is simply the recoiling target, its invariant massatg|the target rest mass . This

2 . .
means, energy transfer= 2QWT , and the conservation of energy and momentum constrains

the energy of the scattered electrdt)(to be directly correlated with the scattering angle
0:

E

E=————
o 2E ;26
1+ M—TS|nZ§

(48)

In other words, given the target mass and the beam energyjriematics of an elastic
process can be completely described in terms of a singlablarsuch a# or E'.

Because unpolarized elastic scattering is a special cagenefic inclusive scattering,
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the differential cross section for the elastic process ralsst be a special case of the cross
section (see Eql_(11)). Therefore, in the elastic limit,rd@ponse functions reduce to the
combinations of the following Sachs form factog(Q?) andGy (Q?)), also popularly
known as the electric and magnetic form factors) as follows:

Q?
W = 4M2G2 (QZ) (49)
2 2 2
1+4M2

and the generic double differential cross section redwcteetfollowing single differential
cross section (because now, we have one independent wgratawn as the Rosenbluth
Cross section:

do  [do G2(Q?) + QZGZ @ @ ,,
do (E) Point< 1+ 2 4M2 4MZG n(Q )tarF .

The two Sachs form factors encode the information on therétesd magnetic charge
(or equivalently electric current) distributions insidettarget as seen through the scatter-
ing “probe” of resolutionQ?. These form factors for the nucleons must be normalized
at Q% = 0 to their respective total charge and magnetic moments refdre, we get the
following limiting values of the form factors in the units tife charge e’ and the nuclear
magnetoruy = -

GE(0) = e and G[(0)=pp=+2793uy for proton (52)
GE(0) = 0 and Gy(0)=py=-1913uy  for neutron (53)
It has been observed from the available measurements thyatatiaform factors for

both proton and neutron follow a dipole form over a signifitawide range ofQ? (with
deviations below 10% foB}, in the Q? < 5GeV? region) as given by

Gu(@) _ Gu(@

= Gp(Q? 54
o 0 p(Q%) (54)
whereGp is the dipole form as given by
A2 \?
2\ _

with A = 0.84GeV.
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On the other hand, the proton electric form factor also feidhe same form but only
in the shorteQ? < 1GeV? region, with significant deviation at high€?. In other words,
significant differences have been observed between theieland magnetic form factors
of the proton. The study of th@? evolution of these form factors between the high and
low Q? regions provides us information on the non-perturbatikecstire of the nucleon as
well as some hints on the point in the energy scale from whiehperturbative behavior
begins to manifest.

Because the processes of polarized elastic and quasiedeattering are well under-
stood and their theoretical asymmetries are well deterthitiee polarized data collected
for the processes can be used to reliably determine the asityntimes the product of
beam and target polarizatiori3,R).

Quasi-elastic Scattering

When the target is a nucleus with more than one nucleons,tttega is some kinematic
region where the electron penetrates the nucleus andrsoafftene of the nucleons rather
than off the whole nucleus. In such a process, the struckenudihitially behaves as a
nearly (quasi) free nucleon and gets knocked out of the nacdter the interaction. In

this case, the effective target mass as seen by the leptomiesaifferent from the overall

target mass, and, because of the nuclear binding energfféicéve nucleon (target) mass
is also not exactly the same as the free nucleon mass ehierchanging the kinematics
of the process to the effect of shifting the position of thagjtelastic peak from the usual
free nucleon elastic peak. In addition, the nucleons alse &@rmi motion inside the

nucleus, which has the effect of smearing out the energy amshentum distributions

which is manifested in the broadening of the quasi-elagtakp

For such processes, the Rosenbluth cross section is given by

d2 d Q?\ 2 1/Q%\? 0
Wdae:(ﬁ)m{(?) R+ é(?) +arr | Rr (56)

whereR_(v,Q?) andRr(v,Q?) are the response functions corresponding to the scatter-

ing/absorption of longitudinal and transverse virtual {gimarespectively.

Resonances

When the energy transfer in the scattering process indses@nd the point correspond-
ing to the pion production threshold (i.e. when the combimedriant mass of the ex-
changed virtual photon and the target exceeds the Wue My 4+ my; ~ 1.072 GeV),
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we leave the region of elastic or quasi-elastic scattermyenter the region of inelastic

scattering. The region starts with a rich spectrum of nuckexcitations known as reso-

nances. The existence of such excitation states providigmflevidence that the nucleons
are composite objects [20]. These resonances show up aeedifisolated or overlapping

peaks in the measured scattering cross sections betwepiothgroduction threshold and

the onset of deep inelastic scattering (about 2 GeWin therefore this region is also

sometimes known simply as the resonance region.

These resonances have been observed not only through thefléepton scattering
but also through the absorption of photon and the scattefilgdron beams at different
energies and so their properties have been studied usioigladise types of experiments. It
has now been well established that unlike the artificial vmliserved for the elastic peak
as a result of the finite detector resolution and radiativeces, each of the resonances
has a finite natural width (denoted by in its mass distribution (typically of over 100
MeV), indicating (according to the uncertainty principleat they are very short lived (the
broader the widths, the shorter the lifetimés)|[20]. As aillteshese unstable particles
quickly decay into other lighter particles (hadrons) susipens and nucleons. Another
consequence of this fact is that signals of some of the glagelced resonances overlap,
making it very difficult for them to be identified and invesitgd.

Right after the elastic or quasi-elastic peak in Wiespectrum of the cross sections,
three prominent resonance related peaks are observed. r$theeiak corresponds to the
A(1232 resonance with the number 1232 representing its rest mass (Wdits of MeV.

Next comes the peak denoted Ky, which consists of two closely spaced resonances
N*(1520) andN*(1535). The third prominent peak denoted My is due to many reso-
nances but at lowQ?, it is mainly due tdN*(1680) which is the strongest in this kinematics.
There also exists one resonamtd1440) (also known as Roper resonance) between the
and theN; peaks.

In addition to these low lying resonances, several othdrdrigesonances exist that can
contribute to the cross sections measured but they cannsblaged and measured using
inclusive lepton scattering. These higher resonanceslieseobserved and studied using
different experimental and data analysis techniques, vatking levels of confidence in
the experimental evidence for their existence. For exanfBl shows a complete list
of the resonances observed or suggested so far, classifethio broad categories of
N-resonances anf-resonances, where the main distinction is that the eacheofNt
resonances has isospin 1/2 (just like a nucleon), whereslsttier type of resonances all
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have isospins of 3/2 (just as the prominent delta resonance)

By studying polarized scattering in the resonance regioa,aan learn about internal
structure of nucleon resonances and their excitationseXxample, the electromagnetic ex-
citation of spin-3/2 resonances such as Delta occur mostlylt transitions and therefore
the asymmetnA; ~ —0.5, while the spin-1/2 resonances such as S11 have asymsnetrie
of A; = 1 because the spin-flip helicity amplituéé cannot contribute. By studying the
Q?-dependence of the structure functions and tzhe asymmetridgferent parts of the
resonance region, one can learn about the relative stremdtbverlapping resonances,
non-resonant background.

Deep Inelastic Scattering (DIS)

Looking at Fig [5), one can observe that as we go to higheggneansferv or the higher
momentum transfe®?, the strengths of the resonances get weaker and after sdante po
they get completely washed out. This “no-resonance” inielasgion, which is typically
defined byQ? > 1—2 GeV? andW > 2 GeV, is known as the deep inelastic scattering (DIS)
region. In this case, the resolution of the virtual photots ge sharp, it gets deep inside the
nucleon and that it scatters off its constituents rathem tham the whole target. In other
words, the scattering cross section becomes an incohemenofthe cross sections from
different target constituents (partons). In this regidr, tross sections and the structure
functions depend only weakly @@ [20] and depend mosly on the dimensionless variable
x = Q?/2Mv. This behaviour of DIS is known as “scaling” phenomenon dreMariable

x on which the DIS properties depend is known as the Bjorkelrgraariable or simply

as “Bjorkenx’ (because the variable was introduced by James Bjorken @8)19For
example, Fig. [(6) shows th@?-evolution of theF, structure function for the proton for
different values of x.

The scaling phenomenon for the structure function was pusly predicted by Bjorken.
The confirmation of the prediction by the DIS data from SLAGmpted Feynman to ex-
plain the behavior by proposing a partonic picture/modettie nucleons. In the model the
nucleon (proton) is made up of point-like objects calledqas (now identified as quarks
and gluons). Because, in the DIS process, the lepton gedtsszhoff the point like par-
tons rather than the finite sized target as a wholeQtfaependence disappears because it
is the finite size of the target which causes it to have havera factor, thus introducing
the Q2-dependence in the measured cross sections (note the distiessed dipole form
for the Q% dependence of the form factors).
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Another important observation from the DIS results was tivatatio of the two unpo-
larized structure functions, andF, satisfy the followingCallan-Gross relatiorj20]:

() = 2xR(x) (57)

These two important observations led to the following puofdly important conclu-
sions about the nucleon strucuture:

e The fact that the scaling behaviour is observed experinigrgaves a strong ev-
idence forthe nucleon as being made up of point like charged particlegnow
identified with the quarks).

e Because, it is expected theoretically that @edlan-Gross relatiorholds true only
for the scattering of spin-1/2 Dirac patrticles, the expemtal observation of this
behaviour confirms thahe point-like constituents of the nucleon must be spin-
1/2 particles

To simplify the interpretation of the DIS results, a cargfuhosen frame of reference
(dubbed the infinite momentum frame), in whigtandQ?go to infinity, is used to formu-
late the the parton moc@.l If the proton is observed from such a fast moving systemm the
one can ignore the transverse momenta and the rest mass$esaafristituents, allowing
the target structure to be expressed, to a first approxim%thzy the longitudinal momenta
of its constituents. This gives a direct interpretationheff Bjorken scaling variable as the
fraction of the proton’s four-momentum which is carried Iwe tstruck parton. In other
words, the virtual photon of four momentugn= (v/c,q) (measured in lab frame) inter-
acts with a parton of four momentux®, whereP is the proton’s overall four momentum.
(One caveat about this is that, strictly speaking, thigpriation is valid only in the limit
Q? — ) [20]. The nucleon cross section then becomes the simptéerent sum of the
individual parton cross sections with the latter weightgdHeir respective parton number
densities as well as by the squares of their charges (betia@iggocess occurs through

2It should be remembered that the physics of any process dekange with the choice of the reference

frame. Any frame can be chosen for the convenience of theigésa without affecting the Physics process
3This approximation is known as the impulse approximatig),(because in the interaction time between

the photon and the struck parton is so short that, in thisfi@sing frame the interaction between the partons
themselves seem safely negligible, thus allowing the Dt gss to be viewed as an incoherent sum of the
elastic scatering from its non-interacting constitueise validity of the impulse approximation in DIS is
also helped by the fact that the parton-parton interactiehart distances is weak due to the property of the
interaction known as the “asymptotic freedom”.
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the electromagnetic interaction (the weak interactiororgd all along)). As a result, the
structure functions take the following forms:

00 = 53 ar0 =5 3 & o} 09 + a0 (58)
00 = 53 oar) =5 ¥ e [a}09 - ai(x] (59

whereqs (X) andAqs(x) are known as the unpolarized and polarized parton distoibut
functions for a parton of flavor f, with the the functigm(x) representing the probability
of finding a certain numbaeg; (x) of partons of flavor 'f’ at a given value of [5] (in other
words, the integral ofjs(x) andxgs(X) over the complete range afgives us the total
number of quarks and the total momentum carried by the quEritse particular flavor
'f’ (i.e. up, down, strange etc)). Likewis&gs (x) being the difference between the distri-
butions ofq? (X) andq# (x), it gives the probability of finding the number of partonsiwit
net spin aligned along the nucleon helicities minus theatigtied. Sincd=(x) andFx(x)
are related via the Callan-Gross relatiép(x) can similarly expressed and interpreted in
terms of the parton distribution functions, but becauseheflack of similar simple re-
lation betweerg;(x) andgz(X), there is no simple intuitive interpretation gi(x) in the
quark-parton model. But from the study of operator produgaasion (OPE) method
(see the next chapter), it is revealed that in addition tp eelated part, they, structure
function also has so-called “higher-twist” part which @asrinformation on quark-gluon
interactions that occur inside the nuclonl[18].

Q? Dependence of Structure Functions

Finally, it is worthwhile to note that the Bjorken scalingsaloved in the DIS data is only an
approximation, and the scaling law is obeyed in the stricseenly in the asymptotically
free kinematics ofQ’— . In the DIS region, the structure functions show a slow loga-
rithmic Q? dependence, and the dependence gets stronger at@@w&here are, in total,
four sources for the scaling violation or tig¢ dependence: 1) gluon radiation, 2) scale
dependence of the parton distribution functions due to D8lefolution, 3) higher twist
contributions, and 482 dependence of the amplitudes for different resonant dimits
The first two sources are dominant in the DIS region and therdilo are negligible,
whereas the latter two become dominant when one moves awantifre DIS region.
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(Anti)quarks can radiate gluons (similar to QED radiatiyee@s) before and after
the scattering (and these gluons, in turn, can turn intolgaatiquark or gluon-gluon
pairs), thus resulting in a logarithm@? dependence of structure functions. In addition,
the coupling constantag), which is used as the expansion parameter to get the pQCD
corrections, is als@? dependent (also known as the “running’aj. ThisQ? variation of
the structure functions is referred to as QCD evolutionchlié described by the DGLAP
equations as developed by Dokshitzer, Gribov, Lipatovawlli and Parisi[22, 23, 24] in
the form of theQ?-evolution of the parton distribution functions. The siigance of such
evolution equations is that once the parton distributioeskaown at one scale or at point
in kinematics, then these equations can be used to cal¢hudistributions at any other
scale where the perturbative QCD is applicable.

In addition to the logarithmic scaling violations due to thw sources which are dom-
inant in the DIS regime, corrections also arise due to npdtton correlations in the nu-
cleon which gives rise to terms that are proportional toedéht powers of 1?. These
corrections are relatively small at lar@®8 but are expected to be large and non-negligible
in the low Q? region. These contributions are represented by all theleading order
terms in the power series expansion in terms 6§?14and are known as the higher twist
corrections in the language of Operator Product Expansimessed later in Selc. 2.B.2).
Finally, the resonance excitations themselves have diff€? dependent excitaion ampli-
tudes due to the different kinematics dependent excitatiechanisms (electric, magnetic,
Columb/scalar) and their contributions to the structurefions make the latte? depen-
dent as well.

2.2 MOMENTS OF g; AND SUM RULES

Moments of structure functions are their integrals (overdbmplete x range) weighted
by various powers of the variable x. Th& moment ofg; , for example, is given by

Ma(Q?) = /0 " g1(x Q)X Vix (60)

The moments allow the studies of th@*(dependence of) fundamental properties of
nucleon structure. For example, the first momentffof a nucleon gives the total mo-
mentum or mass fraction carried by quarks and the first mowiegi gives the fraction
of the nucleon spin contributed by the quark helicities. Sehmtegrals get their particular
significance from the fact that they can be predicted fromorogs theoretical methods,
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such as in the sum rules derived from general assumptiomsrarthe method of Operator
Product Expansion, lattice QCD calculations gl calculationg (see Sed. 2]3). Their
importance can be highlighted from the fact that it was theeexnental tests of the sum
rules involving the first moments of nucleon that led to thecdvery of the original “spin
crisis” and provided a significant test of QCD in the spin sef18].

In this section, three integrals are considered which haea lsalculated from the EG4
data on deuteron - the first momentgaf('1), the generalized GDH integraTr(r), and the
generalized forward spin polarizabilityy].

2.2.1 FIRST MOMENT I';1 OF g1

The first moment ofy; is the integral ofg; over the complete range of the Bjorken
scaling variable x.

1
r(Q?) = /0 g1(x, Q)dx 61)

This moment gives, in the quark-parton model, the fractibthe nucleon spin con-
tributed by the quark helicities and enters directly into tvistorically important sum rules
- Ellis-Jaffe sum rule and Bjorken sum rule. MeasurementBe@moment on the proton by
the European Muon Collaboration (EMC) in 1988 showed that&his-Jaffe sum rule is
violated, which meant that the long held belief that all thetpn spin is carried by quarks
is not true, thus, sparking the well known “spin crisis”. e ther hand, measurements
from SLAC, CERN, Fermilab, DESY, and more recently, from 3L have confirmed the
Bjorken sum rule (which relates the difference of the firshmeats of the proton and the
neutron to the fundamental axial coupling constgp) 0f neutron beta decay) at the level
of 10% accuracy, thus helping establish the QCD as the ddireory of the strong inter-
actions. The moment also enters into the virtual photomesib@ of another famous sum
rule - the GDH sum rule (see below).

In addition, the moment is studied on its own right becaupeavides a powerful tool
to test the validity of various theories and models in whicls icalculable. In the past,
it has been measured on proton, deuteron and neutre) @t SLAC, CERN and DESY
in the DIS region in order to understand the quark spin cbuation as well as to test the
validity of the Bjorken sum rule and hence QCD as a result.[R&cently, it has also been

4In contrast, the same is not true about the structure fumstiecause presently their complete descrip-
tion based on QCD first principles has not been possible gpe@ally in the low to intermediate momen-
tum transfer regions due to the strong coupling property©bQ
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measured at JLab from DIS down to a fairly |@¥¢ region. In the intermediate and low
momentum transfers, some phenomenological model predgtire available, whereas in
the very lowQ? region, many chiral perturbation theory®T) calculations are available.
Fig. [@ shows some of these calculations along with the passarements from SLAC

and from the EG1b experiment at JLab.

[(Q%)
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............. Soffer et al (2010)
—— GDH slope
Bernard et al xPT(2013)

-0.05

JLab (EG1b)

= SLAC

0 02 04 06 038 1 12 14 16
Qz

FIG. 7. Some theoretical predictions fﬁf and some data from past measurements. The
theories and models which make these predictions are desdn Secd,_2]3.
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2.2.2 GENERALIZED GDH INTEGRAL

GDH Sum Rule

The Gerasimov-Drell-Hearn (GDH) sum rule [25] 26] relatess énergy weighted sum of
a particle’s photo-absorption cross sections to its anousaimagnetic momemt. For a
target of arbitrary spin S, the sum rule is:

® op(V) — 0a(V) K
/V Y~ —artas(s )2 (62)

th

whereop andoa are the photoabsorption cross sections with photon hefictallel and
anti-parallel to the target spin respectively. M andepresent the target mass and anoma-
lous magnetic moment respectively and S represents thettspgn. The integration ex-
tends from the onsefy, of the inelastic regioH through the entire kinematic range and is
weighted by the inverse of the photon energy

The sum rule was derived (see Appl A) in the late 1960s basesdme very general
assumptions as follows:

1. Lorentz and gauge invariane in the form of thelow energy theorem of Low,
Goldman and Goldberger

2. Unitarity in the form of theoptical theorem

3. Causality in the form of anunsubtracted dispersion relation for forward Comp-
ton scattering.

The sum rule for the proton has been measured (at variousgdach as Mainz, Bonn,
BNL and others) and verified to within 10% [27,128] 29, 30], véees there is little data on
neutron and other targets.

Implications of the sum rule The sum rule relates the static propextyf a particle’s
ground state with the sum of the dynamic properties of alletkmted states. One deeper
significance of this sum rule is that if a particle has a nomz@momalous magnetic mo-
ment, then it must have some internal structure, and, thexeé finite size, in order to
have the excited states (a point-like particle cannot hacéezl states). Because of the

5The pion production threshold given i, = my(1+ m;/2M) ~ 150MeV marks the onset of the in-
elastic region for the nucleons, but for nuclei, the sumamastarts from the first nuclear excitation level
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same reason, the discovery of nucleon anomalous magnetiente provided one of the
first strong indications that the nucleons had some intimgernal structure.

In addition to the benefit of that implication, the sum rulel @s extension t@? > 0
provides an important testing ground for various theoatpeedictions based on QCD and
its effective theories/models.

Generalization of the GDH Sum (Rule)

In order to investigate the “spin crisis” of the 1980’s, Almsimo et al. [31] proposed that
the real photon@?=0) GDH integral could be extended to electroproductiorssrsec-
tions (finite Q%) and that the experimental determination of the extendestjial would
shed light on the transition from the perturbative to noriyp®ative QCD. The idea was
to use the virtual photoabsorption cross sections in plateeaeal photoabsorption cross
sections and proceed in exactly the same way as when dethengal photon GDH sum
rule. This extension depends somewhat on the choice of theal/photon flux (see Sec.
[2.1.3), and on how the spin structure functgnis considered [32]. In one extension the
virtual photon flux given byK = v (see Eq.[27) is chosen and the real photoabsorption
cross section difference in EQ.]62 are replaced by the quureling virtual photoabsorp-
tion cross section differences2t as given by Egl_30. With the use of Hg.] 34, and some
algebraic manipulation, we get the following extended Gbtégral (considering only the
inelastic contribution starting from the pion productitimeshold)[[18]

M 2x?2

Q2
wherexo(Q?) = Q?/(Q?+my(2M +my)) is the pion production threshold that defines
the onset of the inelastic region.

_ 2 (@)
=20 [0 o Q) - T e ) (63)

Using Eq.[38, the integral can also be expressed in termsedirdt moment of the
productA;F1 as follows:

- 2M?2
TT = (=5
Q2

Fig.[8 shows gPT prediction along with the integral calculated from thedelaused

X0(Q?) ) )
/0 dxAy (x, Q) F1(x, Q?) (64)

in the EG4 data analysis covered by this thesis (see belosvis Avident from the figure,
the limiting value of the integral &3 goes to zero i$_TT(O) = —1.5897
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FIG. 8. A xPT theoretical predictions fd_fﬁT along with the integral calculated from the
model used in the simulation for the data analysis.

2.2.3 GENERALIZED FORWARD SPIN POLARIZABILITY

Polarizabilities are fundamental observables (quas)itigat characterize the structure
of composite objects such as nucleons or deuteron. Thegtréfie response to external
perturbations such as external electromagnetic fieldse thike GDH sum, they are also
integrals over the excitation spectrum of the target and thexivations rely on the same
basic assumptions. At the real photon point, for exampkegethctric and magnetic polar-
izabilitiesa andf3 represent the target’s response to external electric aguhetia fields
respectively. The generalized polarizabilities représiea extensions of these quantities
to the case of virtual photon Compton scattering. Becausentiegrals defining the po-
larizabilities involve weighting by some powers of\lor x, they converge faster than the
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first moments and thus are more easily determined from lowggrn@easurements. In
other words, they have reduced dependence on the extrapslab the unmeasured re-
gions at largev, and higher sensitivity to the low energy behavior of thessreections

(particularly the threshold behavior), thus providingtbetesting grounds for theoretical
predictions such as fromPT and phenomenological models|[32].

The GDH sum rule comes from (see App. A) the first term of the ém@rgy expan-
sion of the forward Compton amplitude [33]. Likewise, we gabther sum rule from the
second, i.e., the next-to-leading term (which is in thedfpiower ofv). The second coef-
ficient of the expansion is known as the forward spin pol&iizg y» and by comparing
the coefficients of the? terms on both sides (coming from the dispersion relations on
the left side and from the low energy expansion on the righg)sgives us the following
expression for the polarizability [34]:

o= o [ R (65)
412 Jine V3

Now, by considering the case of forward scattering of a airphoton and using the

same general approach as for getting the generalized GDHgemthe ¢ (v3) (NLO)
term in the low energy expansion of VVCS (doubly virtual Campscattering) amplitude
grT(x, Q%) gives the following generalization of the forward spin paability [18]:

2 22
(@) = (@) = ot [ {gl<x,Q2>—4M x| dx  (66)

Qb o2
2
B 16gg/l /OXOAl(x, Q)F1(x, Q) X2dx (67)

wherea = %T is the fine structure constant. At lar@¥, the g> dependent term in the

integrand becomes negligible aggdreduces to the third moment gf[17].

In exactly the same manner, from t#&v?) term of the low energy expansion of the
VVCS amplitudeg, T (x, Q%) one gets another polarizability - the generalized longitald
transverse polarizability as follows:

16aM?2
QG

But, this latter polarizability is not considered in thig#is.

&(Q?) = 8.7(QP) = / " T01(x @) + 2%, Q)] *dlx (68)

Because the generalized polarizabilities can be expresgbdhe moments of the
structure functions, it is possible to measure them usingsmements of the structure
functions. As stated earlier, because of the weighting mespowers ofv or x, these
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integrals converges more rapidly in energy than the GDHynatleand therefore can more
easily be determined by low beam energy measurements. Titeggals are valuable
because they shed light on the long distance (soft), notwbative aspects of the target
structure. The integrals are possible to be calculatedjiefiective or approximate theo-
ries such agPT and lattice methods. Thus the measurements of thesatipsaptovide
benchmark tests of such theories.

The first measurement of this quantity for a proton targethatéal photon point was
done by the GDH experiment at Mainz [34]. Recently the JLalllE@xperiment has
provided some finit&)? results for both deuteron (see FIg. 9) as well as nucleoretsirg
[35]. SomexPT calculations[[36][37] as well as phenomenological prtolns [38] are
also available and have been used to compare with the aleaitedasurments.

h1A1F1Sm2WalScld2

yo(QZ): (16*G*MZ/Q G)J. XZ*AlFl(X’Q 2) .dx Entries 33

0

T I“l..i-"l T T | T

Bernard et al xPT(ZOlS)I

—— Kao et al HB xPT-O(p*)

- JLab (EG1b)

-5 :_ —— Model

6

_7 : | | | | | | | | | | | | | | | | |
0 0.3 0.4 0.5

FIG. 9. Some theoretical predictions f;a‘f together with the recently measured EG1b
data.
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2.3 THEORETICAL TOOLS

In this section we will take a closer a look at a few common thgcal methods that
are used to describe and predict the IQ&vbehavior/evolution of the structure functions.
In addition, some phenomenological models which are alefulign describing theQ?
behavior will be reviewed as well.

2.3.1 CHIRAL PERTURBATION THEORY ( xPT)

Chiral Symmetry

QCD is the non-abelian gauge theory of colored quarks anghgluThe complete QCD
Lagrangian is:

1 _ _
—@szva-l-qlV“Duq—q///q (69)
where G is the gluon field strength, q is the quark spinor fehdl, # is the diagonal quark

Zocp=

mass matrix.

For low energy interactions, the quark-gluon degrees @doen become impractical
due to confinement property of QCD. So, effective theorigslims of composite particles
such as hadrons as the approximate degrees of freedom aleyethpo describe such
processes and make relevant predictions. To do so, anieffdagrangian is formed
that retains all or most of the symmetries and symmetry lingagatterns as the more
fundamental parent theory.

In the effective theory, the quark masses are generallyidered to be zero because
they are very small (a few MeVs) compared to typical hadramass scales (such as proton
mass or the mass of the first non-Goldstone resonihgeand the Lagrangian takes the
form

Zocp= gch“‘ Zoep (70)
with
Zocp= 041 (71)

regarded as a perturbationingD.
For a massless fermioghirality is identical to helicity and is a constant of motion.
The central idea of thgPT is that the massless left- and right-handed quarks defiyred

dLr= (1) (72)



34

do not interact with each other so that the theory allows8), x U (3)r symmetry. Ex-
plicit breaking of this symmetry is then treated as a pe#tidn. As with any other effec-
tive theory, the theory will fail at some point in the energgle and it has to be superseded
by a more fundamental approach.

Chiral Symmetry Breaking and Perturbation Theory

At very low energy scales, well below the chiral symmetrylagaf the order of 1 GeV),
nucleon dynamics can be described in rigorous terms ydiig because the chiral sym-
metry of QCD dominates in this region. At low photon virtti@$ (i.e. smallQ?), the
theory can make rigorous predictions on the spin dependesdreables by employing
a systematic expansion in powers of low momenta and masdég @doldstone bosons
(which are pions when only two "up” and "down” flavors of QCDgilees of freedom are
considered)[37].

Baryon Chiral Perturbation Theory

Over past two decades, a lot of theoretical work has beenaog®T calculations. In this
section, we highlight some of the calculations that arevegieto the extracted/measured
guantities that are covered in this thesis. The calculatére limited to the two flavor case
of up and down quarks and they typically examine @feevolution of the Compton am-
plitudesS; (v, Q%) andS(v, Q?) in the low energy and momentum scales. Earlier we saw
that the integrals of spin structure functions and the Comptmplitudes are connected
through the dispersion relations.

As indicated above the low-energy expansion is made in powksmall momenta
(p) and quark (pion) masses, which involves pion loops ofédffiective theory. Since,
the baryon mass in the chiral limit is not negligible, theild@ion to the theory adds a
new scale to it, thus creating a complication - now there iggnarantee that all next-
to-leading-order (NLO) corrections at ordgt are given completely by one-loop graphs.
To get around this added difficulty, two approaches are densd - Heavy BaryoiyPT
(HBxPT) and Relativistic BaryoyPT (RBxPT).
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Heavy Baryon Chiral Perturbation Theory

In this approach [36, 39], the baryon masses are considemydarge and the chiral ex-
pansion is done in powers of the inverse baryon mass or in gosfe¢he pion to nucleon
massesn;/ My, which gives a consistent counting scheme. However, Béraad others
warn that the expansion may not converge very fast. In lirta Whiat warning, a signif-
icant Q%-variation was observed in the extended GDH sum when the NE@{) order

was calculated iryPT.

XPT with Resonance and Vector Meson Contribution

The chiral models discussed so far include only the piorewrc contributions, with
no resonance considerations which are expected to haviicagh contributions to the
Compton amplitudes, especially from th¢1232) resonance. The best approach to adding
the A contribution would be to include the resonance as a new digadalegree of free-
dom in the effective Lagrangian, but such an effective thedB-body pion-nucleon-delta
system has not been tried or published yet. Rather, as a wap@dra systematic addition
of theA contribution in the heavy baryon framework has been attet)ptith the nucleon-
delta mass difference treated as an additional parameterA Tesonance contribution is
estimated by calculating relativistic Born cross-seditirat are functions of a number of
"not-well-known” experimental parameters. Due to the utaaties in these parameters,
the model predictions are in the form of a band of values. Sautkors[[40] have also
added vector meson contributions.

One possibility in getting around the resonance contrimgiin order to make mean-
ingful predictions over a wider range of distance scalesq{broviding good tests of the
theoretical model) is to calculate and examine quantitieslving the difference between
proton and neutron observables (such as the Bjorken sum talsuch a difference, the
resonance contribution mostly cancels out leaving a maiaoie xPT prediction that has

a reducedd? dependenceé [41].
2.3.2 METHOD OF OPERATOR PRODUCT EXPANSION (OPE)

The Wilson [42] introduced method of Operator Product Exgi@mprovides a way to
evaluate the non-perturbative part of QCD calculationsingak possible to make direct
predictions for moments of structure functions in the fofrawom rules.. The method allows
evaluation of the product of two operators (representingekample, some observables
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such as the electromagnetic curretsé )Jy, (0)) in the asymptotic limit of spatial vectors
becoming infinitesimal (by expanding it into a series of temith the Wilson coefficients
containing pQCD calculable spatial dependence, and ordwadrms significant for large
enoughQ? (equivalently small enough spatial 4-vector) comparech® relevant mass
scaleNgep))-

giino 0a(&)0b(0) = IZCabk(f)ﬁi (0) (73)

The remaining facto?’; (0) of each expansion term is a quark-gluon operator of dimensio
d and spin n, representing the fundamental fields in QCD. ©heept of twistt =d —n
is introduced for the contribution of any operator.i#6,,W*" i.e. the differential cross

section is of the order:
-2
" (%) (74)

The lowest possible twist is “twist-2”. At larg€®?, the leading twist term dominates
because the higher twists are suppressed by increasingpof\d/Q, and obviously, one
can expect the higher terms to be important in the @wegion. The reliable parts of
the parton model map onto the leading twist part of the OPHevtte twist-3 and higher
arise from quark-gluon interactions and non-zero quarksneffiects. By connecting the
matrix element for virtual Compton scattering to the hadrdensorW,,, through the
Optical theorem, the twist expansion leads to an infiniteo§stim rules for the structure
functions, both polarized and unpolarized. For examplesering only up to twist-3,
we get the following expressions for various moments:

1

¥ taux @ydx= Gan 1 n=135,.. (75)
o 2 n—-1

| a6 QA)dx= = (- —an-a) n=135..  (76)

wherea,_; andd,_1 are the twist-2 and twist-3 matrix elements of the renoreealiquark
and gluon operators respectively. Notice that only oddeslof n contribute due to the
symmetry properties of the structure functions under tlagdnconjugation.

These sum rules provide the tools to extract the higher twadtix elements of parton
interactions by measuring the spin structure functions aderate to highQ? over the
complete x range. Because the parton interactions in thasenitic conditions give rise
to confinement, these higher twist measurements offer toasamine the fundamental
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properties of QCD. Due to the 1/Q dependence, one can expechigher twist effects
becoming more and more significant at 16% until the whole twist expansion approach
no longer works at some point.

Higher Twists Effects in g;

When all the higher twist terms are also included, one getgdtowing full expression
for the first moment of); instead of the one given by Hg.]75:

2
)= 3 ”é(,Q) (77)

with F1(Q?) = [ dxa (x, Q%). Here OPE requires that contributions from all possibltesta
including that from elastic scattering must be summed over.

The difference between the leading=£ 2) twist termp,(Q?) and the experimentally
measured value of the first moment gives us a tool to gain atcodake higher twist con-
tributions tol; . Up to @ (a?) in the strong coupling constant for three quark flavors, the
result for the leading twist terms 6, is given by [43[ 44|, 45, 46]:

W ll_ (ﬁ;) _3.58<ﬁ;)2—2o.22(ﬁ;)3 <i1iZgA+ ;Gaz;)
v [1— % (%S) —0.55<%S)2—4.45<%5)3 %AZ (78)
= (ilizgﬁ B%as) - %AZ +0(as(Q%)) (79)

with,

+: for proton and neutron respectively

as: the strong coupling constant

ga: the non-singlet triplet axial charge measured precigeiynfneutror3 decay

ag. the octet axial charge, extracted from weak hyperon deaagaming SU(3)
symmetry

AX: the singlet axial current. (In the parton model, it is theocaimt of spin carried
by quarks, which has been extracted from global analysisoodiDIS data.)

e O(as): Q7 evolution due to QCD radiative effects (calculable from FB)C
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The next-to-leading order contribution to the is theé term:

(@) = M2 [20(QP) + 4c(@P) — 41o(QP)] (80)

wherea, - the pure twist-2 part related to the second momeug; efarises from the target
mass correctiorgy, as revealed above, is primarily twist-3, af3ds the only pure twist-4
contribution touy. All the interaction information is carried by the twist-8d-4 operators
which collectively describe how the color electric and metgnfields interact with the
nucleon spin. This behavior is carried into the color ele@nd magnetic polarizabilities
(xe andxg), which are related with the matrix elements as follows:

XE = §(2d2+f2) (81)
Xe = 3ldd— 1) 82

The difference between the first moments of the proton anttoreg, (using Eq[7B)
gives rise to the well known Bjorken sum rule@$ — o:

r(Q) U@ = gar + O(as(@) + O (1/ ) ®3)

Bjorken first derived this sum rule using the current algebedhod, so it provides a fun-
damental test of the structure of QCD. With the PQCD coroestincluded, the sum rule
has been tested and verified to the level of 10%.

2.3.3 PHENOMENOLOGICAL MODEL PREDICTIONS

There exist several phenomenological models that parairegxisting world data. In
this subsection, we will examine some of those which are tegatedictions and analysis
of the observables in the kinematic region covered by oueenpental data.

MAID

The Mainz-Dubna (MAID) parameterization is a unitary isobar model irggyon phe-
nomenological fits to the world experimental data in the fafetross sections and po-
larization asymmetries from pion photo- and electro-patiden in the resonance region
(traditionally defined as the range from the pion productinreshold up to W=2 GeV
and photon virtualities)? <5 GeV?). The model is used for partial wave analysis of
pion photo- and electro-production data in the resonargiemewith predictions possible
for multipoles, amplitudes, cross sections and polawratibservables [47]. The model
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contains both the non-resonant background and many resertarms (13 of the four-
sta@ resonances with masses below 2 GeV), unitarized accorditiget prescription of
K-matrix theory and using appropriately unitarized BMligner functions to construct
the various resonance production chanriels [38]. For exartip contribution of a partic-
ular resonance to the transverse cross section is given by:

V\%AZ% 2BV, Q%) (84)

where,B(v, Q?) is the Breit-Wigner distribution function generalized teroproduction,

913 =

M is the nucleon mas¥)p is the resonance mass; is the resonance width amg is the
corresponding helicity dependent photo-coupling amg@étun addition to thesezresonant
terms, contribution terms for the non-resonant backgroasmavell as t-channel vector
meson exchanges are also included [15][47].

The predictions from this model are in good agreement witth Ipolarized and un-
polarized data on pion photo- and electro-production fromriucleon. The model also
agrees with the GDH sum rule on the proton (at the real phodamt)dut does not predict
the rule for the neutron at lo@?. The discrepancy between the data and the neutron pre-
diction could be due either to the fact that final state irdéoas for pion production from
"effective-neutron” nuclear targets (deuteron3fe) are neglected (not well-accounted
for) or two-pion contribution are larger than assumed orsgme modification of multi-
pole expansion due to the nuclear binding effects [19].

Burkert and loffe

Burkert and loffe proposed a phenomenological mddel [4]]fé describe th€? evolu-
tion of sum rules for real and virtual photon scattering af€leons. This model is built on
an earlier proposed vector meson dominance model for the ®Egral by Anselmino,
loffe and Leader [31].

The older model interpolated the measured g asymptotic) value of the integral
down toQ?=0 point of the real-photon GDH sum rule, by using a two patamnction

5The star system is used by the PDG to indicate the strengtieaftidence for a given resonance.
e ****_ Existence convincingly established with propertiasleast fairly well-explored [21]
e *** _ Existence very likely but further confirmations regei.
e ** - Evidence of existence only fair.

e * - Evidence of existence poor.
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as follows:
2

1
1YOM(Q2) = 2M?2 H

Q2+IJ2 _CQ2+I12 |_1<00) (85)

where the mass parametgr(taken atp or w mass) sets the scale of t¥ evolution
and the other parameter ¢ is chosen such that the integial @=0 coincides with the
GDH sum rule. The authors of the model contended that thedwog of the interpolation
function represented two dominant diagrams in the VDM ptof the photon-nucleon
interaction.

The older model, which ignored the large contribution of line W resonant states,
was improved by Burkert and loffe by explicitly adding thentgbutions for individual
resonances (upto W=1.8 GeV) extracted from pion electaymtion data. Now, in the
refined model, the GDH integral has two parts - one given B§%gnd another being that
for the resonance contributions as follows:

11(Q%) = 1YPM(Q%) +ITQ?) (86)

where the parameter c in for the first term as represented BY éxjgiven by:

c—141H 100 [Kzz—l-llRes(O)] 87)

with M, k being the mass and the magnetic moment of the nucleon. Aedeitond term
is approximated by the amplitudes for the pion electropetida (y*N — N* — N1) data
which are reasonably well known from phase shift analysis.

This model predicts thaf1(Q?) changes sign at abo@? = 0.4GeV?, which is at-
tributed to a large negative contribution&f1232-resonance.

Soffer and Teryaev

Soffer and Teryaev proposéd [50] another model suggestatgtie stron@?-dependence

of the GDH integral;(Q?) should be studied in combination with tge-counterpart i.e.
15(Q%) = %2 [ go(x, Q%)dx (which is also known as Schwinger integral for the namesake
sum rule). Assuming that the evolution laf = I, 5 <= %zf(gﬁrgz)(x, Qz)dx> from

DIS to low Q? is smooth, the authors first express the GDH integrdf asli,o —Io. It

is also assumed that the Burkhard-Cottingham (BC) sum nde folgg(x, Q?)dx = 0)
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is valid (with the elastic contribution included in the igtal) generating the strong?-
dependence db. The constraint of BC sum rule implies that the inelastictabation to
I, (all of these integrals are defined for the interval x[0,§]yiven by

2 2y 2
2(@?) = D) [ MO (Q)—Ce(@ >] (88)
1+ 52

which givesly(0) = KZ% with e being the nucleon charge. For the proton a smooth
interpolation is made between asymptotic limitsifofor which the lower limitis provided

by the combination of “GDH sum rule” @ integral at photon point) and “Schwinger sum
rule” (=gpintegral atQ?=0) and upper limit is provided by the fact th@Z — o, I —
lezzl'l(x). And, the largeQ? behavior of the interpolation is set to match the existing
world data. A similar procedure is implemented for the neuthowever, the interpolating
function is used to represent the isovector differeifce (Q?).

Most recently, Pasechnik, Soffer and Teryaev [51] have avgd their previous QCD-
inspired model for the)? evolution of the extended GDH integral by adding the latest
results extracted from Jefferson lab data, particularéy rissults on the higher order ra-
diative and higher-twist power corrections to the first monfef(Qz) of the proton’sg;
structure function and the suif"(Q?) of the Bjorken sum rule.

2.3.4 LATTICE QCD

Lattice QCD is a Lattice Gauge Theory which is defined on aajiae that is dis-
cretized into a lattice. Gauge theories describing theacteons of elementary particles
(such as for QED, QCD) can sometimes be solved perturbgtiv¥hen one has to use
a non-perturbative apporoach, then the related calcawti@come computationally in-
tractable if this is done in the continuous spacetime, bee#uat would require evaluating
an infinite-dimensional path integral. But, in a discretacgiime grid of finite size, the
path integral becomes finite dimensional and can be evalwetieg powerful computers
by implementing stochastic simulation techniques such astMCarlo methods. The ex-
act continuum gauge theory is then recovered by extrapgldakie LQCD results to the
limiting case of infinitely large lattice and infinitesimaltlose grid points [52].

Lattice QCD provides a framework for a non-perturbativerapph to solving QCD
in order to calculate the structure and properties of stgoimgeracting particles and pro-
cesses. Being non-perturbative in nature, the theory, imcipte, is useful in making
predictions at all kinematic scales. However, the calouteat are numerically extremely
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intensive and computationally very costly warranting tee of very powerful supercom-

puters or big LQCD dedicated clusters of powerful computéhe method becomes even
more intensive and costlier computationally as one usggitdattices and smaller lattice
spacings to ensure reliable predictions for the desire@robbles. To reduce the com-
putational burden, certain approximations (e.g., quethéiedd approximation used in the
early lattice calculations, with the quark fields treatedas-dynamic "frozen” variables)

are used[53].

The LQCD is a rapidly developing field with significant proggenade in algorithms,
together with a steady increase in the computational tdolgres and capabilities leading
to better calculations and enabling theorists to make a eumbpredictions that match
well with the experimental data. For example, the protonsas been calculated within
the 2 percent error of the well known value [54]. It is hopedittthe lattice calculations
will bridge the gap in the intermedia@? regime, where no other method (neither PQCD,
nor OPE orxPT) is precise enough to make predictions. A strong conmedietween
lattice andyxPT calculations developed recently. One approach has beasetthexPT
predictions to make LQCD extrapolations, thus, tying thed@results withyPT and
making the experimental verification qfPT calculations essential to the test of LQCD

results [55, 56].

2.4 THE DEUTERON

The structure functions, their moments and polarizabsitilefined for the nucleons
are also valid for the deuteron and the work of this thesis$es solely on the deuteron
results. So, it is worthwhile to have a closer look at thigipalar nucleus.

The deuteron is the bare nucleus of the heavier and less ab'uisdtop@ of hydrogen
known as deuterium. Itis made up of two nucleons - a protorearelitron bound together
with nuclear forces amounting to a binding energy of aboR2 MeV[57]. It has a mass
of 1875.6 - nearly double the mass of a proton. It is the ordblstbound system of two
nucleons found in nature.

The deuteron in its ground state is in an isospin singleestdtich is antisymmetric

"The natural abundance relative to the ordinary hydrogebasittone atom in 6,700 of hydrogen [57].
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under the exchange of the proton and the nthrtmaddition to the isospin, the nucleons
also have spins and spatial distributions. The symmetrytieratter is known as parity
(denoted by P) which dictates how the wave functions chamgenthe exchange of the
locations of the constituent nucleons (the symmetric atidyanmetric exchanges are said
to have even or positive and odd or negative parities resgeécand are fully determined
by the total orbital angular momentum L as givenfy: (—1)b).

Since the deuteron (wave function) is antisymmetric in Huspin representation , it
must be symmetric under the double exchange of constitueh¢on spins and locations.
This means that the deuteron can either be in a state in whistsymmetric under both
spin and parity or in a state in which both are antisymmelni¢he first case, the deuteron
is a spin triplet with the total spin of 1 and even orbital dlagmomentum | (to ensure even
parity). The lowest possible energy state in this categas/d¥1 and I=0. In the second
possible state, the deuteron is a singlet with the lowestiplesenergy state having s=0
and I=1. Since the s=1 gives a stronger nuclear attractierjiist state turns out to be the
deuteron ground state [57]. Therefore, the deuteron hastdp('triplet”) and is thus a bo-
son. The fact that the deuteron ground state is the S-st#teSwil, L=0 (even parity) (and
thus J=1) is only an approximation, and in reality, the Diesteith L=2 is also possible and
contributes a small part to the ground state. The fact tlepthcisely measured deuteron
magnetic dipole momengf = 0.8574) is slightly different from the total of the moments
of proton and neutronu + pn = 0.8797) indicates that higher orbital momentum states
are also contributing to the deuteron wave function. Thetetequadrupole mom4§1f0r
deuteron is also measured to be non-zer®.285%:- fn? [57]), indicating that the charge
distribution in the deuteron cannot solely be a spheritiymetric S-state, rather it must
be a quantum mixture of S and D states with L=0 and L=1 resgagtiThe S-state, which

8Totally analogous to the ordinary spin, isospin is a SU(2)s\etry. Proton and neutron are considered
as two isospin types or states of the same object commonhywikas nucleon. In other words, the two
possible isospin states of a nucleon are said to form anisdgublet, with the isospin "up” and "down”
states of the doublet being identified as proton and neuégperctively.

In contrast to the doublet for a single nucleon, a pair of @k can exist in any of the following four
possible isospin states - one being the antisymmetric iils(m'pglet%(| > —| J1>) with a total of
0 isospin (i.e., neither "up” nor "down”) and the other thieeing the symmetric isospin "triplet” states
(| M>, %U >+ >), | ¢¢>), with total isospins of (1,0,-1) respectively. The antisggtric sin-
glet state is identified as the ordinary deuteron in its stgbbund state, whereas the other three symmetric
states are identified with three very highly unstable olsjeetnucleus of two protons, a highly excited state

of a deuterium nucleus and a nucleus with two neutrons réispsc]57].
9The electric dipole moment for deuteron is zero as it is fonatlei.
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has the spins of both nucleons aligned along the deuteroncgo be expressed as:
J=1J=1)=|L=0,L;=0)|S=1,S=1) (89)

whereas, the D-state, in which z-projections of the nuclgains are not always aligned
with the total angular momentum can be written as:

P=1%=1) = |[oll=2L=0[S=15=1)

3
c\EL-2L-2s-18-1 (90)

The probability of finding the deuteron in the D-stateds~ 0.056 [35]. Therefore, from
eql90, the likelihood of finding a nucleon in the spin-dommtesﬁs%ab. Using this fact

and ignoring other nuclear effects (to be discussed late¥)get the following deuteron
cross sections (normalized as "per nucleon”) in terms aé¢haf the nucleons:

3 3

alt = (1— Zab) o+ ZroqgaﬁT (91)
3 3

all = (1— Zab) o+ Zabaﬁ (92)

with oy = (0p+ 0n)/2 and the two arrows indicate the spin directions of the bdantren
and the target relative to the beam direction. If these tw@agqns are substituted into the
basic definition of the virtual photon asymmety = (a{ —o])/(a] +ad), one gets,

2 2 2 2

3
Al=(1-2
(1-2)

where the subscript “T” i indicates the transverse polarization of the exchangédalir

TNY T AN
apAl-l-an Al

(93)
ol +of

photon. By using the relations between the virtual photogiigon cross sections and the
structure functions as discussed in sedfion ?.1.3, onetlgefsllowing relation:

gab) [gi’m @) Zg?(x, qu

o (x, Q%) = (1— (94)

with the factor 1/2 introduced to expreg% as "per nucleon” value (the factor in front
represents the ratio of the nucleon polarizaffao the deuteron polarizatid®y).
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2.4.1 EXTRACTION OF NEUTRON INFORMATION FROM ADEUTERON TAR -
GET

One of the objectives of having deuteron data is that it cands&l in combination
with similar data on the proton target to extract the comesiing neutron information
(this is important because a free neutron target is immalgti Once the deuteron and
proton data is available, to a first order approximation,pynsubtracting proton results
from deuteron ones would be expected to give neutron infaoma But, a nucleus is
not simply a collection of the two free neutrons, but it is m@omplex than that with
various nuclear medium effects (such as Fermi motion, denat®-state correction, Off-
shell effects, EMC effect) These effects must be undersamaidoroperly accounted for to
extract neutron information from the deuteron. In additiororder to have confidence in
the extracted neutron results, it is also important to hate dn other nuclei such dsle
targets.

In the resonance region and at large- 0.5, Fermi motion and the depolarizing ef-
fect of the D-wave are considered the most important nu@#acts. (the latter already
considered in Eqs[(93) and (94)).

Fermi Motion

As in any other nucleus, the bound nucleons in a deuteroma@eanstant random motion
of quantum origin called Fermi-motion. Due to this motionj@acident lepton does not see
a nucleon at rest but with some momentum, resulting in syatierkinematic shifts and
smearing which causes the various nucleon resonancestaugheat slightly shifted places
and their peaks/widths to suffer some Doppler broadening tD this fact, if one attempts
to extract the neutron structure functions by subtracthregy roton ones from those of
the deuteron, a 'true’ maximum in the proton structure fiorcinay result in a 'false’
minimum in the those of the neutron and vice versa, even ifsge@ed similar behavior
for the two in the beginning. For this reason, the Fermi smgadsecomes an important
effect (particularly important at high x and in the resoreregion) to be considered while
extracting correct neutron information from the deuterond proton data.

Folding Algorithm to model Deuteron

Recently Kahn et al [58] suggested a new convolution metb@xtract neutron structure
functions from nuclear data. This method uses iterativiertegie to take these effects into
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account and extract the neutron information. The methodalates proton and neutron
structure functions (SFs) to model the deuteron and rehat® knowledge of the proton
and deuteron to iteratively extract the neutron SFs. Theqa® starts with a predefined
input function for the neutron which is then evolved iteraly until the function becomes
stable. In the current form, the method considers only tleenhajor sources of corrections
- the Fermi motion and the D-state of the deuteron and igrathes nuclear effects. Still,
the method is capable of including other corrections as.wehas been tried and tested
well on the unpolarized structure functions which show mgmsihange. The spin struc-
ture functiong;, however, has several sign changes in the resonance regiasing the
iterative method to fail in some kinematic regions when osesudata with errors for the
proton and deuteron. But this method can be made reliablesimg yparameterizations of
the structure functions, instead, as was done successfulyg EG1b data analysis [35].

In our analysis, we did not extract information on the neutbait we did use this
convolution method to model the deuteron.
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CHAPTER 3

EXPERIMENTAL TOOLS AND SET UP

The EG4 experiment was performed in the experimental Half-Be Thomas Jeffer-
son National Accelerator Facility (TINAF, also known adelsbn lab or simply JLab ) in
Newport News, Virginia. The experiment ran from Februaryvtay in 2006. Longitudi-
nally polarized & 85% polarization) electron beams from the CEBAF linear kregor
(with beam energies 1.0, 1.3, 1.5, 2.0, 2.3 and 3.0 at difteimes) were scattered off
longitudinally polarized solid ammonia targets (polatiaas up to~ 90% and~ 45%
for NH3 and ND; respectively). The particles scattered or produced inglosess were
detected using the unique CLAS (CEBAF Large Acceptance t8paeter) detector and
with the help of the Hall-B triggering and data-acquisiti@®AQ) system, the detector
signals (that passed the criteria for viable scatteringnisyavere sorted out and recorded
on tape silos for later off-line analysis. In the followingcsions, all these experimental
components are introduced and the way they work is described

3.1 CEBAF LINEAR ACCELERATOR

As with all other electron or photon scattering experimeatsied out in the experi-
mental halls in Jefferson Lab, the polarized electron beanitG4 was provided by the
Continuous Electron Beam Accelerator Facility (CEBAF)ELQD) [59]. CEBAF is capa-
ble of providing beams of up to 6 G&With energy spreadE /E ~ 10~4 and currents up
to 300 uA, with a 1497 MHz pulse structure, which are then sent to tiéshin a round
robin fashion so that the effective pulse frequency in eadhi$1497/3 (= 499 MHz). The
beam polarization is up to 90% and the charge per bunch is 8@ [60]. The CEBAF
consists mainly of three elements: an injector that proslacd5 MeV polarized beam,
two linacs (north and south) each boosting the energy ofeatrein by upto 600 MeV in
one pass, and two recirculating arcs to steer the beams finentirac to another for up to

ICurrently, JLab is undergoing an upgrade that will enable generate and work with beams up to 12
GeV.
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five passes (controlled by by beam switch-yard operatoQreehe beam delivery to the
halls.

How CEBAF WORKS

Each linear accelerator uses
superconducting technology to
drive electrons to higher and
higher energies.

Magnets in the arcs steer the electron
beam from one straight section of the
4 tunnel to the next for up to five orbits.

e
The electron beam begins its first ) ,///f:;-':.:{-’——'_-‘-' ‘_“R
orbit at the injector. At nearly the
speed of light, the electron beam
circulates the 7/8 mile track in _ %
30 millionths of a second.

N A refrigeration plant provides liquid
f//}\ S g P P q
(= elium for ultra-low-temperature,
& superconducting operation.

The electron beam is delivered to the
experimental halls for simultaneous
research by three teams of physicists.

FIG. 10. CEBAF accelerator at Jefferson Labl [59].

The injector uses a state-of-the-art room-temperatuotrelegun system with a strained
GaAs photocathode, which is capable of delivering high qddéion (up to 90%), high
current ¢~200 pA), continuous|[6l1] wave beams into the accelerator and teedly to
the three end stations (Halls A, B and C), while maintainingvacurrent, high polariza-
tion beam to Hall B[[62]. In the injector, beams of circulaplglarized light from a unique
system of three diode lasers - each pulsed with the frequet§9 MHz (the third subhar-
monic of the accelerating RF i.e., 1497 MHz) - illuminates tathode under ultra-high
vacuum level £ 10~*2 Torr) [63]. That causes the excitation of electrons from by
(spin-biased) valence band to the conduction band, thusiiegha 1497 MHz pulse-train
of low energy linearly polarized electrons. The directidth@ polarization can be flipped
by using a voltage driven Pockel cell at about 30 Hz and oooadly reversed, which flips
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the polarization of the laser light and consequently fligpihe photo-electron polariza-
tion. (During most polarized target experiments, data ilected with a “half-wave-plate”
(HWP) inserted and removed semi-regularly so as not to hpeésaization dependent bias
in the data.) The electrons are first accelerated to 100 ketidoy00 kV field in the gun
before passing them through a pre-buncher cavity and tveollair apertures, where the
beam is pared down to improve the distorted shape and site dfunches (due to space
charge effects). Thereafter, an optical chopper splitbdan into 499 MHz bunches des-
ignated for the three halls, and sends them through a bucekigy, followed by a capture
section made of a five-cell cavity, which further accelesatee beams to 500 keV while
controlling the beam bunch length and energy spread withitiaeanted electrons steered
away to a beam dump. Next, the beam passes through two sodeatmg (SRF) cavi-
ties to get further bunched and accelerated to 5 MeV. At tlie ®vo cryomodules - each
with 8 SRF cavities - boosts the beams to the final injectorggnef 45 MeV and then
injects it into the north Linac by bending it with a chicanegnat. The bending produces
synchroton light with intensity proportional to the beamreat, which is exploited by a
Synchroton Light Monitor (SLM) to monitor the relative beannrrent [64[ 65].

0.4-GeV Linac
(20 Cryomodules)

0.4-GeV Linac
(20 Cryomodules) i|

45-MeV Injector F 2 Hellum f

(2 1/4 Cryomodules) \ Refrigerator.

o I
n i
o 1“‘-.
—_— El i,_ Extraction ™
N L ; Elemenits
End < £ 3

Stations ‘i/

FIG. 11. CEBAF accelerator and some components

The 45 MeV beam injected into the north linac (linear aceata) starts a number



50

of laps (up to 5) of acceleration to reach up to about 6 GeV earttain CEBAF ma-
chine that looks like a race track. In between the acceteratin the two linacs (north
and south) of the machine, the beams are directed around8@omagnetic recirculat-
ing arcs each with a radius of 80 i [62]. For accelerationhdmac employs a series
of 20 cryomodules, each of which is a cryogenic unit consistif a series of 8 niobium
resonant superconducting RF cavities, vacuum pipes ang$toncryogenics, and mag-
netic dipoles/quadrupoles for beam focussing and steefling cavities in the modules
are cooled below the 9 K superconductivity point by Z&LIHe (liquid-Helium) from the
central helium refrigerator and the radiation shields agtlcool with 4.5 K LHe from
an end-station refrigerator. A 5-kW klystron synchronifedess than 1in phase differ-
ence) to the master driving RF (at the injector) suppliestRgower to each cavity which
creates an oscillating phase gradient along each cavitythw field maxima and minima
having the same separation as the spacing between the nadié&g (see Fid. 12). Since
the bunch frequency is in resonance with the RF field, thereles get a net acceleration.
The cavities operate in continuous wave (CW) mode with aigradf at least 5 MeV per
meter so each of the linacs provides a boost of about 600 Méhetbeam. The electron
bunches are delivered to the three halls in sequence, arelthie bunches can be acceler-
ated to different energies by recircula@ﬁguem through the CEBAF different number of
times, the three halls can either get the same energy orefitfenultiples of the one-pass
energy (about 1.2 GeV). By controlling the intensities & three independent lasers shin-
ing the photocathode in the injector, electron densitiethéncorresponding bunches can
also be made different to provide different beam currenthedalls [66/ 65].

To minimize the accelerator hardware resources (tunnelesgayomodules, magnets
etc.) the idea of using the recirculation arcs was impleetiri the CEBAF design. The
arcs allow for the multiple laps/passes (up to 5) of beamsutin the linacs for higher
energies. Although the bunch lengths are the same for therelit passes (enabling the
use of the same SRF cavities), their energies being diffettegy require different bending
strengths and, therefore, different bending magneticditdd each pass. For that reason,
there are 5 arcs at the eastern end of the linacs and 4 at the dtlthicane magnet at
each end of the linacs separates the multi-energy beamingle £nergy beams and sends

2The lower temperature minimizes the BCS energy losses.
3Since electrons are extremely light particles, they trassentially with the same speed as light at

energies above 45 MeV, thus making it possible to use the sespaant cavities and driving RF frequencies
to boost the beam energy in every pass through the CEBAF mechi
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them through the different arcs each consisting of a chasixdfperiods”, with each “pe-
riod” made of 8 dipoles, 8 quadrupole and 4 sextuple magféis. optical configuration
keeps the beam from degrading due to dispersion and blyimdy also provides a path
length that is an integer multiple of the accelerating RFelength in addition to helping
minimize the energy spread due to the synchrotron radi§fi&h After the beam passes
through the south linac, a beam switchyard separator digtteethe beam to go through
another pass of acceleration, or extracts it with a chiceora the appropriate recircula-
tion arc (after 2 to 5 passes depending on the beam energgsteql). After the extraction,
a% harmonic RF separator, with the help of an oscillating défigcfield, separates the
bunches meant for the three different research halls amdssteem towards 3 different
openings in a Lambert septum. After the separation, thetheams are sent to the appro-
priate halls - via a straight beam-line to the CLAS deteatoHall B, and via two ar
(with steering magnets) to the Halls A and C.

One final point to be noted is that during the beam recirautegirocess, the bending
magnetic fields cause the electrons to undergo spin precssshe amount of which is a
function of the total number of times the beam is recirculatee energy boost from each
linac, and the injector energy. As a result, the maximumedpongitudinal) polarization
is achieved when the precession an@les a multiple ofrt. This condition can happen
simultaneously in the three halls if particular combinat@f beam energies are chosen.
However, that is not always a feasible choice and, therefommany cases, a fraction of
transverse polarization can be present. But, this doesffeat ahe experimental results
much because the contributions from the transverse patais are suppressed by a factor
of 1/y [66]. In addition, a Wien filter is used in the injector whicloavs further control
of the spin direction [67, 68].

4The bendings here are exploited for the precise measursmgtite beam energies
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FIG. 12. The acceleration is provided by establishing stand/aves tuned such that an
electron always experienced a positive electric force eypassing through the cavity

3.2 HALL-B BEAMLINE DEVICES

After the beam extracted from the CEBAF machine is directeeatds the Hall B, it
passes through a number of devices before reaching ancéaiﬁagﬁ the EG4 target and
the CLAS detector. As depicted in the schematic Fig. 13, éviceés used before the beam
reaches the targets are a Moeller Polarimeter, 3 Beam &oditonitors (BPMs), and 3
Harp Scanners, and the one that comes after the CLAS is adya@agp.

The beam polarization is measured at the injector using & pdddrimeter, but we can-
not rely on that because the polarization may differ due ¢osihin precession mentioned
in the previous section. Therefore, a Moeller polarimatetalled at the entrance of Hall
B is used to make beam polarization measurements.

Moeller polarimetry is based on Moeller scattering of bedacteons from the atomic
electrons in an iron (or iron-alloy) target polarized by ateenal magnetic field. The
method is an invasive one, and therefore requires sepa@#dvidata runs{30 minutes
long) taken periodically throughout the experiment.

The polarimeter (see Fid._114) consists of a target chambir avR54um thick per-
mendLJH foil oriented at+20° with respect to the beam line and longitudinally polarized

SApplies only to the electrons that didn’t get scattered mttrget
6Permundur is an alloy of 49% Fe, 49% Co, and 2% Va.



53

5"'F_a_,,§?ﬁaday' .C‘u_p.

FIG. 13. CLAS in the Hall-B beamline

to 7.5% by a 120 G Helmoltz magnet. Two quadrupoles sepdrathttered electrons ac-
cording to their polarizations. The electrons then enterafitwo lead/scintillator/photomultiplier
tube combinations for detection. Elastic electron-etetscattering coincidences are used

to determine the polarization. The differential scattgraross-section, in terms of the
permendur target polarizatioR} and beam polarizatior®), is given by

do ( t b)
— 01+ RIA;P |, (95)
dQ i,j:zx,y,z ]
where,
o o Sirl49c|\/|
Ay = —Ax= 37 cofeom)? (96)
—Azz= (7+C0526CM)Sin29(;M (97)

(3+co2bcm)?
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_ _ TOP VIEW
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FIG. 14. A schematic diagram of the Hall B Moeller Polarinmefieom the top view
perspective).

Here, Bcy is the scattering angle in the center-of-mass (CM) frames, deifined as
the beam axis, and theescattering plane is defined to be the xz plane. Using knowaedg
of the scattering kinematics afil (from the detectors and foil alignment, respectively),
the beam polarization?zb, can be determined. The Moeller measurement typically had a
absolute statistical uncertainty of 1% and a systematiedainty of~ 2%. In practice,
normalization to the elastic scattering asymmetry is ugedetermine the beam times
target polarizations; the only actual use for the Moller sugaments in this analysis is for
consistency checks on tiggR measurements [65].

During the experiment, it is very important to have systemriseep track of the stability
of beam alignment and the current level. There are three systems which are known
as Beam Position Monitors (BPM) and are located at 36.0, 24d63.2 m upstream from
the CLAS center. Each of them monitors three things - the XMapasition of the beam
and the beam current - with position and current resolutmin$0 microns and 50 pA
respectively. Each BPM has 3 RF cavities operating at 149% KHmnonitor the three
variables. The monitoring data is taken at a rate of 1 Hz aadised in a feedback loop
to keep the beam centered on target [69] 70, 711, 65].

The next set of the beam-monitoring devices are the threp Beam Profile Monitors,
which are located at 36.7, 22.1 and 15.5 m upstream of the GiehEer. Each of them
measures the profile and diameter of the electron beam thmergpdic harp scans. A scan
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is done by slowly moving a cross-hair of two thin wires (@& W, 50um W and 10Qum
Fe, respectively) through the beam. A beam profile is thenngticucted by detecting
the electrons scattered off these wires using photomigtgo{PMTSs) located at 10 cm
distance from the beam line. Past diameter measuremergshawn an RMS of around
80 um indicating that most of the beam falls within a 20én diameter. Like Moeller
measurements, harp scans are invasive, and thereforeqmmtidring data collectioh [65].

Finally, the total integrated beam charge, which is a ctyzaat of data required for
the calculation of experimental cross-sections, is meakhy a Faraday Cup (FC), which
is located at the end of the beam line (29.0 m downstream frenCLAS center) as a
part of the beam durﬁp The device is a horizontal, 75 radiation lengths long (4RGP
lead (Pb) cylinder with a diameter of 15 cm which is connedtedn isolated electrical
circuit to measure the collected charge, which, in turnoisnected through a logic gate
to the CLAS data acquisition system (DAQ) to record two typemeasurements - one
for the total (un-gated) charge and the other for the “detdote-time” (gated) charge
which ignores the electrons that arrive while the readostesy (DAQ) is busy. Separate
recordings are made for each beam helicity bucket by gatiaglévice with the main RF
frequency.

3.3 EG4 TARGETS

This experiment took two sets of data - one each for polatigeldogenated and deuter-
ated ammonia (i.e., N&l and NDy) targets. The choice of the target material was a com-
promise between the desire for a pure proton/deuteront{age the practical necessities
of materials that provide better polarization and resistaio radiation damage [72]. For
each of the beam energy settings, for the purpose of backdrsudies and systematic
checks, some data were also collected with the followingetypes of unpolarized targets
- carbon-12, target cup with liquid-helium-4 only, and eynairget cup without helium.

Even though the target sample itself was tiny in size (1.0, ¢th® fact that it needed
to be polarized made the whole target system big with a hoacoéssories. The sys-
tem consisted of a superconducting magnet, a one-Kelvilgestor, a target insert/stick
(carrying the target samples), a microwave system and an N)#&em, with the entire
assembly, including the pumping system, attached to amailnted cart which could be

"Because only a tiny fraction of the beam is lost due to theteséag at the target as well as on other
beamline materials, the FCup measurement is not mucheiifférom the actual incident charge (not exactly
true for low beam energies).
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rolled into or out of the CLAS within a matter of minutés [73].

One may be inclined to think that we could achieve the intdnueclear polarization
simply by forcing the alignment of proton spins in our targample by placing itin a very
high magnetic field (B) and at a very low temperature (T). AsBmstzmann statistics such

a thermal equilibrium (TE) polarization (we could call ietlstatic Nuclear Polarization)
would be given by

eﬁTB ei“TB B
Pre=—(——m = tanh(‘;—_l_) (99)
erT 4 ek

At afield of 5 T and temperature of 1 K, the proton polarizatiauld be only 0.3% only
(free electron gas polarization would be near 100% due t&@@etimes higher magnetic
moment), which obviously is not practical for experimeM&][ For this reason, the tech-
nigue of microwave driven Dynamic Nuclear Polarization (®)NI74] was used to enhance
the polarization. Atthe 5 T field and 1 K temperature, DNP cardpce polarizations as
high as 96% and 46% in Nd-and ND; targets respectively [73].

DNP is one of several techniques for hyper-polarizationgipration of nuclear spin
beyond thermal equilibrium) of a given material. DNP resfidm the spontaneous trans-
fer of spin polarization from electrons to nuclei which tal@ace when the electron spin
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polarization deviates from its thermal equilibrium val(fd]. In our case, such a devia-
tion is induced by continuous microwave irradiation closehe corresponding electron
paramagnetic spin resonance (EPR or ESR) frequency.

The basic idea involves using the hyper-fine splitting aswshio Fig.[17 which results
from the spin-spin coupling of free electrons to the nugbeofons or deuterons) we wish
to polarize. By irradiating the target with microwaves @dquencies that match the energy
gaps seen in the diagram, transitions can be induced to #ipgim of the proton/deuteron
along with the spin of the electron. As shown, thg)” aligned electron-nucleus state
can be flipped to the{f” aligned state using microwaves. Also, by using a different
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FIG. 17. Electron energy levels arising from the hyperfinétspg due to the coupling of
free electron and proton spins.

microwave frequency matching the corresponding energy @jap possible to flip the
“J\” state to the f}|}” state, thereby producing an anti-alignment of the nuclspis
without changing the magnetic field. Thus both positive aggiative polarizations can be
produced using the same field. After these upward transitithe electron relaxes back
to the lower energy spin state. Due to the stronger couplirejextrons with the lattice
than that of nuclear spins, the electron spins flip back muaterquickly (the relaxation
times at 1K arex 10 3s, and~ 103s for electrons and protons respectively)|[72] and the
same electron now can be used to polarize another nuclewsoad This way, the nuclei
near the free electrons accumulate into one spin state giragia net polarization which
propagates throughout the target volume via the procegsmotigfusion.

In order to provide free electrons for the spin-spin coupliequired by the DNP, our
targets were doped with paramagnetic centers (radicalsgtwrirst, in what is called a
warm dose, the target at 80 K is irradiated with an electrambia a smaller accelerator,
which produces radicals such as Nffom NHs. Finally, the cold dose (at 1K) of the
CEBAF beam produces different radicals such as atomic H.

The 5T field required by the DNP is produced by a superconagételmholtz magnet
which is kept at 4.2 K. The magnet produces a field uniform ttebéhan 1x 10~ (enough
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to resolve the ESR linewidth of the paramagnetic radicals) a cylindrical volume that
is 20 mm long, 20 mm in diameter and is centered at the targatitm.

The polarized target material is kept at a temperature ofiabd& by immersing it in
bath of liquid*He. The low temperature is achieved with a cooling systerdasists of
a system of Roots and rotary-vane vacuum pumps, a 1 K reditigjeand an evaporation
chamber. An insert as shown in Fig. 116 is used to hold all thgetamaterials in four
cylindrical cups roughly 1 cm in diameter and length. Theerhss introduced into the
evaporation chamber and then remotely controlled by a stgppotor to move each of
the four targets onto the designated target position alemgéam path. A gold-plated rect-
angular horn connected to a mircowave generator via wadeguiwhich is fixed rigidly
inside the evaporation chamber and facing towards the wigtsid target position, contin-
uously delivers the needed microwave power, thus driviedaNP to produce the needed
polarization.

A continuous wave NMR (Nuclear Magnetic Resonance) systemsed for online
(real time) monitoring of the target polarizations. The Ngy&tem is essentially an RCL
circuit with its coil wrapped around the cylindrical cell aining the polarized target
material [65].

Two software systems installed on separate computers vgeeto control and mon-
itor the operation and performance of the target systemvieab5.2 was one of the two
which operated from a PC located in the experimental hallveasprimarily dedicated to
NMR monitoring. The second program running on a VME-basedlsiboard computer in
the hall was known Experimental Physics and Industrial @b&oftware (EPICS), which
was used to control the cryogenic subsystems. The systedidtemost processes auto-
matically, but it could also be monitored and controlledhiroutside the hall by accessing
its graphical user interface from any Unix/Linux workstetion site via the Jlab Local
Area Network[[72].

3.4 CEBAF LARGE ACCEPTANCE SPECTROMETER (CLAS)

The CEBAF Large Acceptance Spectrometer (CLAS) (see Ei@antl 19), which is
housed in Hall B of Jefferson Lab, is a nearly detector, which makes it ideal for study-
ing multi-particle final-state reactions induced by phatand electrons at luminosities up
to 10** cm~2sec 1 [75]. The detector is divided into six identical sectorsofegunctioning
as an independent magnetic spectrometer) with a supercmglgoil located in between
each two of them (see next section). Each sector has threeslaydrift chambers (DC)



60

Electromagnetic Calorimeters
/ Level 3 deck
i

CLAS
Cryogenic
Service Module
-————————

Level 2 deck

[ ]

O
Target Pump Cart
L]
| / Beam pipe
(8) /

Beam Position

i Monitor

F
§ Level 1 deck

l |

.o Region 1, 2 and 3 «

Drift Chambers

Beam Direction
\ Cherenkov Counter
~~._ TOF Scintillators
eters

0 1 2 3 4
e — e — ]

METERS

~4— Large—angle Calorim

FIG. 18. EG4 Experimental Setup showing a cross-sectiaeal of the CLAS detector
along with the polarized target system in place.

and one layer of time of flight (TOF) or scintillation courg€5C), which cover the full de-
tector acceptance. Each sector also has a Cherenkov cG@tpand an electromagnetic
calorimeter (EC) installed in the forward region of ® 45 .

A new (Moeller) Shield made of Tungsten (higher density thead) was put in place
to suppress low-momenta background electrons (also cMieeller electrons because
they originate due to the Moeller scattering from the atoséctrons), optimized for small
angle @) operation at high luminosity.

3.4.1 TORUS MAGNET

The six superconducting coils placed one each in the gapgebatthe six indepen-
dently instrumented CLAS sectors form a toroidal configoratThis arrangement allows
for a central magnetic field-free region which can be veryfulder purposes such as the
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insertion of a polarized targét [73].

The torus magnet setup produces a magnetic field up to 2.2 irethe p-direction,
surrounding the beam line. The magnetic field causes cha@idles to bend when they
are moving through the detector. If the electron bends tdsvéaway from) the beam
line, we call it the in-bending (out-bending) setting. Thitows one to determine the
charge type and measure the momenta of charged particlesdaxy to the bending in
their trajectories.

In order to perform an absolute cross-section measurerttentCLAS-setup with a
few modifications was used. In contrast to the usual in-bemptibrus configuration, an
out-bending torus field was applied in this experiment ineorth make measurements
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down to as low as six degrees so as to achieve asidweasurements as possible.
3.4.2 DRIFT CHAMBERS (DC)

Charged particles in CLAS are tracked by a set of drift cham{2C). A drift chamber
has thin wires fixed in a volume filled with a special gas in saclay that there is a
posititve central (sense) wire surrounded by six negatfie&d] wires to form hexagonal
cells. Inside these cells a traversing charged particleésnthe gas and the ionization
electrons drift to the sense wires. The connected elecsanieasures the charge of the
signals and the corresponding times the signals appeadiffeeence between this signal
arrival time and the time when the particle traversed thig(oetasured by other detectors)
is used to reconstruct the particle impact points in the dimairtual planed[76]. Using
such impact points, one can re-construct the track of tivertseng particle.

The CLAS drift chambers are arranged in three regid®dagion 1is located closest
to the target, within the (nearly) field free region inside fforus bore, and is used to
determine the initial direction of charged patrticle track®egion 2is located between
the six super-conducting Torus coils, in the region of ggréaroidal magnetic field (up
to 2.7 Teslal[77]), and is used to obtain a second measurevhéim¢ particle track at a
point where the curvature is maximal, to achieve good enesgglution. Region 3is
located outside the coils, again in a region with low magnigid, and measures the final
direction of charged particles headed towards the outer, BOFand the EC counters. All
three regions consist of six separate sectors, one for dable gix sectors of the CLAS.
So, there are 18 different drift chambers in CLAS|[78].
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The DC information is important for energy, momentum andlamigtermination as
well as for particle identification. In this experiment, ghét chamber system was used in
the standard CLAS configuration.

Back-plate Baam Sector-plate
.
\ Endplate

Wire direction

s Window

(a) A DC sector (b) DC cells

Endplate

Circuit board

FIG. 21. Different parts of a DC sector (left) and a sectioswfh a sector showing arrays
of DC cells as well as those that fired when a charged partadsex through them.

3.4.3 SCINTILLATION COUNTERS (SC) OR TIME OF FLIGHT (TOF) SY STEM

The TOF (SC) system (here used in the standard CLAS configajadrovides a high-
resolution ¢ 140 ps) timing measurement that can be used for velocity aambroalcu-
lation purposes. A scintillation counter measures iomjziadiation with a transparent
crystal, usually phosphor or plastic (CLAS uses 5 cm thiclkdB& [77]) that fluoresces
when struck by the ionizing radiation. A sensitive photoHiplier tube (PMT) detects the
light from the crystal. Scintillation counters typicallyave a poor spatial resolution but a
very good time resolution. They are also continuously smesiand are therefore often
used as triggers for other types of detectors.

In EG4, the CLAS was triggered by requiring a coincidencevieen the forward elec-
tromagnetic calorimeter (EC) and the new INFN Cerenkov teu(CC) which was in-
stalled only in the sixth sectdr [34].
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FIG. 22. TOF system

3.4.4 CHERENKOV COUNTERS (CC)

The Cherenkov Counter (CC) serves the dual function of énigg on electrons and
separating electrons from pions (or identifying chargedigas). These detectors use the
light emitted by Cherenkov radiation (emission of light wit@e charged particle travels
faster than light in that medium) to measure the particlecigf (and, therefored = v/c).
The knowledge of8 combined with the particle momentum (from the tracking dites)
determines the particle’s mass, thus giving us informatiorthe particle identification.
The index of refraction (n) is carefully optimized for therfide masses and momentum
range of the experiments in question. Threshold countexsdeall light produced, thus
providing a signal wheneves is above the threshol@ = 1/n. In the standard configura-
tion, CLAS uses one Cherenkov threshold detector in eadieddik sectors in the forward
region from 8 to 45°.

New CC in the 6" Sector

The standard CLAS Cherenkov detectors (as shown by Figsn@#®3) were designed
such that their optics, geometry, module position and miorgentation were optimized
for low rate highQ%experiments that mostly use(d) electron in-bending toelddi The
design was a compromise between the desired kinematicageand the complexities of
the CLAS detector system including the effect of the toruslfiAs a consequence, light
collection is constrained causing the number of photoedastto be strongly dependent on
scattering angles, and making the detection efficiencyuroferm, and strongly reduced
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in some regions (for example, up to 30% drop in the middle efdlctor and at forward
angles)[[34]. While it would still be possible to detect étens, the use of the existing CC
would mean that the absolute cross-section measuremend wexguire large and com-

plex corrections which are difficult to evaluate. That wosiighificantly contribute to the

systematic uncertainties, thus not meeting the proposgddacuracy requirement of the
measurements.

In order to avoid having all those CC-related issues in themeasurements, a new gas
threshold cherenkov counter (designed and built by INFNrd&va, Italy) was installed in
the sixth sector. This new CC detector (see Eid. 25 for its CAmdition) is specifically
optimized for the out-bending field configuration, which ecassary to reach the desired
low momentum transfer (measurements down to 6 degrees)ddteetor uses the same
radiator gas @4F1o - perfluorobutane) and the same gas flow control system asldhe o
one, but it uses a different design. In the new CC, the numb&@Gmodules is now
11 instead of the 18 in the standard ones. In order to maxithigdight collection, a
single reflection design (see Fif§. 3.26(b)) using spherualors is used (the standard
CC used double relections from elliptical and hyperbolicrors). The geometry, the size,
the mirror size, position, and orientation, the dimensiassvell as the assembly of the
modules were optimized for the experiment and the perfoomatudy was done using a
complete GEANT simulation [34].

This new detector achieves a very high and uniform electeteation efficiency £
99.9%) in most of its central (fiducial) region, to allow fbietmeasurement of the absolute
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cross-section with minimal corrections and a high pionatga ratio (of the order of
10~3). Due to the high electron rate at Ia@f, the @ coverage can be lowered, while still
having a large counting rate. Therefore, for reasons otdichdata storage capability, and
also for the fact that only the sixth sector had the requird €C, only the sixth sector
events were collected, stored and subsequently used foadatysis[[61].

3.4.5 ELECTROMAGNETIC CALORIMETERS (EC)

Each CLAS sector has an electromagnetic sampling caloem{EC) in the forward
region (8 < 6 < 45°). These electromagnetic shower calorimeters are optthicmemea-
suring the energies and positions of electrons and gamBasHET helps to discriminate
electrons from hadrons and photons from neutrons. Whertadngrgy electron or photon
(y) passes through, a fraction of its energy is deposited iriditme of an electromagnetic
shower (because of Bremsstrahlung and electron-posiaomppoduction). This shower
produces a signal (in the scintillators - the active malepeoportional to the energy de-
posit, which is recorded by the EC read-out. The calorimisterade of alternating layers
of scintillator (SC) strips (36 strips per layer) and leall)(Bheets with a total thickness of
16 radiation lengths. In order to match the hexagonal gegneéthe CLAS, the Pb-SC
sandwich has the shape of an equilateral triangle. Ther8%tayers in the sandwich,
each consisting of a 10 mm thick scintillator followed by a thm thick lead sheet.

The calorimeter has a “projective geometry” in which theaaseeach successive layer
increases. This minimizes shower leakage at the edges attive volume and minimizes
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FIG. 25. The new Cherenkov counter (courtesy of INFN, Gehova

the dispersion in arrival times of signals originating irffelient scintillator layers. The
active volume of the sandwich thus forms a truncated tritargqayramid with a projected
vertex at the CLAS target point 5 meters away and an area dbabe of 8 . The
projective geometry maximizes position resolution fortnalparticles.

For the purposes of readout, each SC layer is made of 36 giaiadlel to one side
of the triangle, with the orientation of the strips rotatgdli2(’ in each successive layer.
Thus there are three orientations or views (labeled U, VVahteach containing 13 layers,
which provide stereo information on the location of energpakition. Each view is fur-
ther subdivided into an inner (5 layers) and outer (8 laystagk, to provide longitudinal
sampling of the shower for improved hadron identification€kectron-pion discrimina-
tion; the electron-pion rejection factor4€0.01.). Each module thus requires 36 (strips)
3(views) x 2(stacks) = 216 PMTs. Altogether there are 1296 PMTs and 8diillator
strips in the six EC modules used in CLAS. The intrinsic epegsolution for shower-
ing particles is 10%/E, with approximately a 3 cm positioaalation at 1 GeV. These
detectors have up to 60% efficiency for detecting high moomameutrons [77].

With its good energy and position resolution, the main fior of EC are:
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FIG. 26. Schematic of a new CC segment showing the arrangsrottine mirrors, PMTs
and the light reflections (courtesy of INFN, Genova).

e Detection and primary triggering of electrons at energlasva 0.5 GeV. The total
energy deposited in the EC is available at the trigger l@sdject minimum ionizing
particles or to select a particular range of scattered rele@nergy.

e Detection of photons at energies above 0.2 GeV. Allowilgindn reconstruction
from the measurement of theiy 2ecays.

e Detection of neutrons, with discrimination between phetand neutrons using TOF
measurements [75].

In our experiment, DC, SC and EC counters were used in theatdiCLAS configu-
ration. The modifications for this experiment were only ia @C (see sectidn 3.4.4), torus
polarity (outbending for electrons), the Moeller shielé\fnone made of Tungsten which
is denser than lead which was used previously), and theiposit the target (at -100.93
cm) relative to the CLAS center.
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3.5 TRIGGER AND DATA ACQUISITION SYSTEM (DAQ)

Each detector subsystem in Jefferson Lab has its own emmmmoduleg to monitor
its performance as well as to collect its signals for furteailysis. A detector can produce
signals due to a number of unwanted reasons such as thernioeidé a cosmic radiation
or the intrinsic electronic noise, and so not all signalsdesired. There exists another
electronic system - the trigger-system - whose job it is tieheine whether a given set
of detector signals constituted a desired physics evene tiigger acts as an interface
between the detector subsystems and the final data-acguisjtstem (DAQ), which re-
ceives the desired signals and records them on disks indetedata formats for online
as well as off-line analysis. The trigger helps minimize dead-time of the detectors and
also minimzes the resources required to process and stiae da

A two-level trigger hierarchical system is generally usethvCLAS to acquire the
desired events. The level-1 (L1) trigger, which is deadetess and uses all prompt PMT
signals within 90 ns, controls the data acquisition throtinghfront end electronics using a
trigger supervisor (TS) module by providing a common stgrial to the ADCs (Analogue
to Digital Converters) and TDCs (Time to Digital Converjeaad a delayed common stop

8Commercial (FASTBUS or VME) modules were used wheneveriplessbut custom modules with
in-house designs were developed when commercial options ma available, or the application was so
specialized that significant gains in performance or coslctbe achieved [79].
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signal to the DC electronics. When a L1 trigger signal occues the event is accepted,
further signal reception from CLAS is halted for while the Level-2 trigger (L2) uses
additional information from the acquired data to make thalforecision on whether to
reject the data and reset the front end electronics or coawerread out the data. If L2
okays an event, the conversion is initiated and the det&dtbnot go live until all ADCs
and TDCs have digitized and locally buffered their data, @ess which typically takes
20 us [80]. In this experiment, only the Level-1 triggers requgra coincidence between
the signals (above some specified thresholds) in the EC andeWw CC (from INFN)
were used. Because the new CC was only in sector-6, no eidciggers came from the
other five sectors, thus, basically using them only to retledother coincident particles
from the accepted multi-particle final states. In additiotite normal production data, a
few special “EC-only” data runs were also taken with no CQalg required in the event
triggers. These special data sets together with normalwlata used in estimating the
(in)efficiency of the CC-detector.

After passing through the pre-trigger discriminators patimpt PMT signals contain-
ing information about the hit locations in SC, and CC and dépd energy levels in EC
are sent to a custom electronic system to make groupingsusnsl af them to generate a
fast 62 bit signal, which, in turn, is sent as input to the Ligiger in order to decide if a
desired event has occurred. Using a three-stage pipelieedony lookup with a pipeline
speed of 67 MHz, the input bit pattern is compared againsvaded patterns in memory
tables which are programmed using a graphical softwaregugckalled TIGRIS [79].

As soon as a L1 signal comes, the TS generates the gates fdetibetors to allow
their signals to be digitized in the 24 FASTBUS and VME cratgioned in the experi-
mental hall, waits for conversion (by ADCs, and TDCSs) of adltes to complete, and then
places the event on the readout queue by sending all infarmtt the 24 VME Readout
Controllers (ROC1 to ROC24). (The readout happens asynolsdy with conversion.)
Fig(28) shows the overall schematic of the data data flowenGhAS DAQ. The arrays
of digitized values related to different detector compda@ollected by the 24 ROCs are
translated into tables with each data value (having a siagpdb 16 bits) in it given a
unique number to identify which component of the detectos vesponsible for the data.
The tabulated data is then transferred via fast Ethernéesab the CLAS online acqui-
sition (CLON10) computer in the control room, with threenpary processes - the Event
Builder (EB), Event Transport (ET), and Event Recorder (ER)ning in it. The EB as-
sembles the data pieces coming in the form of different stol®uild the complete events,
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and then packages the complete event data by prefixing thdiViables with headers to
form “banks” and labelling the collection of banks by a rurdavent number, an event
type, and the trigger bits which are put in a separate heaa#. blrhe packaged event is
then passed to the ET managed shared memory (ET1) in the CL@INCh allows si-
multaneous access by various event producer or consumszgs@s running on the local
or remote systems. The ER collects data from the ET1 andsaitite a single stream to
a local array of magnetic RAID disks. When the disk is fulke tthata is transferred to a
remote tape silo managed by the computer center a kilomwmaﬁa Some events from
ET1 are also sent to remote ET systems, e.g. ET2 and ET3, doorthne monitoring
purposes.
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FIG. 28. An schematic of the data flow in the CLAS DAQ.

9Since the maximum tape writing speed is small (about 10 MBY{&9], data transfers are performed
in parallel, so that consecutive files may end up in diffetapé silos
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Trigger bits

Every reconstructed event in the BOS file has, in its HEVT hanknteger variable called
trigger bits which represents a 16-bit binary number that carries énggformation about
various detector components (the level-1 trigger bit \deian the ntuple-10 is named
'I1bit’). An N-bit binary number is an array of N zeros and snehich represents the
following:

20+ ap2t +az2’ + ay2® +as2* + ...+ a2Vt (100)

where, the coefficienta, are either 1 or O (i.e., the bit is either present or absermt).aRh
example, if the trigger bits variable has the value of 4148heans that the bits 1, 4, 10,
14, and 16 are present and others absent because,

41481= 204 23 4 2104 2134 015 (101)

Out of the 16 bits, the first six (1-6) indicate whether therasvproper event trigger
(CC+ECQ) in the sectors 1-6 respectively. The next two (7tth &) represent EC trig-
gers only, with 8 representing a lower EC threshold than timainally used for event
triggers. The next six bits (9-14) are left unused and thetlas (15-16) both indicate
(redundantly) the sign of the corresponding helicity bucke

In general, only those events that have valid hits in at least sector are good for
inclusive analysis, so only events with at least one bitgmesut of 1-6 are kept and the
rest is discarded. In fact, EG4 used only the 6th sector, §oewents with the 6th bit
present are useful for the final analysis. The bits 7 and 8 sgtilfor works such as pion
background studies. The last two bits are eventually odenrby the modified variable
read from the fixed helicity tables and, hence, go unused.
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CHAPTER 4

DATA ANALYSIS

As stated in previous chapters, the goal of this data arsly$d extract the spin struc-
ture functiong; for the deuteron and evaluate its moments. We also saw (524258
that the produch;F, which is proportional tarr, directly enters sum rules for the real
photon point, which leads to the generalized GDH integﬁa%)(and the generalized for-
ward spin polarizability ) being expressed in terms of the first and third moments of the
productA;F;. In view of that, we decided also to extract the prodfigf;, using exactly
the same procedure as or.

The extraction of botly; andA;F; depend directly on the measurement of the follow-
ing polarized cross-section difference:

25010 251 1 N+ N~ 1 1 1
do dco _ [ ] _ (102)

AO' = — = — —_ S —
7 dQdE' dQdE' T Ne [NS N | RR 8Q Egetector

where,
e N = Number of deuteron nuclei in the target

N*/~: Number of scattered electrons (off deuteron only) for ézalftity state (+/-).

Nei/*: Number of incident electrons for +/- helicity states

R,R = Product of the beam and target polarizations

AQ = sinf-AB - Ag: The solid angle for the given kinematic bin. This term ircgs
the “detector acceptance”.

e Ejetectoraccounts for the detector efficiencies

The data analysis to extract the physics quantities ingoeurately measuring each
of these quantities, either separately or in some combioal.fTo do so, the data must be
properly reconstructed, calibrated and corrected to laliithe scattering events during the
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experiment. Since the reconstructed events include a \aitiger of physical processes in
addition to the electron-deuteron scattering processabaire interested in, proper event
selection cuts must be applied. In this chapter, all thegesstom the data reconstruction
and calibration through the extractiongfare described.

4.1 EG4 RUNS

The deuteron target part of the EG4 experiment ran for abodrath in 2006, mostly
with longitudinally polarized frozen NPas the target. In between these deuteron runs,
some small amount of data was also collected on carbon-12mapty cell targets, which
are important in various auxiliary studies during the datalysis (such as their use in
estimating nuclear background while developing momentamections, estimating the
length of the target material or estimating unpolarizedkbgeamund). A total of 113 data
runs (from run ID 51896 to 52040) were collected for the lolweam energy (1.3 GeV)
and 221 runs (from 51593 to 51867) for the 2.0 GeV case (witih ean consisting of
about 30 x 107 event triggers)[[81]. Each run took about 2 hours and catketout 2
GB of data in raw format and saved as about 20-30 BOS files (desaction). With the
combination of low beam energy and low scattering angle,famwmentum transfers can
be measured down to about 0.02 GeNithin the kinematic coverage of the resonance
region (108 <W < 2.0 GeV.)

4.2 RAW DATA PROCESSING - CALIBRATION AND RECONSTRUCTION

The raw data recorded by the CLAS DAQ system consist of ADC HDE values
registered by different components of the detector (inagasp to the passing of various
particles through them) and also some beam related infmmatch as Faraday Cup
readings and beam helicity information. These data arecteitl and saved (by the DAQ
system) in the fortran-77 based BOS format| [82] which immats a dynamic memaory
management. In the BOS file, the data is organized into bamikis,each bank carrying
data belonging to a particular detector or some part of ithEenk consists of two parts -
header and body. The body contains the actual collected siath as the ADC and TDC
values from detector components such as PMTs, in the casavodata, or information
such as energy and time in case of the reconstructed datig,tiv header contains some
relational information - such as the bank identifier, the benof rows and columns of data
in the bank and the location of the next bank. In the case oit&cucted data, in addition
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to the banks carrying detector specific reconstructed mmébion such as the energy and
time of the signals, more banks are added to the data filedangthigh level information
such as the number of particles detected in a given evenfiptitenomenta of each of the
particles etc.

These raw data are next processed with another standard GbfABare package
called RECSIS, which analyzes and combines the matchirsgabidl pieces of the raw
information (in the form of the TDC and ADC values from varsodietector components)
to reconstruct particles and events that produced thoselsigSuch reconstruction pro-
duces output data that consist of event and particle ID$icf@positions and energies and
momenta (in the lab frame CLAS coordinate system), and alseesstatic particle proper-
ties such as charge and mass. The reconstruction prograngesmetric parameters and
calibration constants (from the CLAS database) for thealeteo process and convert the
raw data into the output form.

This iterative work of data reconstruction and detectoibcation, which was a very
computing intensive and time consuming, was done by R. D& Mine of the EG4 col-
laborators from INFN, Genova, with good expertise on CLA&daconstruction - soon
after the data collection was completed (from 2006-2007).

The first part of the data processing is the detector calthratn this phase, a small
sample (about 10%) of raw data (uniformly selected over titgesrun period to ensure
time stability verification) is chosen and the energy ancetoalibration constants are ad-
justed to give the correct behavior while constantly maigp related variables. This is
done separately for each run period to consider the diftetgming conditions, the possi-
bility of unwanted changes in hardware that may have ocduagwell as drift of detector
response over time. This process of adjusting the caldratonstants and reconstructing
the data is repeated until a desired level of accuracy isiehdOnce that level is reached,
the calibration constants are “frozen” and the final reaaiesion is done. The resulting
output is saved in especial forn@ts‘l’ hese saved data provided the starting point for our
higher level data analysis as described in this dissernaflde details of the calibration
and reconstruction process can be found_ in [66].

4.3 HELICITY STATES

As we saw from Eq.[102, the physics extraction depends onureagnts of the
number of events in the two (+/-) electron helicity statedse CEBAF accelerator provides

Two especial data formats - BOS and ntuple (h10) - were used
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FIG. 29. Different data signals sent from the injector thamnitor the helicity states of
beam electrons. (Fig. courtesy of N. Guler|[35] ).

the polarized electrons in closely and equally spaced lesichhese bunches are further
grouped into “buckets” according to their helicity statedjich are alternated pseudo-
randomly at the injector with a frequency of 30 Hz. The infatian on the helicity state
of each of the buckets and the total integrated charge ¢wdan it is injected into the
DAQ data stream immediately after the helicity flip. Usinganbination of different
types of sequence control signals sent from the injecta Eg. [29), it is possible to
determine which helicity state a particular event belonedvhich then can be used to
label the helicity state of the event in the data stream ttmgyevith the total beam charge
of the state.

4.4 DATA QUALITY AND STABILITY CHECKS

With an available set of good event/electron selection, &agam charge (measured by
Faraday cup) normalized total event counts (sometimeskalean as event “yield”), as
well as polarization dependent differences, were caledl&ir each of the data files for all
the runs and then plotted against the run number to studyatzedqiality and stability as
shown by Figsl_30, 31 ahd32.

If nothing unusual happened or if the experimental condgiare not changed, then it
is expected that the event yield as well as the count diftenemain constant over time.
Therefore, the graphs of these event counts plotted vensigsdr run number (which
also roughly reflect the flow of time) should indicate the 8itgband quality of the data
collected. For example, Fid. B0 shows such a total yield footll the data files from
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the 2.0 GeV beam energy data set on deuteron target. We cahatabese data runs
display some features of instability over the full periodiofe, but stability over short time

periods. For example, all the data with run numbers belowebhd610 show significantly

higher event yield than the runs after that run (possibly tdugeam-target misalignment
as indicated by raster magnet ADC values in[Eif 32.

Total Yield
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Total Yield

o
[
[
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51600 51650 51700 51750 51800 51850

FIG. 30. Total normalized yield= %) for 2.0 GeV NIy runs.

Likewise, the stability of the polarized count differenaeshe elastic region (@ GeV
<W < 1.0 GeV) as well as separately in the delty) (esonance region were studied
by plotting them versus the same run numbers (here the ®k@stiA-resonance regions
are considered separately, because the spin spin asyresnietrihese two regions have
opposite signs, which would have decreased the observetetite if combined. To
further enhance the sensitivity of the observation, thieihice of the count differences
measured in the elastic addresonance regions as given by

1 N+ N~ N* N™
ANgjastic— ANp = - (= 1
elastie . RR {(FC+ I:C_)elastic <FC+ FC_)A } ( 03)
were plotted (see Fi§. B1). It was observed that this elastimalized count difference

(which is what really matters to our analysis, in the end) wash more stable than the
total yield.
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FIG. 31. Polarized yield differences (Eg._103) normalizethwd,R and BPM/F-cup for
elastic peak minus that for tiepeak for the 2.0 GeV NPruns.

The same was also repeated for the other variables such emthmean-square of the
ADC values (see Fid. 32) which carry information on the X ancbérdinates of the beam
at the interaction vertex, thus their plots giving us somawhore direct information on
whether there was any misalignment between the beam andrtiet.t

Based on the studies of these quality and stability ploesg#ta runs were divided into
subgroups with each beam energy data set. In each subgnewtata showed more stabil-
ity than over the whole run period for the given beam energy.example, in case of the
2.0 GeV deuteron data, the runs were divided into four dissab groups corresponding
to the four separate bands as seen in the[Eig. 30. These splsgaere later treated and
analyzed separately to get the corresponding normaliziediped count differences (with
all data runs from each subgroup combined together). Afieeirtitial combination within
the subgroups, they were again combined into the grandlgtatoperly considering the
half-wave-plate status, and the target polarization twes.
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FIG. 32. Root-mean-square of the ADC values for the rastegreiacurrents in the di-
rections X and Y. The distributions show a larger raster sizee y-direction for the first
group of runs, indicating that the beam may have been hitliegedges and the walls of
the target or other more dense structure support matethails explaining the higher total
yield for the corresponding runs as shown by the Fig. 30. dbis not affect our final
analysis because these off-target materials are not pethand, hence, do not contribute
to the polarization dependent count differenadl) used in the final analysis.
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4.5 KINEMATIC CORRECTIONS

Particle 4-momenta and event vertices as detected by CLA&annstructed by REC-
SIS are not accurate enough for various reasons. First, FEE@f#&s not take into account
the fact that the beam is rastered in polarized target exertis. Next, any imperfections
and mis-alignments of detectors and other components aperimental set-up are not
accounted for. Also, the torus field map is not known pregisti addition, the effects
of multiple-scattering and particle energy losses are aosiclered in RECSIS. Therefore,
to get more accurate results from the data analysis, theqaléty must be improved by
applying various kinematic corrections. Following is tist bf the corrections that were
applied for analysis:

1. Incoming (beam) energy loss correction (due to ionizgtio
2. Raster correction

3. Drift chamber dependent momentum correction

4. Z-vertex correction

5. Solenoid axis tilt correction

6. Solenoid axis offset correction

7. Multiple scattering correction

8. Outgoing energy loss correction (due to ionization aftattering)

The first correction listed above considers the loss of bea@nggy due to atomic col-
lisions before the actual nuclear scattering takes placgodd estimate for this loss is
2 MeV [67,[83], which is subtracted from the nominal beam gnerThis correction is
applied during the analysis whenever the beam energy isviedpand therefore it is not
included in the correction package described below.

4.5.1 RASTER CORRECTION

The polarized electron beam coming from CEBAF to Hall B igeesd in polarized
target experiments. This is done to minimize radiation dgen@epolarizing effects) to
the polarized target and also to make maximum use of thettargeerial (effective beam
size increases and, therefore, the overall volume of exptagget increases). The beam
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is periodically spiraled covering a circular region of theget cross-section by using two
raster magnets - one for the horizontal (X) direction andbther for the vertical direction

(Y). The currents driving the two magnets are continuoustprded by analog-to-digital
converters (ADCSs).

Projection onto x-y CLAS plane (z-axis = beam axis points into plane of figure)

Sector midplhane Vel

., Planes perpendicular to
"| sector midplane

\g"“Truglifﬁértex (X.,¥o2.)

X (XHOITI’yI'IOITI’ I'IOITI)

: 'Nominal beam position (0,0,z)

5 W
True/beam position (x,,,y.,,zJ)/ /3' Nominal vertex z

RECSYS assumes vertex lies
on the intersection of track
and plane perpendicular to

§ = X COS(g )+ yp SiN(Q; ) . sector midplane

§= x'COS(Pack — @5 ) =

x'= (xb cos(@ )+ y, sin(gy )) [ COS(Prrack = Ps)

FIG. 33. Raster correction geometry illustration (Figuoertesy of S. Kuhn)

The ADC values thus recorded can be translated to the cagdirfx,y) of the exact
beam position at the target. The values of x,y can then be wsathke corrections to
the original track by RECSIS (which assumes x and y were zalowing better z-vertex
and azimuthal angleg) reconstruction. The better z-vertex reconstructionvealdetter
selection of events from the target proper, rejecting es/&#nom upstream and downstream
windows (especially for particles at small angles), andataa be used to reduce accidental
coincidences in multi-particle final states (or to look fdfset decays such as from).
Correction of¢ improves missing mass resolution for multi-particle fingltes which
is very important in exclusive channel analysis. In additiplotting a two-dimensional
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histogram of events as a function of the raster informati@ama y, one can look for mis-
steered beam that might have hit the target cup edges.

Projection onto scattering plane

track

“True” vertex (x,Y..Z.) b

\ » True beam (x,,y,,z)

Nominal vertex (X, Ys.2,) g Az A

P
[ | Nominal beam (0,0,z)

Teorr = <0 1 Az = p t x'/tanf

FIG. 34. Raster correction geometry illustration (Figuoertesy - S. Kuhn)

A procedure was developed by P. Bosetdl. [84] to translate the raster ADC values
into the beam coordinates x, y and then use them to improveteetex andp reconstruc-
tion. This procedure was successfully applied in previouA&experiments and EG4 has
also embraced it to do the needed raster correction.

In short, the procedure for this correction is as follows:

1. Translates raster-ADC values to beam coordinates x and y.
2. Corrects the event vertex z-coordinate (representediaghe data).
3. Corrects the azimuthal angfeof each particle in the event.

This correction is applied before the momentum correct®m.the partially corrected
@ and v will be a part of the input fed into the next stage of the kinemeorrection
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which, henceforth, will be termed “momentum correction”.

Procedure to translate ADCs to centimeters

|x vs y with 21p Rst-cor, Eb= 1339MeV | Ray21pRc_Ebiot
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FIG. 35. Beam coordinates x and y calculated with the rasteection procedure.

The procedure assumes that a linear relation holds betweeaster currents and the
beam coordinates x and y (displacements in cm produced bijeldeof the currents) as
follows:

X = (Xadc— Xof fset)Cx, (104a)

Y = (Yadc— Yot fset)Cy, (104b)

where, Xoffset Yof fset Cx, andCy are the parameters to be determined by the procedure.
These parameters are determined by selecting reasonablseaanstructed events each
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consisting of more than one charged patrticles tracks aigig reasonably close to the
nominal target center gw- 101.0 cm) and using them in TMinuit (ROOT Minuit program)

to minimize thex?, defined as

N
X2 = .Z\((Zcorr>i - 20)27 (105)

1=
wherez, is the 5th parameter that defines the center of the targetsaiodoe determined

from the minimization. Likewisezqqor is the trial value of the corrected z-vertex (a func-
tion of trial values of the first four fit parameters, as will&adent below). TMinuit will
give us those values of the parameters which giveg e minimum value.

| 50916 3GeV Zv_cor

Entrles 1381303
Mean -100.1
RMS 3608
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FIG. 36. Vertex Z-coordinates (in cm) of scattered elegrfvaom an 3.0 GeV empty-cell-
target run before (black) and after (red) the raster caomst It is clear that the correction
improves the resolution, thus revealing the positions efgimpty target cells (the first two
peaks near -101.0 cm) and the heat shield (around -93.0 cm).

From a simple geometry consideration (as illustrated is E&$ and 34), an expression
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for correction to the z-vertex in terms of X, y and angles o&stiple track is arrived at as
follows:

Zeorr = Zrecsist x’/tan(@), (106)

where zecsis and zeorr are the z-vertex measured by the tracking code and the +aster
corrected z-vertex respectively, and

X = (x cogps+y sings) /cos @ — @), (107)

is the distance in cm along the track length that was not densd in tracking (because
the tracking code assumes that the track started ken®, y = 0); ¢ is the sector angle
defined as the azimuthal angle of the sector mid-plane (¢qual- 1- 60 degrees, where
sis the sector number from 1 to 6), adis the azimuthal angle of the particle (in the
lab-coordinate system) defined @s= arctan(cy/cx), wherecx andcy are the x- and y-
direction cosines of the track.

Due to the difference of the actual track length (through 38ekG magnetic field
of the target) from what is assumed by the tracking softwtre,azimuthal angle is
reconstructed incorrectly. The angpecan now be corrected by adding a correction term
—50q(x'/100) /33.356/ p; to the reconstructed valugecsisas follows:

@orr = Grecsis— 50q(X'/100) /33.356/ p, (108)

where @ecsis and @orr are the reconstructed and corrected valueg oéspectivelyq is

the particle charge in units @f the factor 50 is the target field expressed in kG, the factor
100 is to convert the unit cm of to m, the factor 33.356 is the inverse speed of light in
the appropriate units ang = psin(0) is the particle’s transverse momentum expressed in
GeV [84].

For our analysis, all the four parameteds rset Yot fset Cx, andCy were determined
separately for each beam energy by selecting a set of gociiaeie and using the method
of x? minimization (see Eq_105). With the parameters known, weuse Eqs._104a and
to convert the X- and Y- ADC values into beam positionglifattarget location) in
centimeters as shown in Fig.]135 for 1.3 GeV data. Likewigeand¢ can be corrected by
calculating the correction ternx§/tan(6) and—50q(x'/100) /33.356/ p: and adding them
to the respective reconstructed values (see Eqgsl.[106, Fo8)example, Fig[_36 shows
the distribution of electron Z-vertex distribution (fromGV proton data) before and after
the corrections. It is evident from the figure that the cdrogs improves the resolution
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as expected in addition to shifting (towards left) the agerposition of the distribution by
some amount.

4.5.2 DRIFT CHAMBER (DC) DEPENDENT MOMENTUM CORRECTION

Different DC related factors contribute to the biggest péthe systematic deviations
of particle momenta as reconstructed by RECSIS. The dréditrdders could be misaligned
relative to their nominal positions or the survey resultt il used by RECSIS could be
inaccurate or out-of-date. The effects of physical defdaioms (due to thermal and stress
distortions) of the chamber including wire-sag, incormgte positions may not have bee
incorporated properly. The torus field map used by the rdoactson software may not
have been accurate and complete enough [85]. To address ikke these, a general
approach as described in [85] which makes correctiompsaiod 6 was followed to develop
the corrections.

The ratio of the correction to the magnitude of the momentaniccbe expressed as:

Ap

o = Pcorrl+ Pcorr2+ PatchCorr (209)
where,
Pcorrl = ((E+F(p)ﬁ+(G+H(p)sin6) P (110)
sing qBtorus
Pcorr2 = (Jcod + KsinB) + (Mcos + Nsind) ¢ (111)
PatchCorr=0.02( P+ (Q+ R%’)(g)3 (112)

The quantityByor stands for[ B, dl along the track length multiplied by the speed of
light in the units of m/ns (c = 0.29979 m/ns) and is given by

Btor = 0'76733759/rad for 06 < 3 (113)
o ltor n
Bior = 0.76 for 6> — (114)

33759 /rad 8
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In all these equations, sector numb@r, 6eg and@egcome from the angle infor-
mation measured at DC1. The direction cosine variablesx/1I1 cy, tl1 cz (from passl
ntuples) are used to derive these quantities. C++ standadatiéns acos() and atan2() are
used to evaluat@, @ (w.r.t the sector mid plane).

All these total of eleven unknown parameters were determngeparately by fitting
above mentioned momentum offsets (in combination withzatidon energy loss correction
for electrons) to the correction function given by the Eg3.10

Unlike for sector-6, both p- anél were subjected to correction if a given particle track
was detected by the drift-chamber in any of the other 5 secibhis time, the PatchCorr
component was not considered in the expression[(Ed. 109)éorrection. On the other
hand, following expression was used to parameterize thectwn to the polar anglé.

AB = (A+ B(p)% + (C+Dg)sin6 (115)

A total of 12 (8 for p-correction and 4 fa@ correction) parameters for each of these
five sectors were determined (from a fit procedure to be desttibelow) to account for
the DC contribution to the corrections.

4.5.3 SOLENOID CORRECTION

If the axis of the target solenoid field is not aligned exaellyng the beam line, then
the ¢ reconstruction is skewed. To correct for that, the follogwianges are made to the
reconstructed angles:

CXrue = CXini +8/P (116a)

Cltrue = C¥ini +b/p (116b)

wherecx andcy are the x- and y- direction cosingsjs the particle momentum and a and
b are the parameters to be determined by the fit (descride&i@)4It's clear thatx and
cy and thereforep = arctan(cy/cx) is changed by this part of the correction.

The target field may also have an overall displacement oebfig.t the beam line and
so the following correction to the angles is used in additmtihe other corrections:
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o - Scogn — T singni
@rue = @ni + ABsolenoid 0SiNBi; (117a)
Ucospni — V singni
Birue = Bini + ABsolenoid il Wi (117Db)

Y

Here, S, T, U and V are the additional parameters to be detedy the method of
X2 minimization (see Se€.4.5.6) for the overall correction.

RECSIS evaluates the vertex assuming that it lies on thesixtgon of the track and
the plane perpendicular to the sector mid-plane that cosithe beam axis [86]. So, REC-
SIS backtracks the DC-reconstructed particle track ands fthd point where the track
meets this plane to determine the vertex. As a consequeihde,doing the raster correc-
tion, we correct Z in addition t@. Since the track itself is subject to further corrections
even after the raster correction, the vertex should alsmhbrected further. The following
expression is used to further correct the z-component ofehex.
60— 6|ni

Sint6

where 6, is the polar angle (in radians) at the stdtjs the one after all the previous

Zue=Zst t+Y (118)

corrections and 'Y’ is the new fitting parameter to be deteediwhose physical meaning
is the distance from the vertex to the first region of DC (alddit cm) [87].

4.5.4 MULTIPLE SCATTERING CORRECTION

As a patrticle travels away from the reaction vertex, it emters additional scattering
centers (within the target material as well as outside)fedieing registered by the CLAS
detector. That means, even if the detectors record the prexé&ctly, its angles most likely
would not be the same as the ones at the vertex. Since the pedéion is reconstructed
based on the angle information, the reconstructed verteXdmvaso be shifted from the
real one by some amount (see Higl 37).

This effect is common in all CLAS experiments and a simulastudy (using GSIM
(see Sec. gsim)) ) on this issue was done by the collaborafdiee CLAS EG1b and
EG1dvcs experiments [88]. The study indicated that trackdccbe corrected for this
effect if there are multiple track in an event, with the cotiens to the angles given by
simple parameterized formulas. These corrections aredb@se¢he assumption that the
real z-vertex of all the coincident particles in an eventiase to the average z-vertex for
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T

FIG. 37. An exaggerated figure showing the effect of multgdattering.

the event, and that the angles should be modified accordirfigig average z-vertex is
calculated as:

Zpart/ Zes
Zave= (2) = zz"lf‘f (119)

where the sums are over all the well-identified charged glagtifrom the eventpa is the
z position of each of the particles (with all of the previowsrections applied), angles is

the resolution in z which is given by
0.1

N p.B
wherep, is the transverse component of the 3-momentum givep bin@ andf is the

particle speed in the units of the speed of light.
After finding the weighted average of the z-vertex, all thdipkes from the event are

Zres (120)

'forced’ to originate from that vertex and the angles argected as follows:

Birue = Bini — (Z— Zave) (LB + M/ p) (121a)

@rue = @ni — A(Z— Zave)N/P (121b)
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where L, M, and N are the three more parameters to be detedrfriom the fit (see Sec.

4.5.6).
4.5.5 OUTGOING IONIZATION LOSS CORRECTION

After all the previous corrections are made, the energy df @athe particles is calcu-
lated asE = m and a correction for ionization loss is added td;, = E +AE
with AE = T where the factor is the total effective mass thickness traversed by the
particle and

dE/dX ~ 2.8 MeV/(g cm ) for electrons (122a)

and, for hadrons [§9]

0.5 B2y? 2
dE/dX ~ 0.307x <|n<2.0><51100.090) B ) MeV (122b)

which is an approximation of the Bethe-Block formulal[89]:

—%Z—i = 47NarZme i Blz ('%M) —BZ) (123)
This quantity is calculated as follows:

e T=T1/cod if 6 <=rm/4

e T=1)/cogm/4) if 6> m/4
wherer is calculated as:

e 7y=Azx06+04 ifAz>0.0andAz<1.0

o 7/=06+04 ifAz>1.0

° TH =04 if Az < 0.0

With AZ = Zarget center— Zave+ Ltarget/2 = (—1010 cm —Zave+ 0.5) cm being the physi-

cal distance (along the target length) traveled by the @darthrough the polarized target
material (e.g. the EG4NDtarget has length 1.0 cm and is positioned at z = -101.0 cm).
The factor 0.6 is the effective mass thickness ofsN@ensity of NI} (~ 1 g/cn?) multi-
plied by the packing fraction which is roughly 0.6 [65], whas 0.4 is the sum of the mass
thicknesses of He~( 0.3) and that of window foils{ 0.1) [35].
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Using the ionization loss corrected energy and the rest ofake particle, momentum
is recalculated agcor = \/EZ, — M? (Wherem is the mass of the particle). Finally, this
new p is used along with the previously corrected angles aduate the three cartesian
componentgy, py andp, of the momentum.

4.5.6 PROCEDURE TO DETERMINE THE PARAMETERS

As is clear from above sections, all together, there are 8dnpeters to be determined
for the various corrections. These are:

e 11 parameters for 6th sector DC dependent momentum camegcrresponding to

Egs. [110),[(111), and (112))

e 60 (= 12x 5) parameters for the same type of correction corresportdinther five
sectors (corresponding to Eqs. (110), (111) and](115)).

e one parameter for the z-vertex correction (correspondirignt [118))

e 6 parameters for solenoid tilt and offset corrections @sponding to Eqs.[(116)

and [117))

e 3 parameters for the multiple-scattering correction @sponding to Eq[{121))

Out of these, the first eleven parameters for the sector#@ciion are determined from
one procedure and the rest are determined from a differecegure.

Procedure to determine the first 11 parameters

The procedure involved dividing the covered kinematic sgato a number of bins, find-

ing in them the magnitude of shifts of the inclusive elasgalws w.r.t. the expected posi-
tion and use that to fit to a function to get an analytical eggi@n for the correction. The

following angular bins were used:

e Six G4 bins: (0,8),(8,10),(10,12),(12,15),(15,20),(20,3Q)des
e Five @yq bins: (-10,-6),(-6,-2), (-2,2), (2,6), (6,10) degrees

where the angles used are the ones measured at the firshdnfber andy« is measured
w.r.t the sector mid-plane (thus the maximum range allow€e30.0,30.0)).
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Ebeam
_ 124
elastic 1+ m?\?l%ngrﬁ(ee/z) ( )

In each of these kinematic bins, the quanfily = E/,;;.— p is histogrammed for both
NH3 and G, data separately. Next, the carbon histogram is cross-rizedavith the am-
monia histogram and subtracted from the latter one to remiozenuclear background.
The difference gives histogram for the elastic events (asvetby the dashed green his-
togram in Fig[3B. A Gaussian fit to the extracted elasticogistim gives the position and
width of the distribution. The offset or shift of average pios of the peak with respect
to the expectedE = 0O gives us the needed correction on endfgy p for the electron.
This process is repeated for all of the bins listed above hadatorrespondindg offsets
or the corrections are determined for each of them. Fin#ilgse values of corrections
for different average values @ and @y are used into Eq._I09 and then used in the
X2-minimization based on four momentum conservation (asriest below) in order to
determine the 11 fit parameters.

Procedure to determine the rest of the parameters

This procedure uses the techniquexdtminimization, where the? is constructed from
the 4-momentum conservation requirement in exclusiveti@a for which sufficient
statistics is available. Two types of events (from Ntdrget runs) in which all parti-
cles in the final states are detected are chosen for this peiy@o that both higher and
lower momenta are covered. Fully reconstructed elastintey®e, € p) are used to cover
higher momenta and exclusipée, € prtt 1) events are used to cover lower momenta for
different types of hadrons. The? to be minimized is calculated as follows:

X% = Xp_missT X + X2 + Xpar (125a)

where,
R e L
X2 = (oo~ Zave)® (125d)

2
all particles Zes
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FIG. 38. Plots showing background removal from thiE counts from NH (shown
by “NH3” line) data (by subtracting cross-normalized counts frti@ data (shown by
12C.caled line)) to separate the elastic peak (shown by “NH?Cqcqed’ line) in one of

the kinematic bins, thereby getting the momentum offsettfat bin.

2 par®

Xpar - all pa%meterig) (125e)
wherez.or andzye are evaluated using Elg. 118 and 1119 respectively after apgpilye DC
dependent corrections.

Event Selection

For all events, the usual fiducial, preliminary vertex aretebn 1D cuts are applied (see
later). Protons and pions are selected using time-of-fli§#) cuts, in addition to other
simple common cuts. Finally, cuts on all four components &smg 4-momenta are ap-
plied to exclude events where not all produced particlegwletected or where there were
accidental co-incidences. These missing momentum cuissalye to suppress nuclear
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background (from various sources such as fi3 nuclei in the ammonia target, from
target windows etc.). The cuts used in the initial data skingmequired that each of the
four missing components be less than 0.1 GeV. Later duri@djtftighter cuts (up to 0.03
GeV for the x- and y- components and up to 0.04 for z- and E- @rapts) were used.
The cut orEpssalso serves to remove events where the radiative (intermadternal) loss
in electron energy could be large enough to skew the momeoturactions. For elastic
events, the three more cuts (on X, andA@) were applied.

After the desired sample of the two types of exclusive everdrse selected, raster
correction was applied to each of the particles from the $apmpodifying/correcting the
z-vertex and the azimuthal angpeby some degree. Then the sample was subjected to the
above mentionegt?>-minimization to optimize all the remaining free paramstar our
momentum and angle corrections.

Once the minimization were complete, all the unknown patarmsevere determined
and they were used to apply the correctiongptand 6. For example, Figs._39, 40 and
41 show the effects of corrections on various quantitiesifiergnt type of events. We
can see that the corrections have not only shifted and inggrtive positions of various
distributions but also improved their resolutions (naredwdistributions relative to the
distributions before the corrections).
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4.6 EVENT SELECTION CUTS

In CLAS electron-scattering experiments, the scatteredten defines the timing of
each event. In addition, in inclusive measurements, thitesed electron is the only parti-
cle to be detected and measured. So, it is particularly itapbto make sure that electrons
are well measured and properly identified and are not comtztenl with other misidenti-
fied particles such as negative pioms | or lost by being misidentified as something else,
thus affecting the accurate measurement of cross secfiopsirticular,7T-and electrons
give rather similar detector signals and, therefore, affecdit to discriminate in some
kinematic regions. In each event the electron candidatesiségative track that triggered
the event. The trigger condition is ensured by choosing tisé éntry in the event and
also requiring that the track has hit matches in CC, DC, EC3Da@nd is also time-based
(positive DC status word in DCPB).

All four layers of detectors are important in identifyingeetrons. For example, track-
ing by DC decides the charge of a candidate, SC records tleedirflight, which is im-
portant in the time-matching criteria as mentioned belote Tollowing list shows crite-
ria/cuts defining a good electron starting from a candidiztet®n.

In addition to the electron ID cuts, we also make further toiselect only those events
that originated from the polarized target and also only ¢htbsait were detected within the
fiducial region of the detector. In other words, one may divite cuts into two categories
- electron ID (or good electron) cuts and good event cutslowahg are the cuts used to
selectgood electronsandgood events

1. Good Electron Cuts

(a) Cut on Particle charge: g=-1
(b) Detector Status cuts:

i. DC status: dc>0; dc part-0
ii. SC status:sc>0; scpart-0
iii. EC status: ec>0; ecpart-0

iv. CC status: cc>0; ccpart-0
(For simulated data, all of the above except those on CC hlasaare
used.)

(c) Electromagnetic Calorimeter Cuts(see Sed. 4.6.1)
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(d) Osipenko cutsCuts on CC anglé , ¢ and time matching between CC and
other detectors. (see Séc. 416.2)

(e) Cut on Minimum Number of Photoelectrons (see Sed. 4.6.3)
2. Good Event Cuts

(@) Cut on Minimum number of particles detected and reconstruced in the
event: gpart-0

(b) Minimum/Maximum Momentum cuts (see Sed.4.6.4)

(c) Sector cutdc_sect = 6; ccsect = 6 (to select electrons from the sector where
the low momentum Cherenkov detector was installed)

(d) Scattering Vertex-Z cuts(see Sed._4.6.5)
(e) Fiducial Cuts (see Sed. 4.6.6)

Data analysis method of this thesis relies on comparing xperénental data with a
data set produced from a Monte-Carlo simulation that wasabstic as possible. The
simulation process involves first the simulation of the ptgprocess of inclusive electron
scattering, then simulation of the CLAS detector responkenathe scattered electrons
passed through it and finally reconstructing the events ftoensimulated detector re-
sponses using the same reconstruction software as uséxfogdl data. So, we also have
to analyze the simulated data in the same way as the expeadhuata requiring similar
event selection cuts of their own. In the ideal situatiohcats would be the same for
both types of data. But, despite our efforts, we could noter@k simulation match with
our experimental data to the expected level - mainly due neespreviously unseen issues
with the reconstruction software (RECSIS). So, some of Hta delection cuts are defined
separately for the two cases and sometimes even for diff€@®&hins (to make sure we
have the same fractions of events in corresponding kinerbats for

4.6.1 ELECTROMAGNETIC CALORIMETER CUTS

The EC cuts basically consist of three different cuts appiogether. One of these is
on the sampling fraction (which is the fraction of the enedgposited in the calorimeter),
another on the energy fraction deposited in the inner pattetalorimeter and the last is
based on the correlation between the inner and outer esergierded by the calorimeter.
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Cuts on sampling fraction

While moving through the EC, charged pions are minimum iimigiparticles in the mo-
mentum range detectable by CLAS. On the other hand, eactraledeposits its total
energyE;qt in the E@ by producing electromagnetic showeEs{ ~ p for electrons that
have high energies). Therefore, the sampling fradigty p should be independent of the
momentum for electrons (in reality there is a slight depecdg

|_etot[ec[0]-1]/p[0] vs p[0] _ | Emrieshzsz{20347
0.4 S O YR .: Mean x
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FIG. 42. An example of the cut on the EC sampling fraction @&V data). The plots
shows the distribution of the sampling fraction (in Y-axidtted against the particle mo-
mentum (in X-axis). The brighter stripe above about 0.2 eneéhergy fraction are due to
the electrons whereas those below are the pions.

For the EC in CLAS, the electron sampling fraction is aboR5@nd pions give signals
that are mostly below 0.2 as is evident in Higl 42 or othersftilmw. Therefore, usually a

2Because some of the deposited energy is in the lead part &Ghether than the scintillator, only a
fraction of th electron energy is detected in the EC.
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universal lower cut of 0.2 is chosen to reject most of the piwithout significantly losing
good electrons. In our experiment, with its low beam enezggn less pions are produced
and the electron peaks are even cleaner in lower kinematgcds can be seen in the low
Q? bins of Fig.[4B. Therefore, in order to have fewer good etettrejected, the sampling
fraction cut was relaxed to 0.15 for the first fourteen of @drbins and 0.2 was kept for
the higher bins.

In case of the corresponding simulation data, however, tite were not that simple
because the EC performance simulation does not match ttegientally observed data
well. As we can notice by comparing figurles 43 44, the mesitipns and widths
(represented by the of a Gaussian fit) of the sampling fraction in differ&pt bins are
not exactly the same for data and simulation, which meartsftva were to use the same
rigid cuts of 0.15 or 0.2, then we would have different frang of events selected for
simulated compared to experimental data. To avoid thisstin, Q?-bin dependent cuts
were determined for the simulation based on the Gaussiaarfihgeters of both data and
simulation as well as the above mentioned cuts used on tke diata givenQ? bin of
simulated data, the cut on the left side of the electron psakosen that is at the same
distance in terms of ite' from its peak as the cut values 0.15 or 0.2 are from the peak in
the experimental data in terms of its own For example, suppose we are considering one
of the first fourteerQ? bins, anduexp, Oexp Usim anddsim are the Gaussian fit parameters
for the electron peaks in the experimental data and sinoumaéspectively, then the cut on
the simulation would be equal j&jn— “ex%xopﬁ

In short, only two numbers 0.15 and 0.2 define the cuts on tpererental data, but
the cuts for simulation data are all different, yet they ar¢ha same relative distance

X Us|m

from the electron peaks as in the experimental data andftrer include about the same
fraction of good electrons.

Cuts onEjp

Pions, which do not shower and are minimum ionizing parsighethe momentum range
detected in CLAS, deposit only a (small) amount of energyhm ihner part of the EC
independent of their momentum. WhEp is histogrammed, the tiny pion signal peak at
about 0.03 clearly stands out from the huge electron samigidittie overlap in between.

So, a universal cut oEj,=0.06 on both data and simulation (as shown by fighré$ 45, 46
and 47) safely rejects most of the pions from the electroulickate sample.
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FIG. 45. Energy deposited (GeV) in the inner EC and the cudtl{re) used to reject pions
(seen as a peak at about 0.03 GeV) from a sample of electralideaes of 2.0 GeV data.

Cuts on Eqyt

In addition to the two EC-cuts above, one more cut based oodfrelation between EC-
outer and EC-inner (as shown by fig.]148) was used which helpiseiuto clean up the
electron sample.

4.6.2 OSIPENKO (CC GEOMETRY AND TIME MATCHING) CUTS

As discussed in chaptel 3 the new EG4 dedicated CC is made 1prabdules each
consisting of a pair of mirrors and PMTs. The segments areegdlalong the CLAS polar
angle covering 15 to 45 degrees, i.e., the segments ardexedif polar angular positions.
During normal operation, the PMTs of these segments prodaise that is equivalent to
that produced by one photo-electron passing through it. lesalt, when a noise pulse in
the CC and a pion track measured by DC coincides within tgger window of the CLAS
detector, the track gets registered as an electron caedigidhe event reconstruction pro-
gram, thus contributing to the contamination of electromdidates with the misidentified
pion tracks. In fact, this turns out to be the biggest sourfcpi@n contamination. In
order to minimize such contamination and help better idgm/iiectrons from pions, CC
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FIG. 48. Energy detected in EC outer as a function of EC inya&h normalized with the
particle momentum, for the 2 GeV data. The brown line showsg8 cut to reject pions
(which fall below that line).

geometric and time matching cuts are applied.

The cuts in this category were worked out for this experintgnX. Zheng - one of the
collaborators of the experiment. Her work, in turn, was rydsased on a similar analysis
done for another CLAS experiment by M. Osipenka [90] in oftdestudy the CC response
and thereby develop a method to better discriminate elestirom pions.

The first requirement in the CC-matching is for the electrandidate track (as recon-
structed by DC) to have a corresponding signal in CC. In afdithe track needs to meet
several matching conditions to be acceptable as descriltbe hext sections.
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CC 6 Matching

As said above, the CC segments are at different average qnodge positions (between
15 and 45 degrees), so in principle, one can expect a oned@arespondence between
the polar angle of the track (as measured at the vertex) an@€@irsegment. However,
the torus magnetic field bends the particles towards or anay the beamline, so it's
more convenient to use the CC projected polar amiglg; rather than the vertex angle
8, whereBpoj is defined as the polar angle of the position vector definedéybint of
intersection of the track with the CC plane (another pr@genglepyoj is the azimuthal
angle of the same vector). These projected angles can bealyigalculated for each
track based on the DC signals of the track as well as the CC gpnimformation. To
simplify the later analysis process, these projected anfgleeach track were calcuated
during the final data reconstruction process and then savéiek ioutput files just like the

all other information for the events and particles. Findity the actual electrons a one-
to-one correspondence betwe@o; and the segment number can be established, which
discriminates against background noise and the accidpmat (or any other negative
charge candidates). For each segment,Gkg distribution is fitted with a gaussian to
determine its meanu) and width @) and then saved for future use in cuts. These fit
parameters are then used during the data analysis to deéise @€C6 -matching cuts.
The events that have — 30 < Bproj < U+ 30 pass this cut, and the others are rejected as
not genuinely being electrons.

CC ¢ Matching

One can also have a one to one correspondence between theCQiprojected angle
@oroj and the left or right PMT in the corresponding CC-segmentabee when the track
is on the right side of the CC, the right PMT should fire and vieesa. However, there are
some exceptional cases of events which fire both PMTs. Thaderes whempyo; of the
track is less than 4 degrees (when measured relative tocter seid-plane), in which case
the Cerenkov light hits both PMTs but with less efficiencyddgse the energy is shared
between the two).

CC Time Matching

The differenc@\T between the track time recorded on a CC segment and the pongisg
time recorded on the TOF, corrected for the path length fitoerQC to the TOF, is used to
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define one of the time-matching cuts. Likewise, the time leetwCC and EC is also used
to define another cut.

4.6.3 CUT ON MINUMUM NUMBER OF PHOTOELECTRONS

The “nphe” variable in the data ntuple which represents tB&Aignal from the CC
converted to “number of photoelectrons” and multiplied Byidalso to discriminate elec-
trons from pions and electronic noise. The number of phetdedns produced in CC by
an electron is typically between 5 and 25 or between 50 andir2%i®e units of nphe,
where the electronic background and negative pions prodiggels equivalent to one
photo-electron (or 10 in nphe units) and so a cut is deteringoenewhere between these
two regions based on the shapes and sizes of the electronangdgaks. In our case, we
chose to have the cut at nphe = 25 as depicted by the straightliFig.[49.
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FIG. 49. The cut (the red straight line at 25) on the humberhoft@-electrons produced
in CC times 10 (from 2.0 GeV data). The signals below the neel ire mostly pions and
noise and above the line are mostly electrons.
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4.6.4 MINIMUM/MAXIMUM MOMENTUM CUTS

A study [91] of the inclusive cross section at various beaerges in CLAS developed
a parametrization of the low momentum quin as a function of the calorimeter low
trigger threshold (in milli-Volts)

Pmin (MeV) = 214+ 2.47 x EGhreshold(MV) (126)

The low threshold for EC-total energy for EG4 was 65 [94], he minimum
momentum cut was determined to be @yin = 0.37 ~ 0.4 GeV. In addition, another
minimum cut ofpmin = 0.2 EpeamwWas added, so the actual minimum cut amounted to the
larger of those two. Likewise, the momentum cannot be mame that of the beam energy
(in natural units), therefore, the upper cut on the momensiummax = Epeam

Fig.[50 shows the momentum distribution of the electron watds for the 2 GeV data
and the minimum and maximum cuts.
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FIG. 50. The maximumum and minimum momentum cuts (on 2.0 GBY data).



111

4.6.5 VERTEX-Z CUTS

In the EG4 experiment, the NfJpolarized target was of 1 cm long and was placed at
(x=0,y =0, z=-100.93 cm) in the CLAS coordinate system. 8itie beam electrons
have to go through a few foils before reaching the target dlsas¢he detector, we want to
reject electron tracks with vertices outside the targetwva. For this purpose, use a cut on
the reconstructed vertex co-ordinate™:vHowever the vertex resolution demands reson-
ably wide “v,” cuts so as not to loose too many good events. That is why gtahition
of “v,” was studied and based on the position and width of the Higion as well as our
knowledge of the location of various foils and target maiesrithe cuts on “y were de-
cided. It was seen (see Fi@s] 51 52) that the resolutaingsagse and the distributions
get wider as we go to lowdD? values, so agaif?> dependent cuts were chosen for both
data and simulation with the cuts tightening@&ncreases.

As in the case of EC variables, the reconstructed tistribution in the simulation
does not come out quite the same as in the experimental dathave the same fraction
of events in the correspondir@ bins as in the experimental data, a separate set of cuts
(determined based on the distributions of both types of)detd to be used for simulation.
For this purpose, the Gaussian fit parameteasdo (representing the mean and standard
deviation) for all theQ? bins were tabulated separately for both data and simulatioh
separate sets af30 cuts were determined for all bins. For exampleydfand oq were
the two Gaussian fit parameters for & Q2 bin of either data or simulation, then the
lower and upper cuts for % for that data set in the give@? bin would bepq — 30 and
Uq + 30q respectively (as shown by the magenta vertical lines in.Bfsand 5P.

4.6.6 FIDUCIAL CUTS

Similar to the cuts discussed so far, we also had to matclhetfienr of good efficiency
of the physical detector with the corresponding region ftbensimulation. For the experi-
mental and simulation data to be comparable, they must hawsaime detector acceptance.
Two event variables polar angl8(x) measured at the vertex and the azimuthal aggte
measured at the drift chamber layer 1 are chosen to defineothek efficiency regions of
the detector. The reason for the choice of the vari@gleshould be obvious because it is
directly related with the kinematic variabl€8 andW used in the analysis. However, due
to the momentum dependent rotational effect of the magfietd on the reconstructed
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FIG. 51. 2.0 GeV data showing th@? dependent ycuts (the magenta lines on the left
and right of the peaks) in some of tQ® bins. The continuous black line represents events
before applying all the other event selection cuts (excaptpand the thicker dotted red
line are the events after the cuts. The blue lines are therseat the distributions, from
which the cuts are 3 times away on each side, wheteis the standard deviation for the
distribution in the giver? bin (both the central value and teare determined during the
cut development studies).



113

azimuthal anglediix) at the vertex, the angleyc: is preferred oveq,ix to define the fidu-
cial region because that allows the easy selection (rejgctf the events which passed
through and got detected by the more (less) reliable cefmrailginal) regions of the drift
chambers. After a careful and extensive study of the evetilolitions on both data and
simulation, we arrived at the fiducial cuts in terms of the waniables6,x and ¢hc1 as
shown by the magenta lines in Fig.154.

In addition, the data and simulation were also directly cared with each other by
taking the ratio of their distributions in a two dimensiosahce defined in terms of two
variables6,x and the torus current normalized inverse momentum (i&us/(22500).

In one case, the ratio was taken between the regular expgahdata and the "EC-only”
experimental data (with CC-signal not required in the etégger) (see Fig._35) and in the
other case, the ratio was of the experimental deuteron déi&a packground subtraction)
to the simulated deuteron data (see Eid. 56). From thesearisops, some of the regions
that showed big CC-inefficiencies or big discrepancies betwdata and simulation were
selected and removed from the fiducial region as indicateehbpus straight lines in the
two plots.
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FIG. 53. Distribution ofexperimental dataas a function of vertex ange and azimuthal
angle gbc1 as measured by the track position at the first drift chambggrléangles in
degrees). The magenta lines indicate the fiducial cuts fo@Eg good electrons.
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FIG. 54. Distribution ofsimulated data as a function of vertex angl@ and azimuthal
angle gbc1 as measured by the track position at the first drift chambggrléangles in
degrees). The magenta lines indicate the fiducial cuts fo@Eg good electrons.
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FIG. 55. Ratio of Regular to EC-only proton target data f@58.GeV beam energy show-
ing regions of varying CC-efficiencies in the 2D kinematiasp defined by the scattering
angle@ along x-axis and the inverse momentum variahid® = Itor /(2250p) along y-
axis.
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FIG. 56. Ratio of background subtracted N@hus equivalent to deuteron) experimental
data to simulated deuteron data (for 2.0 GeV beam energyjuaEton of kerys/2250p vs
0 at the vertex. The red and magenta lines indicate additexaiided regions.



119

4.7 CERENKOV COUNTER (CC) EFFICIENCY

In the EG4 experiment, the Cherenkov Counter (CC) signglsamajor part in form-
ing the event trigger for the data-acquisition system (DA&Y stated earlier (sée 3.4.4),
for the purpose of achieving lo®? measurements with high detector efficieficg new
dedicated CC was designed and placed in the sixth secton tBeegh the new CC was
designed to have a very high and uniform detection efficiesmyne variation occurs over
the covered kinematic range and therefore the knowledgkeotietector efficiency as a
function of the kinematics is required by our “method of dbt® cross-section differ-
ence”. Therefore, a study was done to determine the CC eitigias follows.

4.7.1 PROCEDURE

It is assumed that the efficiency for some specific kinemaiclbpends on the average
number of photoelectrons produced by electrons in that Ihichy in turn, is determined
by the hit location on the Cerenkov PMT-projected plane a$ agethe angle with which
the electron hits (or intersects) the plane. In the follayyiwe describe how we determined
the efficiency as a function of kinematic variables.

1. First, we define a torus-current normalized inverse-maoma variablép = (lior /2250 /p
(see above), and divide the whole kinematic space into 1 ihitiip” as follows:
(0.3,0.4,0.5,0.6,0.7,0.85, 1.0, 1.25, 1.5, 1.75, 2.(,253). (For example, a 0.5
GeV electron during a 2 GeV run, which used 2250 A for torusent; would have
ip=2.0GeV?Y

2. Next, for each bin in “ip”, a 2D map of the average number lobtpelectrons is
produced in a kinematic space defined @&y (scattering angle measured at the
event vertex) angpc: (azimuthal angle as measured at DC1). For this step, some
data from NH production rur@ are used with the standard electron selection cuts.
One of these average-nphe maps is shown in thd Fig. 57.

3. Next, using the “EC-only-trigger” data runs, good elentcandidates are selected

3High detection efficiency is crucial for achieving smallgismatic uncertainties in the extracted

physics quantities.

4This method relies on the use of two different sets of data i®the regular Nkltarget data and another
is the “EC-only” data runs which were collected without us@C in the trigger. Since the latter type of data
were collected with Nl as target, to be consistent, Migroduction data was chosen rather than thesND

ones to make thi,p-maps.



120

h2avgNpheThvPhDcP04

Entries 4043748

|_tor/(2250*p)=(0.70,0.85) GeV !
40 : : :

\Y

35

S
25

30

25

20

15

10

T e 0
-10 -5 0 5 10 " 15

DC1

FIG. 57. Average photoelectron number (color-coded) pcedun the 6th sector CC as a
function of B,tx and gbc1 in the second bin of the variablp = (lior /2250 /p (from the
2.3 GeV NH; data).

using the same cuts as before but without any CC-related deis each of the
selected electrons, the expected number of photoeledmahs CC is determined

in a look-up from the above averady,-maps based on its momentum and angles.
This expected\pp is then histogrammed in two ways - one histogram for those
electrons which either didn't trigger CC or didn’t pass diltbe CC related cuts
and another histogram for all electrons. The ratio of theseHhistograms (shown

in the top-right and top-left panels of Fig.]158 respectiyglives us the inefficiency

of the CC-detector as a function by, (as shown by the bottom two panels of the
same figure). (Errors in the inefficiencies have not been dr@d@r the purpose of
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cleaning) in the figures but they were calculated using tbietfeat the error in a ratio
N2/N1is+/N2(1—N2/N1)/N1).

4. The ideally expected CC intrinsic inefficiency is giventhg Poisson distribution,
since we require more than 2 photoelectrons, the theolgtiediction for the inef-
ficiency is actually (1 #Npp + 1/2 Ngh)*exp(-Nph). However, we found empirically
that if we calculateNp, only with electrons that exceed the threshold of 2.5, then
we find that the functional form is pretty close to the foyrm po + p1 - exp(— p2X),
where x represents Ny >, and y represents the inefficiency. This form was used
to fit with the above measured inefficiency and the result effihis shown in Fig.
58. We find that the inefficiency agrees very well with the estpgon at low nphe,
but remains at a very small constant value of around 0.01 éAlétd¢he “constant
background”) at higher nphe.

5. Finally we use the inefficiency fit just developed to eviduhe corresponding ef-
ficiencies and transform the 2D mapNfj, into the corresponding efficiency maps
(see Fig[ 50 for such a map in one momentum bin.). These magdatar used to
apply the efficiency correction on an event by event basiserstmulation.

From this study, we see that the CC is very efficient in modtekinematic region (see
Fig.[59). Once, the CC-(in)efficiency was estimated, we hesectlculated CC efficiency
to multiply our simulation (i.e., for each simulated eveng look up the CC efficiency
and weigh the event with it.
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FIG. 58. EC detected good electrons (for all momenta) as atifumof < Ny, > (top
left). Similar distribution (top right) for those good eteans that were detected by the EC
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be seen that most electrons are abNyg= 15 where the inefficiency is at most 1-2 %.
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4.8 PION CONTAMINATION CORRECTIONS

One of the two major sources of backgrounds in the measuretl éi€&tron rates
comes from misidentified negatively charged pioms)that produce similar set of signals
as electrons in various detector components and thus pasetttron ID cuts. In the EG4
experiment, signals from the electromagnetic calorim@i2) and Cherenkov counter
(CC) are used to discriminate electrons from pions, but eviemstringent conditions on
these signals, some of the pions get misidentified as etextio avoid limiting statistics
too much in order to minimize the final statistical error inigeg kinematic bin, a trade-
off in purity versus efficiency (statistics) is made by quiyirig the amount of this kind of
contamination.

4.8.1 METHOD

First, the whole kinematic space covered by EG4 is dividéa 99 two-dimensional
bins-9inpand 10 irﬁ@.

For each kinematic bin, a histogram of the number of photatedns (variableNphe
in the data ntuple) produced by the electron candidatesdisel using the standard particle
selection conditions (cuts) except that no cutlpne is included is made (see Fig. 4.8.1).
Likewise, using a very stringent set of cuts, a similar lgséon is made for the cleanest
possible sample of pion candidates in the same kinematic bin

¢ Estimating the contamination in each bin: A 7th order polynomial is fit to thlhe
histogram for electrons in thé,n range extending frophe = 1.8 toNyhe=10. The
fitis then extrapolated down .= O (see Figl_4.8]1). Subtracting the extrapolated
fit from the impure electron distribution results in the extion of the contaminating
pion peaE. Rescaling the pure pion sample to the extracted peak gs/geeudistri-
bution of the actual pion contamination over the completgeafNye Finally, the

SFor 2 GeV or higher beam energy data sets, the p-bin boursdamrechosen as (0.30, 0.60, 0.90, 1.20,
1.50, 1.80, 2.20, 2.60, 3.00) and (0.30, 0.45, 0.60, 0.85,101, 1.4) for others. And, fo#, the boundaries
are (5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 12.0, 15.0, 19.0, 25, Z8E choice of the binning was rather arbitrary.
Nevertheless higher statistics region was divided intatinedly finer bins (event population peaks aroé=d

10 degrees).
6Beyondehe= 1.8, the electron sample is nearly pure except for a timgtiiva due to the pion tail, so any

function that fits that section of tHé,n-distribution is supposed to represent the pure electrsinilolition.
In order to simplify the situation, we chose to fit only fron81o 7.0 rather than covering the full range
beyond 7.0.
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counts corresponding to this rescaled pure sample in therredpove the standard
cutNphe> 2.5 is calculated. Then the ratio of this count to the impuretets count
in the same standaidyne range gives the measured contamination for the bin.

The contaminations thus evaluated for different momentuns belonging to a par-
ticular 6-bin are then plotted against the corresponding momentan,This is fit to
an exponential function.

The parameters parl and par2 of the exponential fit performéifferent theta bins
are next graphed together to see the presumed linear deymende

Finally, a global fit is performed on all the contaminationglifferent8- and p- bins
(not on the fit parameters). The fit parameters from the eavlie fits only give
us a hint to the type of the dependence, thus allowing us dehiel form of the fit

function.

h1PiMes h1PiMes
ED=2.999GeV, pBin#=0, BBin#=6 EDb=2.999GeV, pBin#=0, 8Bin#=7

4500 ;* 7 7000 M
4000 3 60001
3500F -

F 5000
3000 F
25001 4000~
2000 3000
15000 F

E ---- Pure Pions 2000~ ---- Pure Pions
1000[~ F

r Cont. Electrons E Cont. Electrons

500F- 10001
O:' | | l’\v"\'i'w'r'r'\-\~.~ n ) 0: L
1 10 1 10
(a) For the firstin momentum and seventltibin. (b) For the first in momentum and eighthérbin.

FIG. 60. Number of photo-electrons produced in CC by cleam @ind contaminated

electron samples (3.0 GeV data)

Fr

om the study, it is found that the typically pion contantioa is less than 1 %.
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FIG. 61. The top row plots show the calculation of pion coritation of electrons for the
given kinematic bins of 3.0 GeV data. The dotted black lirsidated by the label “Raw
El" in the legends of each of the two plots are the contamthatectrons. Likewise, the
line labeled “El Fit” is a polynomial fit to the electron digtution (in this case fitted from
Nphe=1.8to 7.0, but extrapolated down to Nphe=0). The hbeled “Unscaled Pi’ is the
pure pion distribution obtained with stringent set of ci8aw El - Fit” is the difference
between the contaminated electron sample and the polyh&taad finally “Scaled Pi”
is the pure pion-sample but after its scaled to match with'iReawv El - Fit” at the pion
peak position (around 1 Nphe). The bottom row plots show teefithe contaminations
as a functions of momentunp)(in a given@ bin.
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4.9e"e -PAIR SYMMETRIC CONTAMINATION CORRECTIONS

The next major source of background is the secondary elecfrom variousste™
pair production processes. When an electron originatiogp fsuch a pair passes through
the detector, the detector has no way to distinguish it from électrons that actually
scattered off the target. Therefore, the detector simplgjgits it as a true scattered electron
candidate, thus producing a contamination that has to beastd and corrected for. The
first such source is the wide-angége~ pair production from bremsstrahlung photons
generated in the target. The other major source is hadraaydech as the Dalitz decay
(mMP—etey), 9= yy and then conversion of these photons iate~ pairs. Likewise,
the pseudoscalar partiate and the vector mesoms w, @ also decay t@" e, but they are
not major contributors because of their very small decapabdities as well as the small
population compared to the® and photons. Of all these sources, the biggest contributor
to the secondary electrons is th&— yy with y conversion taete~ [93].

The amount of contamination from this type of process canstienated by monitor-
ing the amount of positrons that were recorded under the saperimental and kinematic
conditions. Because of the symmetry in the amount of elastemd positrons produced
from these sources, the positron to electron ratio giveBaiamount of the pair-symmetric
contamination. However, due to the presence of the stromgete field inside the detec-
tor and the fact that the positrons have opposite charges,datector acceptance would
be different in a given setting. By reversing the magnetilc fiehile keeping everything
else the same, it is possible to estimate the contamindt@mnsome of the beam energies
used for the NH data f the EG4 experiment, some data were collected witHickrex-
perimental setting but with the torus field reversed. Tha éiam those runs were used to
estimate the amount of positrons in somewhat the same faakipion contamination. For
example, Figl 82 shows one estimate (both data points arfd)tbéthe contamination in
EG4 compared with those determined for the EG1b experir@&it [

For this analysis, both the pion amde pair symmetric contaminations are small
enough to be ignored. This leads to only a slight increasbersystematic error in the
final physics results.
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FIG. 62. Pair-symmetric contamination Fits (%) as a functtbelectron momentum.

4.10 STUDY OF NH; CONTAMINATION OF EG4 ND 3 TARGET

In equation[(10R), it is assumed that the ammonia target(84lpure i.e. composed
of only °ND3 molecules and that the contribution from the slightly pizled nitrogen is
negligible. But, in practice, the standard plBample is not a 100% pure material. Rather,
it contains one or two percent 6fNDs , °NH3 [94], and some traces of other isotopic
species of ammonia. It was reported by the EG1-DVCS expatiatellab[[95][96] that a
higher than usual amount of NHabout 10%) was observed in the Blarget, indicating
that an inadvertent mix-up of NHand ND; materials could have happened during the



129

experimental run. Wondering if the EG4 experiment had alaimmcident, we decided to
investigate and estimate the amount of N¢edntamination of our Nptarget by looking
at the data from the NPrun period of the experiment as described below.

4.10.1 PROCEDURE

The method involves using ep elastic (or quasi-elasticectse of non-proton target)
events and comparing the width in some quantity that reflbetgorrelation between the
scattered electron (e) and the recoiling proton (p) duedgdkihematic constraints of such
events. The most suitable correlation is the one betweepdlae angles of the electron
and the proton. That is because of the better angular résolut CLAS than that for
momentum, and also due to the fact that polar an@jedsolution is much better than that
of the azimuthal angleqf) because of the rotational effect (g of the polarized target
field as well as the drift chamber resolutions|[95].

The 6-correlation can be studied mainly in two ways. The first wayoi reconstruct
and histogram the beam energy using the measured polarsaagiethe known target
mass and then compare the histogram from the; Mddget run with that from a pure
NH3 target run. The other equivalent way is to predict the prqolar angles (using the
measured electron angles, known target mass and the beagy)eaed then histogram
the deviation of the measured proton angles from the exgectiies. We chose to use
a slightly modified version of the latter approach in which stogram the following
quantitﬁvz

A = pp- (SinBy — sinBp) (127)
wherepy is the measured proton momentui, is the measured polar angle of the proton,

and @y is the expected polar angle of the recoiling proton (whicals® the angle of the
exchanged virtual photon (q)) given by:

P Mp
6 — tan 1<tan<9/2)-(Ebeam+Mp)) (128)

The method exploits the fact that the width of the quarmifyom data with deuteron
target decreases because the Fermi motion of the protore idduteron nuclei gives
a spread of the order of 50 MeV in transverse momentum, antbfgitudinal particle

momenta of order of a few GeV, we obtain a polar angle spreadta20 mr, which is
much larger than the intrinsic CLAS resolution of about 2 mr.

"We chose this quantitis rather than the simple angle differend®{6,) because the former is more
directly interpretable in terms of transverse missing motuwe for the case of quasi-elastic scattering.
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4.10.2 EVENT SELECTION

First, for each data set (corresponding either tosNND3 or *2C runs), using stan-
dard electron and proton identification cuts events eadmawtell reconstructed scattered
electron and a similarly well reconstructed candidate fotgn are selected. We accept
only events each of which have one electron, one proton antbat one neutral particle
candidate (expected to be a neutron coming off from the dentarget break-up). If the
event is one of the above two types, following additionakare applied to make sure it
is elastic or quasi-elastic event:

e Ex<015GeV  WithEx = Mp+Ee—Ey—Ep=Mp+V—Ep

P« <05GeV/c  withBy =0p+P—Py— By =P~ Py — By

0.88GeV < Mx < 1.04GeV

6y < 49.0°

|| — @] —1800°| < 2.0°

where X indicates the missing entity in the d(e,e’p)X channdich is expected to be
neutron in the case of the quasi-elastic channel, Byuis the missing energy and so on.

If it passes these cuts, the quantityis calculated for the event and then histogrammed
as shown by the red curves in the top-left (fréf€ runs), top-right (from NH runs), and
bottom-right (from NI runs) panels of Fid. 63.

After getting the histograms for the quantlty for the ep-elastic or quasi-elastic events
from the NH;, ND3 and!2C target data sets, we first remove the contribution from e n
hydrogen component of NdHand ND; targets by subtracting the corresponding carbon
histogram (properly scaled to match with the shoulders ftbenbackground in each of
the ammonia data). Since the carbon data is too low in cotetscé the raggedness in
the histogram), a fit (a 'gaussian’ times a 'linear’ funcioo the carbon data is obtained,
and that fit (shown as the blue line in the first panel in Hig]l $3ised instead of the
histogram itself to remove the background. The blue lindhndecond (top-right) panel
and the cyan line in the last (bottom-right) panel show thepprly scaled carbon fits
which are subtracted from the Ntnd ND; histograms (shown by red lines) respectively.
After the subtraction, we get new histograms that reprepeme’ elastic or quasi-elastic
data from protons and deuterons (shown by the magenta hrtbg ithird and last panels
respectively).
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4.10.3 EXTRACTING THE CONTAMINATION

After we have the ’pure’ elastic or quasi-elastic data fromsNind ND; runs, we get
the mean and the spread (standard deviatignof the proton elastic peak by fitting the
NH3 data to a Gaussian functioip(x) (the blue line in the third panel with parameters
pO=height, pl=mean and p@5. After we have the fit for the proton elastic peak, we fit
the background subtracted deuteron data to a functiont@t)is a linear combination of
the pure proton fit and a pure deuteron fit (the latter with thimfofa quadratic function
X a GaussiaH) as follows:

x—p4>2

f(x) = po-fp(X)+(p1+pz-X+ps-x2>-e*°' (%5 (129)

wherep; (i=0, 2, .. , 5) are the free parameters which are determiyeting of f(x)

to the deuteron data. The first teqg- fp(X) in f(x) represents the contribution from the
contaminant (i.e., protons in NJpand the rest of the term in f(x) represents the contribu-
tion from the deuterons in N The total fit function f(x), the proton contribution and the
deuteron part are shown by the blue, green and black linégifourth panel. The ratio of
the area under the green line to that under the blue line giwéise relative amount of the
NH3 contamination in the Nptarget.

4.10.4 RESULTS AND CONCLUSION

From the calculation as described above, the estimateddily contamination came
out to be 4.4% It was not possible to do a similar analysis enltl3 GeV NI data,
because the CLAS acceptance constraints did not allow écdimcident detection of e
and p from the exclusive (quasi-)elastic events. The bamiclosion is that at 2 GeV, we
cannot get a 'pure’ Gaussian spectrum for deuteron, andftirer, there is no way to un-
ambiguously separate deuteron from proton ingNDhe fact that the fit looks reasonably
well (with contamination coming out to be only a few perceanyl that we clearly do not
see a narrow peak on top of a wider one (unlike in EG1-DVCSykhbe sufficient to
ascertain that EG4 did NOT have the same contaminationgmobs EG1-DVCS (which
still has not been explained yet) [67]. To accommodate tbetfaat the contamination
measurement is not reliably unambiguous, we will assumehergenerous systematic
error due to the contamination.

8A pure Gaussian and other forms for the deuteron spectrumtried but the overall fit was not as good.
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4.11 SIMULATION AND APPROACH TO ANALYSIS

The EG4 data consist of a table numbers of electrons recmtstt within various
(W, Q%) bins that are scattered off polarized hydrogen gNét deuteron (NIR), divided by
the (life-time gated) integrated charge, for two differemtnbinations of target polarization
and beam helicity:

n* = N*/FC*, (130)

where “+” refers to beam helicity and target polarization anti-flatawhile “—" refers to
the parallel case. The difference between these two narethtiounts is given by

An(W, Q%) =n™ (W, Q%) —n~ (W, Q%) = % - RR - Ad(W, Q%) - AccE f (W, Q?) + Bg

(131)
where the “relative luminosity’#; is a constant factor containing the density of polarized
target nuclei per unit area and the conversion factor fromday cup counts to integrated
number of electrons incident on the targat;andR are the beam and target polarization,
AccandEff are the geometric acceptance and detection efficiency ofSCiok elec-
trons within the kinematic bin in question (including cutsdarigger efficiency), and the
backgroundBg comes from several sources, including pions misidentifee@lactrons,
electrons fromete~ pair production, and electrons scattered off (partiallylapized tar-
get nucleons and nuclei that are not the intended specigs i§eund protons if°N, free
proton contamination in nominal NfXargets, and bound proton-neutron pairs in &ty
contamination present)

Our main goal is to extract the spin structure functgarand calculate its moments.
The cross section differenées (W, Q?) on the right side of the above equation is what con-
tains the information ol (W, Q%) along with various other contributio.This means
we can, in principle, calculate the cross section (and tisentliat to extraag;), from the
background corrected measured quarnityW, Q%) by putting in the values for all the rest
of the quantities involved in E§._IB1. But, in reality, hayian accurate knowledge Atc
andE f f is challenging and the available measurements of polaimmand luminosities
are not reliable enough. So, experimenters usually resdvtdnte-Carlo simulation to

SWhile this background is a small correction for hydrogenéas, in the case of deuteron targets, it must

be corrected for (see Séc. 4.716.1).
A0 (W, @) also has contributions from the unmeasugador, equivalently, from the produdi;Fi.

Moreover, the cross section receives modifications ansifraiin radiative effects (both internal and external
radiation) and kinematic resolution smearing.
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determine some or all of those factors that are involvedévréation between the counts
and cross-section differences.

A standard way to extract the sought-after Physics quaatitom these kinds of mea-
surements proceeds along the following steps [97]:

1. Use afull simulation of CLAS with a “realistic” event gaagor, detector simulation
and event reconstruction including cuts to obtain the pcoAacE f f as the ratio of
events reconstructed in a particular bin, divided by evémtsyn in that same bin.

2. Extract the product; - B,R from the ratio of the acceptance and efficiency corrected
Anin the (quasi-)elastic region @< W < 1.0) to the well-known theoretical cross
section difference for elastic (or quasi-elastic) scatteoff the proton (deuteron).

3. Estimate and correct f@g.

4. Apply radiative corrections, which use a model of the diated Born cross section
and a calculation of the radiated cross section based omgynsgike RCSLACPOL
(see below). There is some ambiguity in how to apply theseecbtions; e.g., one
can attempt to separate the effect of the (quasi-)elastmtier) tail which should be
simply subtracted from the measured cross section diféereand a multiplicative
factor that accounts for vertex corrections and all oth&rog$ not accounted for in
the tail. In practice, one has to repeat the calculation e$e¢lradiative corrections
several times with different model input and assumptiormiathe target, to assess
systematic uncertainties.

5. Express the extracted Born cross section differencemstef the desired quantity
(here:g1) and additional input (e.gA2F1). Use a model for the latter to extragt
only. Vary the model (concurrently with the model input t@ threvious step) to
assess systematic uncertainties.

One conceivable problem with this approach lies in the ftegt,sand in particular with
the choice of the “realistic event generator”. This choicauld not matter at all if two
conditions are fulfilled[977]:

1. The kinematic bins are chosen so small that the variatidheocross section over
the bin (and/or the corresponding variation of the acceqgtaimes efficiency) do not
lead to any significant deviations for tla@erage AccE f between the simulation
and the real detector.
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2. The counts reconstructed within any one bin are directhpgprtional to the number
of initial electrons generated within thesamebin (the proportionality constant being
AccE f 1), without any “bin migration” from other kinematic bins. {@rwise, the
ratio reconstructed/generated depends on those “migriils”, and the simulation
will give different results from the “true value” if the ovadf cross section model of
the generator is not accurate enough.)

Unfortunately, assumption 1 tends to directly contradssiemption 2 because 1 favors
small bins and 2 favors large bins! For most precision expenits , bin migration effects
are significant. This is aggravated by the difficulty of makanclean separation between
bin migration due to detector resolution alone and the dmution from radiative effects.
For instance, GEANT and therefore GSIM includes (at leastdfgult) photon radiation as
part of the simulation of outgoing electron tracks througfitbe gas and building materials
of all detectors. Itis very important not to “double counti@n simulating an experiment;
the radiative calculations in step 4 above should not irelay “after” radiation beyond
the limit of the target itself (which, in turn, should th&OT be included in the GSIM
simulation as material to be traversed).

This is a problem for all CLAS experiments attempting to agtrabsolute cross sec-
tions (or, here, cross section differences); however, thblpm is magnified for our case:
Since the cross section difference itself is not requiredegositive, one can have both
positive and negative tails migrating into adjacent bimsamy case, it is clear that using
the averageynpolarized cross section as a model for the generator is aty @ppropri-
ate (unless one is confident that the asymmetry is fairly teon®r slowly-varying — not
a good assumption in the resonance region wherédth232) with negative asymmetry is
adjacent to the S11 with positive asymmetry). Using a (halpefealistic) model of the
cross section difference instead would be much better,Hisicauses two new problems

[97]:

1. Prima facie it is unclear how to simulate a negative crestian (difference). This
problem can be circumvented fairly easily (see below), iliteextra cost in terms
of simulation effort.

2. It obviously becomes impossible to extréaicE f f from a simple ratio of recon-
structed divided by generated events; both of these qiestibuld be positive, neg-
ative (even different sign under extreme circumstances)particularly bad for the
denominator - zero. From this discussion, it is also cleat such a ratio would
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depend very sensitively on the cross section model and lgnation tails and be a
very poor indicator of the actual produstcE f f.

For this reason, we decided to try a different approach redlin the following. The
basic idea is to study the dependence of the reconstructed ddference on the model
input (in particularg;) directly through the whole chain of simulation and recamsion,
and then use tables of Born and radiated cross sectionatiffes for various model inputs
as estimates of systematic uncertait@es

4.11.1 OUTLINE OF THE METHOD

The basic idea is the following: If we already had a perfectel@f g; and all other
ingredients that go intén (including a perfect simulation of CLAS), a simulation A
would agree 100% with the data (within statistical error8ny (larger than statistical)
deviation between such a simulationZui and the data can only be due to the following
possible sources:

1. The model forg; must be adjusted to reflect the “trugi. This is the default as-
sumption which we will use to extragi from the data. This will be done by finding
the proportionality factor betweesmallchanges irg; and the reconstructesh and
then adjustingy; to fully account for the observetih.

2. There could be a systematic error on this proportiongditjor (which, after all, will
come from simulation); for instance, there could be systenukeviations from the
simulated results for acceptance and efficiency (in pddiifficiencies of the CC,
EC, or tracking, that are not perfectly simulated by GSIM)isTis a multiplicative
uncertainty that must be carefully estimated and applig¢dedinal data.

3. Any imperfect simulation of the “background” due to alleews not originating in
the bin in question (migration, radiation), or due to undsstarget components (hy-
drogen, bound polarized nucleons in nitrogen), or from deistified pions oe™ e~
pairs, or due to contributions tho from A, can lead to an additive systematic devia-
tion that would then be misinterpreted as a changg ifThis systematic uncertainty
must be studied by varying model inputs, parameters etteisimulation.

we developed this method for the case of angN@get; however, it could, of course, easily be adopted
to NHs, as well
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4.12 RADIATIVE CORRECTIONS

The physics quantities that we seek to extract from measmtenare theoretically de-
fined or interpreted and calculated in terms of the crosseseof the so called “Born”
scattering process, which is represented by the simplestilpje Feynman diagram i.e.,
by the lowest order approximation of a single photon excbamgcess. However, the
measured cross-sections also contain contributions fighehorder electromagnetic pro-
cesses, which must be accounted for before extracting t#eatigjes of our interest. These
additional contributions are grouped into two categoriegernal and external radiative
corrections.

Theinternal corrections are the contributions from the higher order QED processes
(higher order Feynmann diagrams) which occur during theraation. These include the
correction for the internal Bremsstrahlung (i.e., the emis of a real photon while a vir-
tual photon is being exchanged with the target) by the inogror the scattered electron),
the vertex correction (in which a photon is exchanged batvilee incoming and the scat-
tered electron), and the correction for the vacuum poltdraof the exchanged virual
photon €"e~ loops).

External corrections include those that account for theggnss (mainly by the
Bremsstrahlung process) of electrons well before or afterimteraction while passing
through the target material and the detector.

If the beam electron radiates a photon before the scattahegkinematics of the ac-
tual process will be different from the the one calculatethwie nominal beam energy.
Likewise, if the radiation occurs after the scattering, dlcual energy and momentum of
the scattered electron will be different from what is cad¢etl normally (i.e., without any
radiation). The effect can be quite large for elastic sciaite

4.13 “STANDARD” SIMULATION

The simulation process consists of mainly three parts - rgging events similar to
the ones as produced in the double polarization scatterimgeps, simulating the CLAS
detector response, and finally the event reconstruction fhe simulated detector signals.

The first part is accomplished by using a program that is mgdsombining the es-
sential elements of an updated version of the “RCSLACPOQgpm (for cross section
generation) and some parts of the “STEG” event generaters@gions 4.13.1 ahd 4.1B.2).
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The second part is done by two standard CLAS software paskaging in succession
- “GSIM” and “GPP”(see sectiorls 4.18.3 and 4.13.4). And,Ifnahe standard CLAS
package “RECSIS” is used to reconstruct the events in the seay as for the real data.

4.13.1 RCSLACPOL

The simulation for the standard model cross sections pdscae follows. We use
the code “RCSLACPOL"[[98] that can generate polarized angblarized cross sections
(both Born and radiated) based on the approach by Shumeikidwrto [99] as well as Mo
and Tsail[100], including external radiation in the targehis code has been extensively
tested and used for the analysis of SLAC experiments E1423 BA154, E155 and E155x
as well as Jefferson Lab experiments like EGla and EG1b. slitbean updated with
the most recent models on polarized and unpolarized steuétunctions F1,F,A; and
A) [101,/98/102, 103] and an implementation of the foldingalipm developed by W.
Melnitchouk and Y. Kahn[[58] for structure functions of theuteron. The models have
been fitted to and tested with data from EG1b as well as wotkl alabothA; andA, over
a wide range of)? andW, including the resonance region and the DIS region.

For EG4, we have “married” the “RCSLACPOL” code with that bétevent generator
“STEG”. This generator uses a grid of (radiated) cross sestgenerated by our modified
version of RCSLACPOL to generate events that are distribateording to these cross
sections (i.e., the number of events generated in a giveslkproportional to the cross
section integrated over this bin).

4.13.2 EVENT GENERATOR

The concept and some part of the generator skeleton wastethétom the STEG
(SimplesT Event Generator) program obtained from INFN, en@va, Italy. The old
event sampling part (which made the program run extremely)sbf the code was re-
placed by a new one developed by myself which made the eveetaon process much
faster. The cross section calculating part was replacedtg<from an updated version
of RCSLACPOL (see Set. 4.13.1).

The generator works in two stages. In the first stage, it geegtwo two-dimensional
maps or tables of radiated inclusive polarized cross diffees (for the scattering of po-
larized electrons from a longitudinally polarized deutetarget, by using RCSLACPOL)
in various kinematic bins encompassing the kinematic regavered by EG4 data. These
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cross section maps (and the corresponding events laterene) yenerated in the follow-
ing angular and momentum ranges: 5.0-45.0 degree? f@50.0-325.0 degrees fagr(to
ensure the CLAS 6th sector is completely covered) andEg.gy) GeV for the momenta,
where the beam enerdpeamtook values of 1.337 and 1.993 GeV, corresponding to the
two ND3 data sets of EG4. In our case, the map was created by dividengihematic
phase space into a grid of small rectangles and then caloyltte differential cross-
section at the geometric center of each of those squardssusBCD in FigL6#%). For our
application, we need to generate two such maps (because iofiplossibility of generating
events according to negative cross-sections) and run tigggm twice - once correspond-
ing to positive polarization and the next for the negative.ofor all bins in which the
integrated cross sectiako > 0, we fill the first table (“positive map”) which is therefore
positive-definite. For all bins in which this cross sectisibelow 0, we fill a second table
(“negative map”) , but with the absolute (i.e. negativelreabf this cross section.

In the second stage, events are thrown according to the eaisn maps produced in
the first stage. The events are given the vertex coordinaggsate uniformly distributed
over the volume of a 1 cm long cylinder with radius 0.01 cm abthe beam line - with
the center of this volume being at the EG4 target positior0gd,§100.93 cm). Nearly
equal numbers of events are generated for each polarizétiey are finally normalized
according to their total cross sections (integrals of threesponding maps).

The kinematic and other information (positions, moment@arge) of these generated
events are recorded and saved in the BOS f tput files which organizes data into
banks. In our case, HEAD, MCEV, MCTK, and MCVX banks are usatlie generator
output. The generator is also capable of producing outpaihénhbook format which
makes it possible to study the Monte Carlo data using PAW @DR because the h2root
program easily converts “hbook” files into “root” files).

4.13.3 GSIM - CLAS DETECTOR SIMULATION

The Monte Carlo events thus generated are next fed into GSiv CLAS Monte
Carlo simulation program using GEANT 3.21 libraries from RNE [104]. It simulates
the CLAS detector response by implementing a complete mafdisle detector as well
as the propagation of particles through different mateiialuding all physics processes,
such as multiple scattering, energy loss, pair productiom, nuclear interactions. The

12Existing versions of GSIM, GPP and RECSIS accept only BOB&ifor input files.
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cos(theta)

FIG. 64. Corners of a typical bin highlighted in the kinemapace covered by the event
generator.

program takes the input event particles and then, basedeimtyppes, momenta and po-
sitions, “swims” (traces) them through all volumes of difiet materials that are defined
using various library routines and the detector parame@hnarged particles are also sub-
jected to the effects of the torus and target magnetic fieldseosame strength as in the
actual experiment (for this the same field maps are used dweitrdck reconstruction
process using RECSIS). All the ingredients of the prograsidfinaps, active detection
volumes, passive volumes of detector support structusdset modeled as accurately as
possible with the help of engineering designs and actualctimt measurements. Special
subroutines corresponding to various active parts of thectlar produce outputs resem-
bling the real detector signals which can then be reconstilend analyzed just as the real
experimental data [77][105]. GSIM is configured to matchhwtite conditions of a given
experiment by giving it proper values of input parameteesavicommand line input file
which contains various “ffread cards” some of which areelisin tabld-R along with their
values that were used in our simulation.

4.13.4 GSIM POST PROCESSOR (GPP)

The GSIM output is next passed onto GPP - another standard®Gofware package
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- to process the simulated data further so that the detez$ponse is accounted for more
accurately. This package improves the response by smehengetector signals and re-
moving them if there are dead regions (determined by quegrgidata base which in turn

is made by looking at the raw data of the experiment).

A lot of known, unknown, quantified, and unquantified factsugh as temperature,
alignment, dead channels, electronic malfunction etcaffee performance of the CLAS
detector. But, GSIM does not include all these effects aedch, the efficiency of the
detector is always less than what the simulation provideSaisnake the simulation more
realistic by taking into account some of those effects, la0CLAS software called GSIM
Post Processor (GPP) is used to process the GSIM output. PRec@n change the DC,
SC, CC and EC signals produced in the simulation. The DC Egaa be changed by (a)
accounting for the dead wires according to the calibratetalase, (b) shifting the DOCA
mean value, and (3) smearing the hit signals according teegwution determined by the
calibration database or according to the command line inpkéwise, SC signals can be
changed with a parameter input for smearing the time resolutnd, for the CC and EC
signals, the GPP can use the hardware thresholds[106].

As the experimental conditions and detector configurat@arschange from one ex-
periment to another, in order to run the GPP, we must have warexperiment specific
calibration constants and parameters such as the run nyRehe DC smearing scale
values for regions 1, 2 and 3 (a, b, ¢) and the SC smearing gahle (f). Even for a
given experiment, these constants and parameters arenteerto be different for differ-
ent data sets (corresponding to a given beam energy, forgganThe value for R can
be any run number belonging to a specific data set. This numshered to identify the
entry of the calibration constants in the database thakespands to the given data set.
In order to simplify the job, we decided to use the timing teBons determined by the
calibration database assuming that they are good enoughesatonly to determine new
values for the DC smearing. To further simplify the job, wewsed that the three DC
Regions had identical resolutions, so the DC smear parasneté, and ¢ would have the
same values, and the common DC-smear value is what is deesirfriom the procedure
described below.

In order to determine the DC-smear, we generated a statigtgignificant number
(about half million) of elastic-electron events distridtaccording to the elastic cross
section and then ran them through GSIM, GPP and RECSIS. Tregpaton target events,
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turning off the radiative effects are generated using thgtiexy STEG event generator.

The simulated elastic events are then fed into GSIM, GPP &Wd3RS, with GSIM
and RECSIS used in the same configuration as when proce$&nQUAS data during
the “pass-1” phase, and GPP run with different values of Df@ar scales as inputs. The
reconstructed data coming out of RECSIS corresponding teem galue of DC-smear is
then histogrammed IAE again and fitted to a Gaussian to getatécharacterizing width)
of and mean (characterizing position). As we can see in fgjdré5(d) and 4.65(b), the
width of the elastic peak increases with the DC-smear buptsiion stays more or less
the same as expected. In fact, when the two are plotted ada@xsmear (as in figures
[4.66(a) andl 4.66(b)) the width shows a linear dependance.

AE =E,, - Eppes dEthAIl AE = Eqy, - Eppes
F 3500F
5000: \ 3000: f \
4000 2500f ! \
i J ‘ 2000
3000f i [ g
/ 1 1500}
20001 F [ K
- } k 1000F / k
1000: J k 500:
IS BT I e e L L Covvn b bt v b P T
82 015 01 005 0 005 01 015 0.2 82 015 01 005 0 005 01 015 0.2
(a) Dc-smear scale =1.3 (b) Dc-smear scale =2.9

FIG. 65.AE of 2.3 GeV simulated elastic-only proton-target evensspay through GSIM,
GPP (with two different Dc-smear scales), and RECSIS.

4.13.5 FINDING THE WIDTH OF THE REAL CLAS DATA ELASTIC PEAK.

With the knowledge of the DC-smear dependence of energyuteso (Fig.[4.66(d)),
if we also know the resolution in the real data, we can deteentie right value of DC-
smear which would make make the resolution in the simulatmmparable with that in
the real data. So, the next step is to find the resolution irreaé CLAS data, which
is done again by measuring the width of the elastic peak inmeaedata. But, because
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FIG. 66. Graphs showing the dependence of width and pogibiotained from the Gaus-
sian fits as shown in the fig (4.18.4) of the elastic peaks oD®emear applied to GPP.

the real data is a very complex mixture of events coming framowus reaction channels,
we must first have a way to separate the elastic data from #te @ne method entails
histogrammingAE from both the NH and 12C target data (for a given beam energy)
and subtracting the latter (after the cross-normalizafiam the former (as in fig(87)) to
effectively remove the contribution from nitrogen componhef the NH; target leaving the
contribution coming only (mostly) from the proton compohefinother method consists
of using only the NH data but this time calculating the helicity dependent cgegion
difference in the elastic region Fig[_(68). In the latter huet, the difference removes
the contribution from the unpolarized nuclear backgrouredanse they have the same
contribution to the opposite helicity state cross-sedidifter the elastic data is separated,
its AE distribution is fitted to a Gaussian as with the simulatiatacand we arrive at the
experimental energy resolution.

Using the first of the two methods mentioned above, the rei@ desolutions were
evaluated for three different polar angl@) (cuts - all 6 (in fact 8 > 7°), 6 > 15°, and
6 > 20°. The dependence of these experimental resolutions on & brergy for these
cases are shown together in the Fig. 69, along with the regolfor the case “alb”, but
determined from the cross-section difference method. \ige, as described above, the
DC-smear dependence of the simulated resolution werendigted separately for all these
three cases of angle cuts, so that we could compare the syl resolutions with the
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FIG. 67. Histograms illustrating the extraction of elagtak for 2.3 GeV by using carbon-
12 data for background removal from the total-cross se¢atligood electrons witl®) > 7
used).

simulations correspondingly. One such comparison istitted in the figuré 70, where
we show resolutions evaluated for the case of 6dll- first two for the experimental data
and the rest for the simulated data.

Looking at Fig[69, it is obvious that the resolutiorfislependent as expected. When
the experimental and simulated resolutions are comparetthéothree different cases of
0 cuts, we realize that the GPP asks for thelependent DC-smearing, which makes
the simulation work very complicated with the current vensof GPP. To simplify the
situation, we decide to have a globél ihdependent) value of DC-smearing (for a given
beam energy) by comparing the experimental and simulassdutons corresponding to
the case of “alld ” cut. That should be good enough for practical purposes. aRing
into account the fact that there seems to be an inherenttaitgrin the measurement of



145

NE=E, -E icity- | dE_hel0 ] | combined XS-diff near elastic peak | [ xsDifcomb
Emnes 486101

10000
o000
50000
40000 ............ ............ ..... 10000

30000 ............ ............ ..... 30000

20000
20000

10000
10000

0 : : - : : ’
-0.2 -0.15 -0.1 -005 O 005 01 015 0.2

FIG. 68. Plots showing the cross-section difference for&e¥ NHs; target data with the
right one zoomed in around the elastic region (all good sdestwithf > 7 used).

the resolutions (evident from the discrepancy of the expenital resolutions determined
from the two different methods) and comparing the expertadeand simulated results,
the values as listed in Tablg. 1 are chosen for the DC-snigacales for the GPP.
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TABLE 1. DC-smearing scales determined for different beaergies.
Ebeam(GeV) | 1.054| 1.339| 1.989| 2.256| 2.999

DC-smear | 2.6 2.0 2.0 2.0 1.7

4.14 COMPARISON OF DATA AND SIMULATION

Using our final values for the smear parameters, the sintlititta were passed through
GPP and then reconstructed with RECSIS. Finally, all appliecuts and corrections were
applied to both sets of polarized simulation data. Becdus€C was turned of in GSIM
for the simulation, all experimental data cuts except thiegeending on CC were applied
to the simulated data. However, the cuts were modified (see @) to account for
differences between simulation and data.

In the end, we had two sets of simulated events (for the twescasAo > 0 and
Ao < 0) in each kinematic bin. The number of these two type of eaneach bin were
then cross-normalized with respect to each other by thepe&ive cross-section map
integrals and the number of generated Monte-Carlo everitgteen combined to make
the simulated polarized count differenfa. To do that, the number of simulated event
counts in a kinematic bin corresponding to the positive prdéion was kept unchanged
but the one corresponding to the negative polarization wasphed with the following
normalization factor:

norm = at—it X N—i (132)
Ot N
whereafgt/ ~andN*/~ are the total integral of the cross section map and the qurneting
number of Monte-Carlo events generated for each of the igataon cases (+/-).

The next step was to properly cross-normalize the simulateahts to the data, as
outlined in the introduction. For this, we found the scaletdaSF necessary to have the
sameAn in the quasi-elastic region (e.g.90< W < 1.0). This factor represents the ratio

nt—n-

SF= ——
An(simul)

(133)

since we assume that the simulation for the cross sectiterelifce in this region is reliable
and all other factors are common to the simulation and the datfact, we chose on@?2
bin (the 2¢ one - for which the agreement between the data and simulatisramong
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the best) and calculated above ratio to get the global piedirg value of the scaling factor
SFyo. The simulated\n was then multiplied with this factor to get our best “prettiat of
the real data in all the kinematic bins, in order to directiynpare it with the real data (see
Figs.[71 and72).

After this normalization, the ratios™ —n~) /An(simul) in the quasi-elastic region for
all Q2 bins were calculated and plotted ver§fsas well as (see Figs} 4.73(a)- 4.76[a))
along with the corresponding statistical errors as giveR/fy* +n-)/An(simul). As the
figures show, the ratio in the quasi-elastic region dropsagfidly at smallQ?. The fall-off

is likely due to CC inefficiencies for very high momenta andyvierward angles. Also,
our simple cross section model for the deuteron is less ateat lowQ?. Figs.[4.73(0) -
[4.76(b) show that thA-resonance region does not suffer from similar problems.

The final normalization was obtained by calculating therangighted averag8FRyerage
of above ratios in the quasi-elastic region. The averagecedasiated using only thosg?
bins which had ratios reasonably stable and closer to ed&h. oBecause, the ratios are
reasonably stable only abo@ ~ 0.045 Ge\? andQ? ~ 0.09 Ge\? in the 1.337 and 2.0
GeV data sets respectively (as can be seen from Figs. 4a3¢&J.75(@)), only those®?
bins above these two limits were used in calculating the e average of these ratios.

In addition, even above those two limits, some of those whanthtoo large ratios - greater
than 2.0 (or 2.5) for 1.337 (or 2.0) GeV data set- were not uselde weighted average.
However, it should be noted that the bins not used in the geeratio calculations were
not entirely discarded from the final analysis. Only thoseweQ? = 0.02 Ge\? were
completely thrown out from the final analysis because theyndit cover the resonance
(particularly thed) region very well. The resulting simulated data in the forinc@unt dif-
ferences\n in variousQ? bins are shown in Figé. 71 ahd| 72 along with the corresponding
experimental data.

A complete systematic error analysis was done to study teeteff the overall scaling
factor SF on the extracted; (see below) and to estimate its statistical (due to the numbe
of counts) and systematic (due to model uncertainties ackijpaunds) error.
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FIG. 73.Q? dependence of ratios of 1.3 GeV data and simulation in theieplastic and
A-resonance regions.
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FIG. 74. The same data as in Higl 73, but plotted versus awe@agtering angled)).
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4.15 METHOD TO EXTRACT g; AND AiFH

4.15.1 ‘'VARIATION” OF THE STANDARD SIMULATION

The whole chain of steps outlined in the previous sectionghi® standard simulation
is repeated with just one major difference: the model inputtie asymmetries; for both
the proton and the neutron are increased by a constantvai)@.1. With all other model
ingredients being kept constant, this change leads to ayel@frthe spin structure function
01 that can be straightforwardly calculated for each kineaaith within the model:

V2
591(W, Q%) = 5A; x Flm (134)

Correspondingly, the simulated count differedagW, Q?) will change to a new value
An'. This “non-standard” simulation with; = A;(standard + 0.1 is performed gener-
ating an about equal number of Monte-Carlo events. The few@nstructed data is then
multiplied with the same overall scaling factor SF as forstendard simulation and then
further (cross-)normalized by one additional fac&¥x = (01 /05)/(N1/Nz) to account
for the change in cross section map and the (slight) diflezen the number of the gener-
ated events between the standard and non-standard sionslatiere g’ and o) are the
total cross sections for the positider maps used for the standard and non-standard sim-
ulations andN; andN, are the corresponding numbers of generated events. Se@B)g.
to see how the polarized count differences look (in one @ali Q? bin) in experimental
and simulated data after such normalizations (for all o@febins, see Figs. 11 andi72).

This change of the simulateih(W, Q%) to a new valueAn’ can be correlated to the
increase irg; by solving for the two parametefsandB of the linear equation,

An(simul) = A+B- d9;, (135)

whereA(W, Q?) is the result for the simulatefh for the standard set of model inputs i.e.,
AW, Q%) = Anstandardy\y 2) andB(W, Q?) is the proportionality factor representing the
change imMAn(sim) per unit change ig1, as given by:
An' —An
o1

B(W,Q?) = (136)

The proportionality factoB(W, Q?) is then determined for each of the kinematic bins

Bwe arbitrarily chose 0.1 in the inelastic region, but coukbanave used any other value (not too big,
however).
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FIG. 77.An of experimental data and two versions of simulations in cantiqularQ? bin
for 1.3 GeV case (for data on mo@ bins, see Fig_171).

(in (W,Q%) ) in which the experimental data has been histogrammed. HEptirpose,
using the RCSLACPOL program, we produce two values of stredunctiong; in each
kinematic bin - one gfta“da“ﬁ corresponding to the standard simulation and the other
(gjen-standard) corresponding to the non-standard simulation. By, diidhe above change
in the count difference with the differen@ay; of the two structure functions, we get the
proportionality factor for the bin.

In principle (and ignoring the other enumerated possiblecs of disagreement be-
tween data and simulation), we can then easily find the “amofiochange”’dg; to be
added to the standard modglto get perfect agreement:

(W, QZ) — Anstand ard(W, QZ)

gextr(w QZ) _ gStandard + Andata
L ! B(W,Q?)

(137)
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FIG. 78. Plots showing the change in modeldue to the change &; to A;+ 0.1.

where the values @ind@@ andAnstandard come from the polarized count differenasin
the experimental data and the standard simulation respgc{as shown, for example, by
the red points and black histograms in Figl 77 for one pdetid@? bin).

It is also straightforward to propagate the statisticabeto the extracted);. The
statistical error in this extracted quantity totally confiesn the error in the experimental
countsAndaa (assuming there is no error in the model quantities invobued also in the
simulation counts because we did our simulation with langeugh statistics to warrant
ignoring the errors) as follows:

O(Andata(W, QZ))

(138)

The values ofg; and its errors thus extracted from 1.3 GeV data for @3ebin is
shown in Fig.[(4.80(lh)). Similar results for all the binsrfrawo beam energy data sets in
different kinematic bins can be seen in Higl 90 (next chapter

Because we are also interested in measuring the forwardpgpémizability and the
extended GDH integral, we also extract the produd¥; which enter these integrals. We
followed the exact same procedure fpr as outlined above. We determined new pro-
portionality factors in each kinematic bin, again using EglQ as before but with the
denominator replaced, this time, with the correspondirange inA;F; (instead of the
change ing;). Then we can use the following expression (similar to eiqudi37) to
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(a) Change imAn(sim) simulated count differencgd) Proportionality factor (1B(W,Q?)) for 1.3

i.e. AN = An'(A; +0.1) — An(A;) due to the chang@eV case. Black is the originial values. Red is the

of A; to A1 + 0.1 (for 1.3 GeV case). ones kept after discarding the first or last few (low
statistics bins) that had unreasonably high (sud-
denly changing) ratios.

FIG. 79. Plots forAn(sim) and the corresponding proportionality factors.

extractAsFy (W, Q%) :
Andata(W QZ) . Anstandard(w QZ)
A Fextr W 2 — A FStandard ) ) 1
1R (W, Q%) = ARy + Brr (W.07) (139)
where A _ A
n —An
Bar (W, Q%) = “oAFL (140)

And, the errors o\;F; can also be dealt in the same way aggn
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FIG. 80. Plots forAn and the corresponding extractgd

4.16 SYSTEMATIC ERROR ESTIMATIONS IN g1 AND AjF

The following systematic error contributions on the finatragtedg; (W, Q%) can be
separated into two categoriés [97]:

1. Overall scale errors (see SEc. 4.16.1). These are enadraffect the proportionality
constantB defined in Sec[ 4.15.1 equally in all bins and are mostly duentzer-
tainties inRyR and target thickness. The total scale uncertainty shoutlakiated
separate from the remaining systematic errors and quotadpascent error in the
final presentation of the data.

2. Point-to-point uncorrelated errors. These are mostiijtze errors, although there
may be some kinematic-dependent uncertainty in quantitesthe CC, EC and
tracking efficiency. These errors are evaluated in sequescadditional uncertain-
ties ong; bin by bin, and added in quadrature to get the overall uniceytaFor
integrals oveps, these errors are added incoherently (in quadrature) halappro-
priate weights; e.g., foF 3(Q?) = Z(g1(x, Q?)x?Ax) the corresponding systematic
error would bedT 3(Q?) = [Z(8g1(x, Q?)x2Ax)?]1/2,

3. Model errors which vary point to point but are correlated.
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4.16.1 CROSS NORMALIZATION SIMULATION / DATA

Since the normalization fact&@F comes from a comparison of data and simulation in
the quasi-elastic region®< W < 1.0, one has to evaluate all systematic effects that can
influence either one of these ingredients. The first and mgsbitant systematic error due
to this factor is simply the statistical error describechaténd of Sed. 4.13. The remaining
systematic errors are listed below and have to be added dratuae to the statistical one.
One should check if the overg|f for the comparison over a)? bins is compatible with
the combined statistical and systematic errorS# otherwise, it may be necessary to
increase the total error accordingly.

On the simulation side, one has to account for the following:

1. The calculated cross section difference depends mastisety on the beam energy
and the scattering angle. Since radiative effects are andemraler effect here, it suf-
fices to calculate the theoretical Born cross section diffees for both the standard
beam energy and average angle for e@étbin, and then repeat the calculation for
i) a beam energy increased by 5 MeV and ii) a decrease of thesaelectron en-
ergy by 5 MeV and iii) a scattering angle increased by 1 mrduk rElative change
in oo contributes to the total error for each bin.

2. To a lesser extent, the model input for the form fac@®gsGy for both proton and
neutron also contribute to the simulated uncertainty. &loge, the model Born
asymmetry also has to be recalculated with the followinghglea: i) use the simple
dipole fit forG,'ﬁ’,I i) use the dipole fit foiG} iii) use the dipole fit forGE and iv) use
G =0.

3. Vary the scale factor within the uncertainty for isematics-dependepart of the
CC, EC and tracking efficiencies in the quasi-elastic regamnoverall trigger and
tracking efficiency will drop out).

4. The main effect of radiation is to decrease the measumess gection difference
in the quasi-elastic region ("out™-radiation). Any dispeacy between simulated
and “true” depletion due to that effect yields a systematioreon the scale factor.
By looking at various models of radiative effects (e.g.,mage-minded "equivalent
radiator” model vs. the full-blown RCSLACPOL code) one camauqtify this uncer-
tainty. However, we did not do this in the end. Instead, wé §ssumed an overall



162

error consistent with the observed fluctuation@3/bin of 10% on the overall scale
factor.

For the data, one has to vary the possible background caohtits within their sys-
tematic uncertainties: Contributions dm in the quasi-elastic region due to possible con-
tributions from bound and free polarized protons (contidns from bound deuterons are
minimal and cancel mostly), and contributions from misnitifgeed pions and pair symmet-
ric electrons.

In the present analysis, we considered ten distinct carttabs to the systematic error
in the measured; (and similarly toA;F;) as follows:

1. Possible Error in the overall scaling factor

2. Effect due to the contaminations of polarized H in theg¢aandrrin the scattered
electrons.

3. Possible error in the beam energy measurement

4. Possible error in the CC-inefficiency estimation

5. Effect due to th&" e pair symmetric contamination

6. Possible error in the estimation of radiation lengthpéeglly RADA)

7. Model variation using preliminary version (v1)Af model by Guler/Kuhn (2008-9)
8. Model variation using old version @b resonance model

9. Model variation of~ (and proportionally of)

10. Model variation of RF, changed)

For the ease of description later on, these ten componelttsenieferred to by the index
"k” with its value indicating the position in the list. So,alerror due to scaling factor will
be identified with k=1 and so on.

Possible Error due to the overall scaling factor This error is due to the uncertainties
in the overall scaling factor (SF) (see Sdc. 4.116.1). Thistrdaution is estimated by
assuming that the uncertainties in SF is not more than 10%s Thnsidering the worst
case scenario of 10% error in SF, we estimate the correspgedior ing; as follows:
AndeAW, Q?) — 1.1 An* YW, Q%) gara
11-BW,Q9) 9

AGEF(W, Q%) = g5 W, Q%) + (W, Q%) (141)
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with “std” shorthand used for “standard” model or the cop@sding simulation.

Error from Polarized H in target and 1 contaminations This contribution from po-
larized H in target andr— contamination is evaluated as follows,

Andata(W, QZ) -1.025— AHStd(W, Qz)

AgEM(W, Q) = g (W, Q7) + BW. Q)

- g?_ata(wv Qz)
(142)

where we assume that the contamination is not more than 2.5%.

Possible error in the beam energy measurement This contribution is evaluated as-
suming the error in beam energy measurement is not more thhieY, so the either the
experimental data or the standard-simulation data can &lgzed assuming the beam en-
ergy was different by 10 MeV. In this analysis, the the enavgg increased by 10 MeV in
the simulated data.

Andata\w, Q2) — Angtd (W, Q2) _ gfata

AEP(W, QP) = gf YW, Q7) + BIW.OP)

(W,Q%)  (143)

whereAn#'d. is now the simulatedin®d obtained by analyzing the data from the standard
simulation as usual but with a beam energy that was 10 MeV tharethe standard value.

Possible error in the CC-inefficiency estimation This contribution is estimated by as-
suming a maximum of 50% error in the estimated inefficiencfolsws:
An®AW, Q%) — Ang'geci(W, Q%)

AGTOW, Q@) = g W, Q%) + BW.O?)

— oW, Q%) (144)

whereAn§id; is now the simulatedn®® obtained after applying 50% more inefficiency
instead of the actually estimated value.

Possible error due toete pair symmetric contamination The contribution due to
ete pair symmetric contamination is calculated as follows:

d 1 d
An ata m _Anst
B(W,Q?)
where fe@"e™) is thee™ e fraction from the EG1b fit by N. Gulef [35] (used the closest

available energies).

AgFP(W, @) = g9+ —gfaw, Q%) (145)
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Radiative correction uncertainty Here, we need to change the parameter that most in-
fluences radiative corrections, the number of radiatiogtles before (RADB) and after
(RADA) the scattering. By increasing both numbers by 10%siweuld have a safe up-
per limit on practically all uncertainties coming from tredrative procedure itself. But,

to simplify the situation, we increased the RADA parameteRICSLACPOL by 20%
and repeated the full-statistic simulation. As a resultgmeulated count difference in
each kinematic bin changed froansta"dad o 5 new valueAn™d, This change can be
converted to the corresponding inferred changeiifiby using the same proportionality
factorsB(W, Q?) as used earlier in thgy (or A;F;) extraction/calculation. In other words,
for a given kinematic bin this particular contribution teethystematic error is calculated

as:
AndataW 2 —A standar i 2
N (W, Q°) —Anetandardw, Q%)
B(W,Q?)
where the proportionality factd3(W, Q?) for the bin is exactly the same as that used to

of™W,Q%)  (146)

AGPY(W, Q) = gt

calculateg; earlier.
4.16.2 MODEL UNCERTAINTIES

The remaining four components in the total systematic uas#y (the last four in the
list[4.16.1) account for the model uncertainty contribosioFor this purpose, we changed
the values of two of the model parameters “AsymChoice” anBct®ice” (each takes
value of 11, in the standard case)

We repeated the full statistics simulation four more timgschanging the values of
two RCSLACPOL parameters “AsymChoice” and “SFchoice” (@hcontrols the values
of model asymmetries and the structure functions, with eakimg a value of 11 in the
standard case) one by one corresponding to the followingrfadel variations:

1. Variation-1: AsymChoice=12, SFchoic=11
2. Variation-2: AsymChoice=15, SFchoic=11
3. Variation-3: AsymChoice=11, SFchoic=12

4. Variation-4: AsymChoice=11, SFchoic=13

where, the different values of the two RCSLACPOL paramatersespond to the follow-
ing model choices:

1. AsymChoicevalues are used to determine specHi¢A, models used in the RC-
SLACPOL program
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(a) 11: Standard Resonance Model 2008-9 Guler/Klse( for standard sim-
ulation)

(b) 12: Variation ofA; model
(c) 15: Variation ofA; resonance model: Vary the virtual photon asymmagrin
the resonance region within its fit errors.
2. SFchoicevalues are used to determine sped#itF models.
(a) 11: 2009 version of/F/IF by Peter Bosted/Eric Christie 2009, HERMES
(Used for standard simulation) (with d in Fld denoting a deuteron).
(b) 12: Same version as 11, but with fit errors addelyt@and proportionallyF)
(c) 13: Same version as 11, but with fit errors subtracted fRofif, unchanged)
After the simulation data for the above four cases were alvh| four more data tables
(TM1,TM2,TM3 and TM4) were produced for the correspondingdal values ofy1, Ay,

F1 etc. Then, the contributions to the systematic error frocheaf these four cases of
model variation were given as follows:

Ani (W, QZ) . Anstand al’d(W’ QZ)
B(W,Q?)

Agy(W, Q) = gitandaqw, Q?) — gy (W, Q%) + (147)

with “i” indicating any of the four cases of model variaticgﬁ, being the model prediction
for theith case as obtained from the corresponding data table “TMi'tl@groportionality
factor B(W, Q%) again being exactly the same as used to calcgiass earlier.

Figs. [82 and 83) show, for example, the different companehthe systematic er-
rors (along with the grand total) an (from 1.3 GeV data) evaluated in the manner just
outlined. Likewise, Figs[(84 and85) show similar plotsttoe 2.0 GeV data.

These ten different components of systematic errorgdand similarly onA;F) thus
calculated separately for both beam energies are lateriocechlhs follows:

4.16.3 COMBINING DATA FROM THE TWO BEAM ENERGIES

Once the datg; andA1F; and their corresponding errors are evaluated from each beam
energy data set, they are combined as folldws [67] (to ma&eléscription simple, only
procedure is described only fgg, but, in the end, the exact same procedure is followed
for A1F, as well):
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1. First a table is made, separately for each beam energy, @%aW) bins with with
calculated values dafy, their statistical errors and each of the ten componentseof t
systematic errors (making sure to keep the correct signseo$ystematic changes)

in separate columns (one row is for one bir{@?,W).

2. Then another table is made for the combined valuag oivhich are evaluated as

follows:

(a) If for a given(W, Q?) bin, g; comes only from one beam energy, then all the
entries from that energy go into the "combined” table

(b) If g1 has measurements from both beam energies, we combine tharatas

tistical weights as follows:

_ g1(i) _ 1
Sunml = ,Zi(ﬂgl)z(i) SumZ_Z (B2 (148)
gi(combined = Suni/Sun? ogi1(combined = y/1/Sun?(149)

where the index I’ represents two beam energy (1.3 and 2\0) @ata sets.
andAg; indicates the statistical error @.

3. In principle, each of the individual contributions to testematic error can also be
combined using the same equations. However, we must beutéoediistinguish

between correlated and uncorrelated errors.

(&) The variations due to scale factor (k=1), beam energ8)(knd CC-efficiency
(k=4) are all un-correlated and, therefore, added in quad¥as follows:

09:1(k=8,10,11, combined= J (Z %ﬁg:;) /Sun? (150)
, 1

where,d represents thi" component of the systematic error, whereas, 'Sum2’,
'I"and A have the same meanings as before.

(b) while all other variations are correlated between the bgam energies and
should be averaged linearly (WITH sign):

59 (other k, combinepl= <Z (fgg)(())) /Sun2 (151)
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4. Once each of thi" component of the systematic errors are combined between the
two beam energies, we then proceed to combine them all togyaha total. This is
done by simply adding the ten combined systematic errorsi@aigature and taking
the square-root of the sum.

The figure$ 86 and 88 show the breakdown of the total coniobub the systematic
error from different sources. We can see that the dominamtiboation comes from the
uncertainties in the overall scale factor (the cyan bangtatdd with SF-err in the legend)
which is used to normalize the simulated data to make thenpacable with data. This
uncertainty comes mainly from thoseyR and target size measurements. Next big con-
tributions seem to come from the model and radiative caoest Near the\-resonance
region, the effect of beam energy uncertainty also seeme teeby pronounced. The
breakdown of the different components (but combined betvtlee two beam energies) of
the total systematic errors are also shown separately ifigied 86 and 88



1.2

0.8

0.6

0.4

168

A\

02 = 0.292 q52|0

- — —— PairSyContEr

—— CCefErr

- —— EDbErr

— PolHpiCont
[ Y .
_— —— Asy12,SF11,A1+0.0
s | — Asy15,SF11,A1+0.0

—— Asy11,SF12,A1+0.0

|
\

— - —— Asy11,SF13,A1+0.0

—— Asyl11,SF11,RA*1.2

Total

1 11 12 13 14 15 16 1.7

W

FIG. 81. Various components of systematic error (see $et6.ahd 4.16]1) og; plotted
againstW in a Q? bin (1.3 GeV data). The band width represents the size of rivese
The vertical position of each band has no physical meanirgtfarily chosen for the

convenience of display). The first five (blue) bands are thsrimitions due teete -
contamination (see Sdc. 4.76.1), CC-inefficiency (seel&é6.1), errors in beam energy
measurement (see Sdc. 4.16.1), polarized background (etc - see Sed._4.16.1) and
scaling factor uncertainties (see Sec. 4116.1) respégtiVle first (top) magenta band is
the contribution due to the uncertainties in the radiativeaxctions (see Selc. 4.16.1), next
four (magenta) are due to model uncertainties (see[Sec. di6d the last (green) one is
the total error after properly combining all components:. §imilar plots in otheQ? bins
see Figs[_82 arld 83.
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CHAPTER 5

RESULTS

5.1 THE EXTRACTED VALUES OF g; AND AjF

With the methods outlined in the previous chapgerAiF1, and and their uncertainties
were determined from the EG4 deuteron target data. Thesendae divided into 21)?
bins (between about 0.02 and 0.7 GaN Q?) and within eachQ? bin, they were further
divided into W bins of size 20 MeV each. The resultsgarandA;F; that came from two
beam energy data sets were further combined into a singtd seergy independent data
points. Finally, within eacl®? bin, the newly extracted; andA;F; values were used to
evaluate three integrals. All of these results are showrdasdribed below.

5.2 EXTRACTED g; AND A1

Figured 9D and 91 show the extracted valueg;cind their errors from two different
beam energies (1.337 GeV and 1.989 GeV).It can be seen éhatdrenergies give results
that are in good agreement (in the overlapping kinematiorej.

These results from lov®? measurements clearly show the resonant structure in the
regionW < 2.0. Especially, thé\-resonance stands out through its strongly negative sig-
nal. In addition, in the second resonance region around B/&&V whereN*(1520) and
N*(1535) (also denoted by and S3 respectively) overlap, we see a drastic transition
of gy (or cross section) from strongly negative values (not weblatibed by the model
because it is unconstrained there due to the lack of expetah@ata) at lowQ? to clearly
positive values at higp? indicating that the dominance of the spin-flip helicity ainpgle
Al on cross section drastically diminishes w@f and the non-flip amplituda] becomes
stzronger (see Eq_B5). We have pushed the lower limiQdrin the resonzzalnce region
with reduced systematic and statistical errors that wititdbute greatly to the world data
set. Our data will help MAID and other phenomenological mMede better constrain their
parameters enabling them to make better predictions inuties.
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Likewise, Figs.[OR and 93 shows the extracted value&;&f and their errors from
two different beam energies (1.337 GeV and 1.989 GeV).Thakes also show similar
behavior ag);.

Figs.[94[ 95, 96 and 97 show the valueggdndA; Frand their errors after combining
the corresponding results from the two different beam easi@s described in the previous
chapter.
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FIG. 94. Extracted); for deuteron after combining the results from the two beasrgias

(in the first 12Q? bins). The red data points with error bars in each of the jsaara the
combined extracted results, the blue continuous line isileel model 01 and the green
band represents the corresponding total systematic errors
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FIG. 95. Similar plots as in Fig. 94 showing the combined ltssang; in the next 9Q?
bins.
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FIG. 96. A;F; after combining the results from the two beam energies @nitist 12Q2
bins). The red data points with error bars in each of the jgearel the combined extracted
results, the blue continuous line is the used modeha&nd the green band represents the

corresponding total systematic errors.
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FIG. 97. Similar plots as in Fig. 96 showing the combined ltssang; in the next 9Q?
bins.
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5.3 MOMENTS OF DEUTERON SPIN STRUCTURE FUNCTIONS

Using the measured values gf and A;F4, three integrals were evaluated for each
of the Q? bins in which these data were measured. These integralsbemrecalculated
in two ways - using only the new EG4 measurements, and addodghtontributions
to the data for regions not covered by our measurements. rkbgrals with the model
contributions were calculated from= 0.001 to the onset of the resonance region (i.e. to
the pion production threshold W ~ 1.08 GeV), dividing the sum into three parts for each
Q? bin. For examplel ; was evaluated by adding up the prodgghx over the following
three kinematic regions:

2 X(Wyata) >
r(@) = /X T Q)dx  model (152)
W=1.15
- / 1(x, Q%)dx data (or model for gaps) (153)
X(Wyata)
W=1.08
/ 01(x,Q%)dx  model (154)
W=1.15

whereWyat4 indicates the upper edge of the [&gtbin in which the EG4 data is available
in a givenQ? bin (theW variable was divided into 70 bins of size 20 MeV in the range
W=(0.7,2.1) GeV). The first part of the integral as given by [E52 is evaluated by using
the model values ofj; and usingAx corresponding to a W bin of size 10.0 MeV (The
AW is converted ta\x by usingx = Q?/(Q? +W? —M?) to evaluatex at the two edges
of eachW bin and taking the difference.). The second part given by{I=3 is evaluated
similarly but using the EG4 results fgy if there is no measurement gap in between. If
there is any gap, the same method as in the first part is usest ® mgodel contribution
for the gap and added to the data contribution. Lastly, teehird contribution given by
Eq.[153 again were evaluated from from model values (quastie part turned off from
the model in all of these cases) but with finer W bins (1 MeV)duse the integrals are
very sensitive to the region near theesonance due to the fact that the structure functions
show rapid changes in this region. The reason to calculatéhifd integral using model
values rather than data values is to avoid having contohatin the integrals from the
guasi-elastic contamination.

The statistical errors are evaluated by adding the staistirror contribution in each
W or x bin in quadrature. For example, if the integral is evaluated Q? bin by cal-

culating the surr( > gl-Ax), then the corresponding statistical error is evaluated by
W bins
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calculating / 5 9d1-Ax. Because, the model contribution is assumed to have ne-stati
W bins
tical uncertainties, the statistical errors in the intéggame solely from the propagation

of the statistical error of the measurgdor A;F;.

The other two integrals and their errors are evaluated insdme manner, witlg;
replaced by their corresponding integrands and again legileg the three parts of the
integrals separately.

These integrals are then compared with the latest avaifabldictions from different
theories (mainlyyPT) and phenomenological calculations along with EG1b & Béta
whenever applicable.

5.3.1 FIRST MOMENT OF g1 (1)

The first integral of interest is the first momentgafi.e., ", (see Eq[G1) , which was
calculated for allQ? bins for which the new data are available. Fi§s] 98 ladd 99 show
the two calculations (with and without model input) alongwiEG1b data and several
xPT and model predictions. One important observation heteasour measurements
provide the only data points in the very 1097 region (i.e forQ? < 0.05 Ge\?) where
XPT is thought to be able to make rigorous calculations. Thezeour data will provide
important benchmarks for the future calculations in thigeknatics. Particularly, the latest
XPT prediction by Bernardt al. [37] seems to agree remarkably well in the very I
region.

While all other higheiQ? predictions, except that of &t al, seem to be within the
uncertainties of our measurements, it can be seen that #epitenological predictions
of Soffer et al. compare slightly better with data than others (excludirfgzaurse, the
Bernardet al. prediction).

5.3.2 THE EXTENDED GDH INTEGRAL 17

Using the measured valuesAiF;, the generalized GDH integrait = 2M2/Q? [ A;Fy(x, Q?)dx

was also calculated and compared (see [Figs. 100 and 101theithtestyPT calculation

from Bernardet al. [37]. We can see that at the very I&@#, the yPT prediction and the
measurement get very close. TRET methods determine the higher powerg¥fin the

Taylor expansion of the integral around the photon p@ifit= 0, beyond the prediction
of the GDH sum rule which determines the lowest order termr data seem indeed to
converge towards the GDH sum rule at our low@&t However, only one or two higher or-
der terms can be calculated confidently, since higher orgepsre additional (unknown)



189

----- DIS
I_HO:I' .......... Model
RS Soffer et al (2010)
: ——— GDH slope
- 2 Bernard etal xPT(2013)
005 N Jietal xPT
oh ---------------- R e a2 et il | R
HERNLY S e o o = | Data-onl
005~ N1 ata-only
B + Data+Model
- JLab (EG1b)
n = SLAC
-0.1—
_| Lo by by
0 0.3 0.4 0.5

FIG. 98. Extracted ; for deuteron compared with some of the past measurements and
various theoretical predictions with a linear scale used

constants. ThereforggPT predictions do reasonably well at ultra-l&@¢ but cannot be
expected to work at the high€)?, where the data show a turn-around and a transition
towards positive values.

5.3.3 THE GENERALIZED FORWARD SPIN POLARIZABILITY vy

Finally, the generalized forward polarizability (as giviey Eq. [6%) for the deuteron
was also calculated using the measured value&;Bf and then compared with various
predictions as shown in Figs. 102 dnd103. The comparisonsstiwat bothy PT calcula-
tions by Bernardt al. and Kaoet al. converge with data at the lowedt bins. The MAID
prediction is shown for reference but seems to be somewhtteo€urrent results.
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FIG. 99. Extracted ; for deuteron compared with some of the past measurements and
various theoretical predictions with a logarithmic scadediforQ?.
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CHAPTER 6

CONCLUSION

The EG4 experiment collected a large amount of very low mdovariransfer Q?)
data for the helicity dependent inclusive cross sectioffgf@ince) for the scattering of
longitudinally polarized electrons off longitudinally lawized protons and deuterons (from
DNP polarized NH and ND; targets respectively). The use of low beam energie®{1
3.0 GeV) (from CEBAF accelerator) and the modified CLAS deteofatimized for low
scattering angle measurements (down to 6 degrees), alldatadollection at an unprece-
dented level of precision and lo@? coverage. The deuteron data (collected using 1.337
and 2.0 GeV beam energies) which is the subject of this thesishe kinematic coverage
of (0.02Ge\V? < Q? < 0.7 Ge\®) and (108 GeV< W < 2.0 Ge\A). Although, past
measurements from EG1b go as low a850Ge\? in Q?, the new measurements have
higher precision (due to higher statistics and better diete@fficiency) in the overlap-
ping region in addition to new high precision data in the jasly unmeasured lowep?
region.

The new deuteron data were used to extract the deuteron’stspcture functiowy; by
comparing the experimental data with simulated data predilny using a realistic cross
section model for the deuteron under similar kinematic domas. The newly extracted
data pushes the lower limit 0@? in the resonance region with reduced systematic and
statistical uncertainties that will contribute greatlythee world data set. It is observed
that the data from two beam energies give results that aredad ggreement. The l0@?
results clearly show resonance structure in the reion 2.0 which smooths out a®?
becomes larger. In particular, theresonance shows a strongly and consistently negative
signal at allQ?, but the second resonance region (around W=1.5 GeV) shoatharr
unexpected rapid transition gf (or cross section) from strongly negative values at low
Q? to clearly positive values at higQ?. is not well described by the model because it is
not constrained in the region due to the lack of experimesditédh and indicates that the
spin-flip helicity amplitudeAg dominates the cross section at |@¢ while the non-flip

amplitudeA! becomes stronger at high®?.
2
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The productA;F; of the virtual photon asymmetr&; and the unpolarized structure
function F; was also extracted from the same data and method. The edreesults
on g; andA;F; were then used to evaluate the following three important emdms- the
first momentl"f of g1, the generalized GDH integreli_1‘1'T and the generalized forward
spin polarizabilityygj - in each of theQ? bins in which the newg; andA;F; have been
extracted. The new lo®? measurements of the moments evaluated both with and without
model inputs for the unmeasured kinematic regions werecbepared with variougPT
calculations, phenomenological predictions and past oreasents, particularly the EG1b
or DIS data whenever applicable.

The EG4 results provide the only data points in the very @wregion (i.e forQ? <
0.05 Ge\?) wherexPT is thought to be able to make rigorous calculations. Ttk pieci-
sion data will provide important benchmarks for the futuskcalations in this kinematics.
In the case of the first momen#, the EG4 results show remarkable agreement with the
latestxPT prediction by Bernarét al. [37] in the very lowQ? region. The phenomeno-
logical predictions which have much largé¥ coverage also seem to agree within the
uncertainties of our measurements, with the predictiorSaffer et al. showing slightly
better comparison than others. Likewise, the very @Wresults of the generalized GDH
integraII_TT are indeed observed to converge towards the GDH sum rulehaisdetting
very close to the(PT predictions by Bernaret al. [37]. Finally, the generalized forward
polarizability (yg) for the deuteron calculated from the EG4 data andytR@& calculations
by Bernardet al. and Kaoet al. seem to converge at the lowedt bins. The MAID
prediction, however, seems to be somewhat off the currenttse

The deuteron data in combination with the EG4 proton datartakder similar condi-
tions (currently being analyzed by another collaborataf @sults expected to come very
soon) will be useful in extracting neutron quantities in miegiure, which is valuable be-
cause of the unavailability of the free neutron targets. ddger, due to the complexities of
the nuclear medium effects, neutron data from deuterorbeillery important to enhance
confidence in similar neutron results extracted from othetear targets particularBHe.

The new data on spin structure functions will help MAID andestphenomenologi-
cal models to better constrain their parameters enabliaegn to make better predictions
in the future. With the availability of the high precisiontdan the previously (largely)
unmeasured region that has the potential to help constiaithieories and models, it is
hoped that a unified description of spin structure functiovesr all kinematic regions will
be possible in future.
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APPENDIX A

DERIVATION OF THE GDH SUM RULE

The real photon Gerasimov-Drell-Hearn (GDH) sum rule iswée [25,26] using the gen-
eral assumptions of Lorentz and Gauge invariance (in tha fafrlow energy theorem),
unitarity (in the form of optical theorem) and causality {lre form of an unsubtracted
dispersion relation for the forward Compton scatteringg@ssuming crossing symmetry)
[32]. For the forward Compton scattering of a real photon aneleon, the scattering am-
plitudeT (v, 8 =0) is given as follows in terms of the spin-independent and dppendent
amplitudesf (v) andg(v):

T(v)=¢*-f(v)+id-(e* x E)g(v) (155)

whereg ande&* are the polarization vectors of the incident and scattehedans respec-
tively. In order for the crossing symmetry to hold true, then@itrix must be symmetric
under the exchange of the incoming and the outgoing pho&ins, € andv — —v, im-
plying that the amplitudes f and g are an even and odd furetidm respectively. These
amplitudes can be separately determined by scatteringlaitg polarized photons off
a longitudinally polarized nucleon, with f and g obtainednir the cases of parallel or
anti-parallel target polarization with respect to the pimothomentung. The polarization
vectors for a left-handed (+1) and right-handed (-1) cadyl polarized photons moving
along z-axis are given by:
£: = £ (6ckid) (156)

with the transverse gauge-@ = 0) used and photon 4-momentum and polarization defined
asq= (v,d) ande = (0, € with the conditiong- g.

Unitarity of scattering matrix means that the imaginarygaf the forward amplitudes
fand g are connected to the total photoabsorption crosmeeadtia the optical theorem as
follows:

Im f(V):L<O'l(V)+O-3(v)) :LGT (157)
and

Img(v) = 8171 <01(V) — O'g(v)> = inaTT (158)
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with the helicity dependent cross-sections as definedeganlisection.
At small photon energies, the amplitudes can be expandeawens ofv with the low
energy theorem (LET) resulting in

2
F(v) = §W+(G+B)v2+ﬁ(v4) (159)
2
g(v) = 8Km\e/|22v—|—yov3+ﬁ(v5) (160)

where Z is the charge of the target (in units of "e”). In the axgion for the spin-
independent amplitudé(v), the leading term f(0) is the classical Thomson scattering
result, theO(v? term describes Raleigh scattering in terms of the electrit rmagnetic
dipole polarizabilitiesa and 8 respectively. On the other hand, in the expansion of the
spin-flip amplitude g, the leading term is associated witlhemalous magnetic moment
(k), and the nexO(v3) term is related to the forward spin polarizabiligy, which carries
the information on the spin structure.

Finally, the dispersion relations for the two forward amydiesf(v) andg(v) are
derived using the analytic properties of the forward Compoattering amplitudes with
unitarity and crossing symmetry. For the spin-averagedliame f(v), the Kramers-
Kronig relation from optics, which connects the real parf @fith an integral over the
imaginary part of f:

Im f(v/)
v/2 vz

(161)

Re f(v) = 7—2T92 dv'v/

Vo

Where &2 denotes the principal value of the integral. The imaginany 3 next replaced
by the total cross-section using the optical theorem, sdigpersion relation becomes:

v2 ©  gr(v
Re 1(v) = 1(0)+ 557 [ v o) (162)

with f(0) being the Thomson limit of ed._159. Because the total crosg8oserises in
a slow logarithmic manner above the resonance region, asstiohn is made a¥ = 0 to
ensure the integral converges.

Applying through the same method, an unsubtracted digpersiation is derived for
the spin-dependent amplitude as follows:

O-l(V/)—O':?;(V/)

V 00
— P | dv'v -2
Vo

Redv) = e

T (163)
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where, now the optical theorem is used to replace the imagipart of the amplitude
with the helicity dependent cross-section difference hia $pin-dependent case, the non-
subtraction hypothesis is used because unlike the totss€section the helicity dependent
cross-section difference does not rise at largebut decreases fast enough to ensure the
convergence of the integral without any subtraction.

Finally, by comparing the first order i.©(v) terms in Eq.160 and Hq.163, we arrive
at the GDH sum rule as follows:

| = —ﬁ;@ = 4—;2/‘10 dTV [a%(v) — a%] (164)

wherea = %. One can similarly derive the sum rules for the electric amdjnetic polar-
izabilities and the forward spin polarizability.



208

APPENDIX B

FFREAD CARDS USED BY GSIM

TABLE 2. Some of the ffread cards & their values which are uls2&SIM input parame-
ters.

Cards Values

MAGTYPE 2

MAGSCALE | -0.5829 0.Qfor 1.337 GeV)
MAGSCALE | -0.3886 0.Qfor 1.993 GeV)

GEOM 'ALL

NOMC 'EC’'SC’'CC’ 'DC’
NOGEOM 'MINI" ST’ 'TG2" 'TG’ 'SOL’
NOGEOM 'PTG’ 'FOIL

NOMATE 'PTG’ 'FOIL

PTGIFIELD 1
TMGIFIELD 1
TMGIFIELDM | 1
TMGFIELDM | 51.0
TMGSCALE 0.979
PTGMAXRAD | 300.0

MGPQOS 0.00.0-100.93

BAFF 3.9.165.39.180.59. 195.8
RUNG 50556

AUTO 1

KINE 1
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