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Abstract

A search for supersymmetric particles in events with high transverse

momentum jets and a large missing transverse energy signature is con-

ducted using 11.7 fb�1 of data, collected with a center-of-mass collision

energy of 8 TeV by the CMS detector. The dimensionless kinematic

variable ↵T is used to select events with genuine missing transverse

energy signatures. Standard Model backgrounds are estimated through

the use of data driven control samples. No excess over Standard Model

expectations is found. Exclusion limits on squark and gluino masses

are set at the 95% confidence level in the parameter space of a range of

supersymmetric simplified models.

Results of benchmarking the Level-1 (the first line of the CMS trigger

system) single jet and hadronic transverse energy trigger e�ciencies,

before and after the implementation of a change to the Level-1 jet

clustering algorithm are presented. This was introduced to negate an

increase in trigger cross-section, which can be attributed to soft jets

from secondary interactions. Similar performance is observed for all L1

quantities before and after this change.

Furthermore, a templated fit method to estimate the Standard Model

background distribution of the number of jets originating from a b-quark

within a supersymmetric search is validated in data and simulation.

Applicable to searches sensitive to gluino induced third-generation sig-

natures, this technique is utilised as a crosscheck to the results of the

↵T analysis. Standard Model background predictions from the template

fits are compared to those from the ↵T search in the hadronic signal

region, where good agreement between the two methods is observed.
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Chapter 1.

Introduction

During the 20th century, great advances were made in the human understanding of the

universe, its origins, its future and its composition. The Standard Model (SM) first

formulated in the 1960s is one of the crowning achievements in science’s quest to explain

the most fundamental processes and interactions that make up our universe. It has

provided a highly successful explanation for a wide range of phenomena in Particle

Physics and has stood up to extensive experimental scrutiny [1].

Despite its success it is not a complete theory, with significant questions remaining

unanswered. It describes only three of the four known forces with gravity not incorporated

within the framework of the SM. Cosmological experiments infer that just ⇠ 5% of the

observable universe exists as matter, with elusive “Dark Matter” accounting for a further

⇠ 27% [2]. However no particle predicted by the SM is able to account for it. At higher

energy scales, the (non-)unification of the fundamental forces point to problems with the

SM at least at higher energies not yet probed experimentally.

Many theories exist as extensions to the SM, predicting a range of observables that can

be detected at the Large Hadron Collider (LHC), of which SUperSYmmetry (SUSY) is

one such example. It predicts a new symmetry of nature in which all current particles

in the SM would have a corresponding supersymmetric partner. Common to most

Supersymmetric theories is a stable, weakly interacting Lightest Supersymmetric Partner

(LSP), which has the properties of a possible dark matter candidate. The SM and the

main principles of Supersymmetric theories are outlined in Chapter 2, with emphasis

placed on how experimental signatures of SUSY may reveal themselves in proton collisions

at the LHC.
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The experimental goal of the LHC is to further test the framework of the SM, exploring

the TeV mass scale for the first time, and to seek a connection between the particles

produced in proton-proton collisions and dark matter. The first new discovery by

this extraordinary machine was announced on the 4th of July 2012. The long-awaited

discovery was the culmination of decades of experimental endeavours in the search for

the Higgs boson, which provided an answer to the mechanism of electroweak symmetry

breaking within the SM [3][4].

This discovery was made possible through the combination of data taken by the Compact

Muon Solenoid (CMS)[5] and A Toroidal LHC ApparatuS (ATLAS)[6], two multipurpose

detectors located on the LHC ring. An experimental description of the CMS detector

and the LHC is described in Chapter 3, including object reconstruction and identification

used by CMS in searches for SUSY signatures.

The performance of the CMS Level-1 single jet and energy sum triggers is benchmarked

within Chapter 4. The Level-1 trigger is the first line of the CMS trigger system and is of

paramount importance to the collection of physics events. A change in the jet clustering

algorithm, via the introduction of a jet seed threshold, was introduced approximately

half way through the data taking period. The aim of this change, was to reduce the

rate at which collisions not of interest to physics analysis were recorded, whilst avoiding

impact to the overall performance of the triggers.

Chapter 5, contains a description of the search for direct evidence of the production of

supersymmetric particles at the LHC. The main basis of the search centres around the

kinematic dimensionless ↵T variable, which provides a strong rejection of backgrounds

with fake missing transverse energy signatures, whilst maintaining good sensitivity to

a variety of SUSY topologies. The author’s work (as an integral part of the analysis

group) is documented in detail, and has culminated in numerous publications over the

past two years, the latest results having been published in the European Physical Journal

C (EPJC) [7].

The author in particular has played a major role in the extension of the ↵T analysis into

additional b-tagged jet (jets identified as originating from a b-quark) and jet multiplicity

dimensions, increasing the sensitivity of the analysis to a range of SUSY topologies.

Additionally, the author has worked extensively on increasing the statistical precision

of the data driven electroweak predictions through analytical techniques. This included

work on developing the derivation of data driven systematic uncertainties through the

establishment of closure tests within the control samples of the analysis.
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The compatibility of the data collected for the ↵T search with a SM only hypothesis is

documented in Chapter 6. In the absence of an observed excess, interpretations of the

data within the framework of a variety of Simplified Model Spectra (SMS), describing an

array of possible SUSY event topologies are made.

Finally, a method to search for gluino mediated SUSY signatures rich in top and bottom

flavoured jet final states is introduced in Chapter 7. These particular SUSY topologies

are increasingly of interest to physicists in light of the discovery of the Higgs boson. A

parametrisation of the b-tagged jet distribution for di↵erent electroweak processes is

used to establish template shapes, which are then fitted at low b-tagged jet multiplicity,

to extrapolate an expected SM background of 3 and 4 b-tagged jet events within an

event sample. The ↵T control and hadronic signal event selections are used to validate

the functionality of this template method in both data and simulation. Background

predictions within the hadronic signal region are compared to those presented in Chapter

6, with the intention of serving as an independent crosscheck of the estimated SM

backgrounds from the ↵T search.

Natural units are used throughout this thesis in which ~ = c = 1.
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Chapter 2.

A Theoretical Overview

Within this chapter, a brief introduction and background information to the SM is given.

The SM’s success as a rigorously tested and widely accepted theory is discussed as are

its deficiencies which lead to the argument that this theory is not a complete description

of our universe. The motivations for new physics at the TeV scale and in particular

Supersymmetric theories are outlined within Section (2.3). The chapter concludes with

how an experimental signature of such theories can be produced and observed at the

LHC in Section (2.4).

2.1. The Standard Model

The SM is the name given to the relativistic Quantum Field Theory, where particles

are represented as excitations of fields, which describe the interactions and properties

of all the known elementary particles [8][9][10]. It is a renormalisable field theory which

contains three symmetries: SU(3) for colour charge; SU(2) for weak isospin and; U(1)

relating to weak hyper charge, which requires its Lagrangian LSM to be invariant under

local gauge transformation.

Within the SM theory, matter is composed of spin-1
2

fermions that interact with each

other via the exchange of spin-1 gauge bosons. A summary of the known fundamental

fermions and bosons is given in Table 2.1.

Fermions are separated into quarks and leptons of which only quarks interact with the

strong nuclear force. Quarks unlike leptons are not seen as free particles in nature, but

rather exist only within baryons, which are composed of three quarks with an overall

integer charge, and quark-anti-quark pairs called mesons. Both leptons and quarks are
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Particle Symbol Spin Charge Mass (GeV)

First Generation Fermions

Electron Neutrino ⌫e
1

2

0 < 2.2 ⇥ 10�6

Electron e 1

2

-1 0.51 ⇥ 10�3

Up Quark u 1

2

2

3

2.3+0.7
�0.5 ⇥ 10�3

Down Quark d 1

2

� 1

3

4.8+0.7
�0.3 ⇥ 10�3

Second Generation Fermions

Muon Neutrino ⌫µ
1

2

0 -

Muon µ 1

2

-1 1.05 ⇥ 10�3

Charm Quark c 1

2

2

3

1.275 ± 0.025

Strange Quark s 1

2

� 1

3

95 ± 5 ⇥ 10�3

Third Generation Fermions

Tau Neutrino ⌫⌧
1

2

0 -

Tau ⌧ 1

2

-1 1.77

Top Quark t 1

2

2

3

173.5 ± 0.8

Bottom Quark b 1

2

� 1

3

4.65 ± 0.03

Gauge Bosons

Photon � 1 0 0

W Boson W ± 1 ± 1 80.385 ± 0.015

Z Boson Z 1 0 91.187 ± 0.002

Gluons g 1 0 0

Higgs Boson H 0 0 125.3 ± 0.5

Table 2.1: The fundamental particles of the SM, with spin, charge and mass displayed. Latest
mass measurements taken from [1], with the Higgs mass best fit value given by [4].

grouped into three generations which have similar properties, but with ascending mass

in each subsequent generation.

The gauge bosons mediate the interactions between fermions. The field theories of Quan-

tum Electro-Dynamics (QED) and Quantum Chromo-Dynamics (QCD) yield massless

mediator bosons, the photon and eight coloured gluons which are consequences of the

gauge invariance of those theories (detailed in Section (2.1.1)).

The unification of the electromagnetic and weak-nuclear forces into the current Elec-

troweak theory yield the weak gauge bosons W ± and Z through the mixing of the

associated gauge fields. The force carriers of this theory were experimentally detected

by the observation of the weak neutral current. This was first discovered in 1973 by

the Gargamelle bubble chamber located at the European Organisation for Nuclear

Research (CERN) [11]. Direct observation and the determination of the weak gauge
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bosons masses were measured by the UA1 and U2 experiments at the Super Proton

Synchrotron (SPS) collider in 1983 [12][13].

2.1.1. Gauge Symmetries of the SM

Symmetries are of fundamental importance in the description of physical phenomena.

Noether’s theorem states that for a dynamical system, the consequence of any symmetry

is an associated conserved quantity [14]. Invariance under translations, rotations, and

Lorentz transformations in physical systems lead to the conservation of momentum,

angular momentum and energy.

In the SM, a quantum theory described by Lagrangian formalism, the weak, strong and

electromagnetic interactions are described in terms of “gauge theories”. A gauge theory

possesses invariance under a set of “local transformations”, which are transformations

whose parameters are space-time dependent. The requirement of gauge invariance within

the SM necessitates the introduction of force-mediating gauge bosons, and interactions

between fermions and the bosons themselves. Given the nature of the topics covered by

this thesis, the formulation of Electroweak Sector (EWK) within the SM Lagrangian is

reviewed within this section.

The simplest example of the application of the principle of local gauge invariance within

the SM is in Quantum Electro-Dynamics (QED), the consequences of which require a

massless photon field [15][16].

The free Dirac Lagrangian can be first written as

L =  ̄(i�µ@µ � m) , (2.1)

where  represents a free non interacting fermionic field, with the matrices �µ, µ 2 0, 1, 2, 3

defined by the anti commutator relationship �µ�⌫ + �µ�⌫ = 2⌘µ⌫I4, with ⌘µ⌫ being the

flat space-time metric (+, �, �, �), and I4 the 4 ⇥ 4 identity matrix.

Under a local U(1) abelian gauge transformation, in which  transforms as
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 (x) !  
0
(x) = ei✓(x) (x)  ̄(x) !  ̄

0
(x) = ei✓(x) ̄(x) (2.2)

the kinetic term of the Lagrangian will not remain invariant, due to the partial derivative

interposed between the  ̄ and  yielding

@µ ! ei✓(x)@µ + iei✓(x) @µ✓. (2.3)

To ensure that L remains invariant, a modified derivative, Dµ, that transforms covari-

antly under phase transformations is introduced. In doing this, a vector field Aµ with

transformation properties that cancel out the unwanted term in (2.3) must also be

included,

Dµ ⌘ @µ � ieAµ, Aµ ! Aµ +
1

e
@µ✓. (2.4)

Invariance of the Lagrangian is then achieved by replacing @µ with Dµ:

L = i ̄�µDµ � m ̄ 

=  ̄(i�µ@µ � m) + e ̄�µ Aµ. (2.5)

An additional interaction term is now present in the Lagrangian, coupling the Dirac

particle to this vector field, which is interpreted as the photon in QED. To regard this

new field as the physical photon field, a term corresponding to its kinetic energy must be

added to the Lagrangian from Equation (2.5). Since this term must also be invariant

under the conditions of Equation (2.4), it is defined in the form Fµ⌫ = @µA⌫ � @⌫Aµ.

This then leads to the Lagrangian of QED,
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LQED =

kinetic termz }| {
i ̄�µ@µ � 1

4
Fµ⌫F

µ⌫ +

mass termz }| {
m ̄ +

interaction termz }| {
e ̄�µ Aµ . (2.6)

Within the Lagrangian there remains no mass term of the form m2AµA
µ, which is

prohibited by gauge invariance. This implies that the gauge particle, the photon, must

be massless.

2.1.2. The Electroweak Sector and Electroweak Symmetry

Breaking

The same application of gauge symmetry and the requirement of local gauge invariance

can be used to unify QED and the Weak force in the Electroweak Sector (EWK).

The nature of EWK interactions is encompassed within a Lagrangian invariant under

transformations of the group SU(2)L ⇥ U(1)Y .

The weak interactions from experimental observation [17] are known to violate parity

and are therefore not symmetric under interchange of left- and right-helicity fermions.

Thus, within the SM the left- and right-handed parts of these fermion fields are treated

separately. A fermion field is then split into two left- and right-handed chiral components,

 =  L +  R, where  L/R = (1 ± �5) .

The SU(2)L group is the special unitary group of 2 ⇥ 2 matrices, U , satisfying UU † = I

and det(U) = 1. It may be written in the form U = e�i!iTi , with the generators of the

group written as Ti = 1
2
⌧i where ⌧i, i 2 1,2,3 are the 2 ⇥ 2 Pauli matrices:

⌧1 =

0

@ 0 1

1 0

1

A ⌧2 =

0

@ 0 �i

i 0

1

A ⌧3 =

0

@ 1 0

0 �1

1

A . (2.7)

The generators of the group form a non-Abelian group obeying the commutation relation

[T a, T b] ⌘ ifabcT c 6= 0. The gauge fields that accompany this group are represented by

Ŵµ = (Ŵ 1
µ , Ŵ 2

µ , Ŵ 3
µ ) and act only on the left handed component of the fermion field  L.
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One additional generator, Y , which represents the hypercharge of the particle under

consideration, is introduced through the U(1)Y group acting on both components of the

fermion field, with an associated vector boson field B̂µ.

The SU(2)L ⇥ U(1)Y transformations of the left- and right-handed components of  are

summarised by,

�L ! �
0

L = ei✓(x) ·T+i✓(x)Y �L,

 R !  
0

R = ei✓(x)Y  R, (2.8)

where the left-handed fermions form isospin doublets �L and the right handed fermions

are isosinglets  R. For the first generation of leptons and quarks this represents

�L =

0

@ ⌫e

e

1

A

L

,

0

@ u

d

1

A

L

,

 R = eR, uR, dR. (2.9)

Local gauge invariance within LEWK is once again imposed by modifying the covariant

derivative

Dµ = @µ � ig

2
⌧ iW i

µ � ig
0

2
Y Bµ, (2.10)

where g and g
0
are the coupling constant of the SU(2)L and U(1)Y groups respectively.

Taking the example of the first generation of fermions defined in Equation (2.9), with input

hypercharge values of -1 and -2 for �L and eR respectively, would lead to a Lagrangian

L1 of the form,

L1 =�̄L�
µ[i@µ � g

1

2
⌧ · Wµ � g

0
(�1

2
)Bµ]�L

+ ēR�
µ[i@µ � g

0
(�1)Bµ]eR � 1

4
Wµ⌫ · W µ⌫ � 1

4
Bµ⌫B

µ⌫ . (2.11)
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As in QED, these additional gauge fields introduce field strength tensors Bµ⌫ and Wµ⌫ ,

B̂µ⌫ = @µB̂⌫ � @⌫B̂µ (2.12)

Ŵµ⌫ = @µŴ⌫ � @⌫Ŵµ � gŴµ ⇥ Ŵµ (2.13)

corresponding to the kinetic energy and self coupling of the Wµ fields and the kinetic

energy term of the Bµ field.

None of these gauge bosons are physical particles, and instead linear combinations of

these gauge bosons make up � and the W and Z bosons, defined as

W ± =
1p
2

�
W 1

µ ⌥ iW 2
µ

�
,

0

@ Zµ

Aµ

1

A =

0

@ cos✓W �sin✓W

sin✓W cos✓W

1

A

0

@ W 3
µ

Bµ

1

A , (2.14)

where the mixing angle, ✓w = tan�1 g
0

g
, relates the coupling constants of the neutral weak

and electromagnetic interactions.

As in the case of the formulation of the QED Lagrangian there remains no mass term

for the photon. However contrary to experimental measurement, this is also the case

for the W, Z and fermions in the Lagrangian. Any explicit introduction of mass terms

would break the symmetry of the Lagrangian, and instead mass terms can be introduced

through spontaneous breaking of the EWK symmetry via the Higgs mechanism.

The Higgs mechanism induces spontaneous symmetry breaking through the introduction

of a complex scalar SU(2) doublet field �, which attains a non-zero Vacuum Expectation

Value (VEV) [18][19][20][21]:

� =

0

@ �+

�0

1

A with
�+ ⌘ (�1 + i�2)/

p
2

�0 ⌘ (�3 + i�4)/
p

2
(2.15)

The Lagrangian defined in Equation (2.11) attains an additional term LHiggs of the form
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LHiggs =

kineticz }| {
(Dµ�)†(Dµ�) �

potential V(�)z }| {
µ2�†�� �(�†�)2 (µ2,�) > 0 2 R,

LSM = LEWK + LHiggs, (2.16)

where the covariant derivative Dµ is that defined in Equation (2.10). The last two terms

of LHiggs correspond to the Higgs potential, in which real positive values of µ2 and � are

required to ensure the generation of masses for the bosons and leptons. The minimum of

this potential is found at �†� = 1
2
(�2

1 + �2
2 + �2

3 + �2
4) = µ2/� = v2, where v represents

the VEV.

The ground state of the � field is defined to be consistent with the V (�) minimum, and

is chosen to ensure the maintenance of an unbroken electromagnetic symmetry. This in

turn preserves a zero photon mass [22] and leads to

�0 =

r
1

2

0

@ 0

v

1

A , �(x) = ei⌧ · ✓(x)/v

r
1

2

0

@ 0

v + h(x)

1

A , (2.17)

where the fluctuations from the vacuum �0 are parametrised in terms of four real fields,

✓1, ✓2, ✓3 and h(x).

The three massless Goldstone boson fields are removed by setting ✓(x) to zero and

substituting �(x) back into kinetic term of LHiggs. From Equation (2.16), this leads to

mass terms for the W ± and Z bosons. This is given by,

(Dµ�)†(Dµ�) =
1

2
(@µh)2 +

g2v2

2
W+

µ W�µ +
v2g2

8 cos2 ✓w

ZµZ
µ + 0AµA

µ, (2.18)

where the relations between the physical and electroweak gauge fields from Equation

(2.14) are used. The W ± and Z boson masses can then be determined to be

MW =
1

2
gv MZ =

1

2

gv

cos ✓w

. (2.19)
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This mechanism is also used to generate fermion masses by introducing a Yukawa coupling

between the fermions and the � field [23], with the coupling strength of a particle to the

� field governing its mass. Additionally, a scalar boson h with mass mh = v
q

�
2
, is also

predicted as a result of this spontaneous symmetry breaking. This became known as

the Higgs boson. Its discovery by the CMS and ATLAS experiments in 2012 is the first

direct evidence to support this method of mass generation within the SM.

2.1.3. The CKM Matrix

Yukawa couplings between the Higgs field and fermions introduce mass terms for the

fermions. With three generations of quarks within the SM, the Yukawa couplings induce

3 ⇥ 3 mass matrices with o↵-diagonal matrix elements to the quark mass terms. The

consequence is a mixing of quark generations or “flavour mixing” as the flavour and

mass eigenstates of the quarks are not the same. This mixing matrix in known as the

CKM matrix [24][25], which is named after after Nicola Cabibbo, Makoto Kobayashi and

Toshihide Maskawa.

The CKM matrix is a 3 ⇥ 3 unitary matrix and is completely specified by three mixing

angles and a complex phase. It connects the weak eigenstates of down-type quarks (d
0
,

s
0
, b

0
) and their corresponding mass eigenstates (d, s, b) through,

0

BBB@

d
0

s
0

b
0

1

CCCA
=

0

BBB@

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb
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CCCA
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b
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0

BBB@

d

s

b

1

CCCA
(2.20)

where the various |Vij|2 represent the probability that the quark of j flavour decays into

a quark of i flavour via the weak interaction.

The CKM matrix thus allows for transition between mass eigenstates for up and down

type quarks in electroweak couplings between quarks and the W± bosons. Conversely,

due to the unitary property of the matrix, it does not a↵ect the coupling between

quarks and the Z boson thus accounting for the suppression of such decays in the SM at

tree-level. The measured value of the parameter Vtb in the CKM matrix is important to

understanding the decay of the top quark and why the top quark forms an integral part

to the supersymmetric searches described in this thesis.
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2.1.4. The Top Quark

The existence of the top quark was first predicted by the discovery of the bottom quark

in 1977 [26]. However due to the large mass of the top quark, it was not experimentally

confirmed until 1995 by the D0 [27] and the Collider Detector at Fermilab (CDF) [28]

experiments at the Tevatron collider [29], making it the most recently discovered quark.

The production of top quarks at particle colliders is mainly dominated by the pair

production of top quarks (tt̄). Due to its very large mass of 173.5 GeV [1], it has a very

short lifetime of the order of 5 ⇥ 10�25s [30]. This lifetime is about 20 times smaller than

the typical time scale for strong interactions. Therefore the top quark decays weakly

before it is able to form hadrons.

The main decay mechanism of top quarks is via the process

t ! W+b and t̄ ! W�b̄, (2.21)

for which the branching ratio is close to 1. Therefore the decay to t ! W s and t ! W d

is heavily suppressed. The CKM matrix element |Vtb|, quantifying the probability of a

top quark to decay to a W boson and a b-quark was measured to be 0.91 ± 0.13 and

1.07 ± 0.12 by the CDF and the D0 experiments respectively [31].

A tt̄ process would thus primarily decay into two W bosons and two b-quarks. The W

bosons in turn can decay hadronically into a quark anti-quark pair, W ! qq̄, with a

branching ratio of ⇠ 2
3

or leptonically into a lepton and a neutrino, W ! l⌫, with a

branching ratio of ⇠ 1
3
[1].

Due to its very high mass and well defined properties, the top quark plays an important

role in the consistency tests of the SM and as a calibration tool within particle detectors.

Within the context of this thesis, the properties of the top quark in conjunction with the

technique of b-tagging, introduced in Section (3.3.2), are used to aid in the search for

supersymmetric signatures.
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2.2. Motivation for Physics beyond the Standard

Model

As has been described, the SM has proven to be a very successful theory, predicting the

existence of the W ± and Z bosons and the top quark long before they were experimentally

observed. However, the theory does not accurately describe all observed phenomena and

has some fundamental theoretical flaws that hint at the need for additional extensions to

the current theory.

On a theoretical level, the SM is unable to incorporate the gravitational interactions of

fundamental particles within the theory. Whilst at the electroweak energy scales the

relative strength of gravity is negligible compared to the other three fundamental forces,

at much higher energy scales, Mplanck ⇠ 1018GeV, quantum gravitational e↵ects become

increasingly dominant. The failure to reconcile gravity within the SM, demonstrates that

the SM must become invalid at some higher energy scale.

Other deficiencies with the SM include the fact that the predicted rate of Charge-Parity

violation does not account for the matter dominated universe which we inhabit, and

that the SM prediction of a massless neutrino conflicts with the observation of neutrino

flavour mixing, attributed to mixing between neutrino mass eigenstates [32][33].

Perhaps one of the most glaring gaps in the predictive power of the SM is that there

exists no candidate to explain the cosmic dark matter observed in galactic structures

through indirect techniques; including gravitational lensing and measurement of the

orbital velocity of stars at galactic edges. Any such candidate must be very weakly

interacting but must also be stable, owing to the lack of direct detection of the decay

products of such a process. Therefore, a predicted stable dark matter candidate is one of

the main obstacles to address for any Beyond Standard Model (BSM) physics model.

The recent discovery of the Higgs boson, whilst a significant victory for the predictive

power of the SM, brings with it still unresolved questions. This issue is commonly

described as the “hierarchy problem”.

In the absence of new physics between the TeV and Planck scale, calculating beyond

tree-level contributions to the Higgs mass term given by its self interaction, results in

divergent terms that push the Higgs mass up to the planck mass Mplanck.



A THEORETICAL OVERVIEW 31

f̄

f

� �

Thursday, 5 December 13

Figure 2.1: One loop quantum corrections to the Higgs squared mass parameter m2
h due to a

fermion.

This can be demonstrated by considering the one loop quantum correction to the Higgs

mass with a fermion f, shown in Figure 2.1 with mass mf . The Higgs field couples to f

with a term in the Lagrangian ��fhf̄f , yielding a correction of the form [34],

�m2
h = � |�f |2

8⇡2
⇤2 + .., (2.22)

where �f represents the coupling strength for each type of fermion / mf , and ⇤ the

cuto↵ energy scale at which the SM ceases to be a valid theory.

To recover the mass of the now discovered Higgs boson would require a fine-tuning of

the parameters to cancel out these mass corrections of the Higgs mass, to the scale of

30 orders of magnitude. This appears as an unnatural solution to physicists and it is

this hierarchy problem that provides one of the strongest motivations for the theory of

SUperSYmmetry (SUSY).

2.3. Supersymmmetry Overview

Supersymmetry provides potential solutions to many of the issues raised in the previous

section. It provides a dark matter candidate, can explain baryogenesis in the early

universe and also provides an elegant solution to the hierarchy problem [35][36][37][38].

At its heart it represents a new space-time symmetry that relates fermions and bosons.

This symmetry converts bosonic states into fermionic states, and vice versa,
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Q|Bosoni = |Fermioni Q|Fermioni = |Bosoni, (2.23)

where the operator Q is the generator of these transformations. Quantum field theories

which are invariant under such transformations are called supersymmetric.

This symmetry operator therefore acts upon a particle’s spin altering it by a half integer

value. The consequences of the application of this additional space-time symmetry

introduce a new rich phenomenology. For example, in supersymmetric theories both

the left-handed SU(2) doublet and right-handed singlet of fermions will have a spin-0

superpartner containing the same electric charge, weak isospin, and colour as its SM

partner. In the case of leptons (⌫l, l)L, they will have two superpartners, a sneutrino e⌫lL

and a slepton elL, whilst the singlet lR also has a superpartner slepton elR.

Each particle in a supersymmetric theory is paired together with their superpartners as a

result of these supersymmetric transformations in what is called a supermultiplet. These

superpartners will then consequently also contribute to the corrections to the Higgs mass.

Bosonic and fermionic loops contributing to the correction appear with opposite signs,

and therefore cancellation of these divergent terms will stabilise the Higgs mass, solving

the hierarchy problem [39][40].

One of the simplest forms of SUSY, is to simply have a set of SM supersymmetric

partners with the same mass and interactions as their counterparts. However, the current

lack of any experimental evidence for that predicted sparticle spectrum implies SUSY

must be a broken symmetry in which any sparticle masses must be greater than their

SM counterparts.

There exists many techniques which can induce supersymmetric breaking [41][42][43]. Of

particular interest to experimental physicists are those at which the breaking scale is

of an order that is experimentally accessible to the LHC i.e. ⇠ TeV scale. Whilst

there is no requirement for supersymmetric breaking to occur at this energy scale, for

supersymmetry to provide a solution to the hierarchy problem, it is necessary for this

scale to not di↵er too drastically from the EWK scale [44][45].
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2.3.1. R-Parity and Dark Matter

Supersymmetric theories can also present a solution to the dark matter problem. These

theories contain a stable Lightest Supersymmetric Partner (LSP), which match the

criteria of a Weakly Interacting Massive Particle (WIMP) required by cosmological

observation when R-parity is conserved.

Baryon (B) and Lepton (L) number conservation is forbidden in the SM by renormal-

isability requirements. The violation of Baryon or Lepton number results in a proton

lifetime much shorter than those set by experimental limits [46]. Another symmetry

called R-parity is then often introduced to SUSY theories to maintain baryon and lepton

conservation.

R-parity is described by the equation

RP = (�1)3(B�L)+2s, (2.24)

where s represents the spin of the particles. B = ± 1
3

for quarks/antiquarks and B = 0

for all others, L = ± 1 for leptons/antileptons, L = 0 for all others.

R-parity ensures the stability of the proton in SUSY models, and also has other conse-

quences for the production and decay of supersymmetric particles. In particle colliders

supersymmetric particles can then only be pair produced. Similarly the decay of any

produced supersymmetric particle is restricted to a SM particle and a lighter supersym-

metric particle, as allowed by conservation laws. A further implication of R-parity is

that once a supersymmetric particle has decayed to the LSP it remains stable, unable to

decay into a SM particle.

A LSP will not interact in a detector at a particle collider, leaving behind a missing

energy, ��ET , signature. The assumption of R-parity and its consequences are used to

determine the physical motivation and search strategies for SUSY at the LHC.

2.3.2. Natural SUSY

One of the main arguments for Supersymmetry at the EWK scale is motivated by solving

the hierarchy problem and natural electroweak symmetry breaking is one of the leading

explanations for why we might expect to discover superpartners at the LHC [47][48]. As
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introduced in the previous section, the introduction of superpartners can lead to the

cancellation of divergent terms to the Higgs mass negating the need for the fine-tuning

of parameters.

The largest contribution to the quadratic divergence in the Higgs mass parameter comes

from a loop of top quarks via the Yukawa coupling. Cancellation of these divergences

can be achieved in supersymmetric theories by requiring a light right-handed top squark

(stop), etR, and left-handed double SU(2)L doublet containing top and bottom squarks,

(eteb)L [49].

This bottom-up approach allows for very heavy first and second generation squarks

beyond the reach of the LHC, whilst still providing a solution to the hierarchy problem

where these quadratic corrections from coupling to top quarks are cancelled out by the

light stops as shown in Figure 2.2.

Figure 2.2: Higgs mass corrections due to the SM top quark (left) are cancelled out by a light
supersymmetric stop particle (right).

This naturalness argument implies that these third generation squarks should have a

mass range smaller than 1 TeV to be compatible with the now discovered Higgs boson

[50]. Discovery of sparticle masses in this range lie well within the reach of the LHC

during its early years of operation, making the search for natural SUSY signatures an

attractive and well motivated option to pursue for early supersymmetric searches. How

such a signature would appear at the LHC is described in the following section.

2.4. Experimental Signatures of SUSY at the LHC

Should strongly interacting sparticles be within the experimental reach of the LHC, then

it is expected that they can be produced in a variety of ways:

• squark/anti-squark and gluino pairs can be produced via both gluon fusion and

quark/anti-quark scattering,



A THEORETICAL OVERVIEW 35

• a gluino and squark produced together via quark-gluon scattering,

• squark pairs produced via quark-quark scattering.

Whilst most SUSY searches invoke the requirement of R-parity to explore parameter

phase space, there still exist a whole plethora of possible SUSY model topologies, which

could yet be discovered at the LHC.

During the 2011 run period at
p

s = 7 TeV, particular models were used to benchmark

performance and experimental reach of both CMS searches and previous experiments.

The Compressed Minimal SuperSymmetric Model (CMSSM) was initially chosen for a

number of reasons [51]. One of the most compelling being the reduction of the up to 105

new parameters that can be introduced by SUSY (in addition to the existing 19 of the

SM), to just 5 extra free parameters. It was this simplicity, combined with the theory

not requiring any fine-tuning of particle masses to produce experimentally verified SM

observables, that made it an attractive model to interpret physics results.

However, recent results from the LHC now strongly disfavour large swathes of CMSSM

parameter space [52][53][54]. In the face of such results a more pragmatic model indepen-

dent search strategy is now applied across most SUSY searches at the LHC, see Section

(2.4.1).

As previously stated, a stable LSP that exhibits the properties of a dark matter candidate

would be weakly interacting and therefore will not be directly detected in a detector

environment. Additionally, the cascade decays of supersymmetric particles to this LSP

state would also result in significant hadronic activity. These signatures will then be

characterised through large amounts of hadronic jets (see Section (3.3.1)), leptons and a

significant amount of missing energy all dependent upon the LSP mass and the size of

the mass splitting between the LSP and the supersymmetric particle it has decayed from.

In the case of Natural SUSY, squarks produced within the detector will decay primarily

into top quarks. As mentioned earlier in the chapter, top quarks primarily decay into a

W boson and a b-quark, therefore such a signature can be identified through an excess of

events containing missing energy and with many leptons and/or jets identified or ‘tagged’

as originating from a b-quark in its final state.

The SM contains processes which can exhibit a similar event topology to that described

above, with the largest contribution coming from the general QCD multi-jet environ-

ment of a hadron collider. A multitude of di↵erent analytical techniques are used by

experimental physicists to reduce or estimate any reducible or irreducible backgrounds,
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allowing a possible SUSY signature to be extracted. The techniques employed within

this thesis are described in great detail within Section (5.1).

2.4.1. Simplified Models

With such a variety of di↵erent ways for a SUSY signal to manifest itself, it is necessary

to be able to interpret experimental reach through the masses of gluinos and squarks

which can be excluded by experimental searches, rather than on a model specific basis.

This is accomplished through SMS models, which are defined by a set of hypothetical

particles and a sequence of their production and decay modes [55][56]. In the SMS models

considered within this thesis, only the production process for the two primary particles

are considered. Each primary particle can undergo a direct or a cascade decay through

an intermediate new particle. At the end of each decay chain there remains a neutral,

undetected LSP particle, denoted e�LSP which can represent a neutralino or gravitino.

Essentially it is easier to consider each SMS with branching ratios set to 100%. The

masses of the primary particle and the LSP remain as free parameters, in which the

absolute value and relative di↵erence between the primary and LSP particle alter the

kinematics of the event.

Each SMS model is defined in a two-dimensional plane of these two free parameters, the

mass of the parent squark/gluino pair and the LSP. It would be extremely computationally

intensive to simulate the decays of every single parent-LSP mass point for use in the

interpretation of the physics reach of an analysis. Therefore, mass points within this

two-dimensional plane are generated in simulation with a granularity of 25 GeV. This

value is chosen as trade o↵ between allowing for limited computing resources whilst still

maintaining su�cient sensitivity to any changes in the final state kinematics across the

plane of SMS mass parameter space.

An example of such a plane in which the results of this thesis are interpreted is shown

in Figure 2.3. The results for each SMS model are presented on these planes as upper

limits on the squark/gluino and LSP masses that can be excluded given the observed

data and current theoretical production cross sections.

Di↵erent SMS models are denoted with a T-prefix, with a summary of the types inter-

preted within this thesis listed below [57].
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Figure 2.3: An example of the two-dimensional plane through which SMS results are in-
terpreted within this thesis. Each pixel represents a parent gluino/squark and
LSP mass point which are separated in 25 GeV steps. The colour within this
plot represents the observed acceptance of these simulated signal events to pass
the event selection of a given analysis. A higher acceptance indicates a higher
sensitivity to the final state signature of that SMS mass point.

• T1,T1xxxx, models represent a simplified version of gluino pair production, with

each gluino (superpartner to the gluon) undergoing a three-body decay to a quark-

antiquark pair and the LSP (i.e. eg ! qq̄e�LSP ). The resultant final state from this

decay is typically 4 jets + ��ET in the absence of initial/final state radiation and

detector e↵ects. xxxx denotes models in which the final state quarks are of a specific

flavour, typically t- or b-quark and antiquarks.

• T2,T2xx, models represent a simplified version of squark anti-squark production

with each squark undergoing a two-body decay into a light-flavour quark and LSP

(i.e. eq ! qe�LSP ). This results in final states with less jets than gluino mediated

production, typically 2 jets + ��ET when again ignoring the e↵ect of initial/final state

radiation and detector e↵ects. xx models represent decays in which both the quark

and the squark within the final state is of a specific flavour, which in this thesis are

again et/t or eb/b.

Models rich in b- and t-quarks are interpreted within this thesis (T1tttt, T1bbbb,

T1tt, T1bb) as they remain of particular interest within “Natural SUSY” scenarios as
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introduced above. These theories therefore solve the hierarchy problem by predicting

light ⇠ EWK scale third generation sleptons, accessible at the LHC.

The search strategies that are employed are used to give sensitivity to these type of

SUSY scenarios and are discussed in greater detail within Chapter 5.

The SMS model decay chains interpreted within this thesis are shown in Figure 2.4.

These five simplified models represent either the pair production of gluinos (prefixed by

T1) and the pair production of squarks (prefixed by T2) which subsequently decay into

SM particles and LSPs.
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Figure 2.4: Production and decay modes for the various SMS models interpreted within this
thesis. The SMS model name is stated in the caption of each sub-figure.
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Chapter 3.

The LHC and the CMS Detector

Probing nature for signs of physics beyond the SM would not be possible without the

immensely complex electronics and machinery that has made the TeV energy scale

accessible to physicists for the first time. This chapter will introduce both the LHC

based at European Organisation for Nuclear Research (CERN) and the Compact Muon

Solenoid (CMS) detector (of which the author is a member). Section (3.2) serves to

present an overview of the di↵erent components of the CMS detector, with specific

components relevant to the search for supersymmetric particles described in greater

detail. Section (3.3) will focus on particle and kinematic object reconstruction, again,

with more emphasis on jet level quantities which are most relevant to the author’s analysis

research.

3.1. The LHC

The LHC is a storage ring, accelerator, and collider of circulating beams of protons or

ions. Housed in the tunnel dug for the Large Electron-Positron Collider (LEP), it is

approximately 27 km in circumference, 100 m underground, and straddles the border

between France and Switzerland, outside of Geneva. It is currently the only collider

in operation that is able to study physics at the TeV scale. A double-ring circular

synchrotron, it was designed to collide proton-proton (pp) pairs with a centre of mass

energy of up to
p

s = 14 TeV at a final design luminosity of 1034cm�2s�1.

These counter-circulating beams of protons or Pb ions are merged in four sections around

the ring to enable collisions of the beams, with each interaction point being home to
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one of the four major experiments; A Large Ion Collider Experiment (ALICE) [58], A

Toroidal LHC ApparatuS (ATLAS) [6], the Compact Muon Solenoid (CMS) [5] and Large

Hadron Collider Beauty (LHCb) [59] which record the resultant collisions. The layout of

the LHC ring is shown in Figure 3.1. The remaining four sections contain acceleration,

collimation and beam dump systems. In the eight arc sections, the beams are steered

by magnetic fields of up to 8 T provided by super conduction dipole magnets, which

are maintained at temperatures of 2 K using superfluid helium. Additional magnets for

focusing and corrections are also present in straight sections within the arcs and near

the interaction regions where the detectors are situated.

Figure 3.1: A top down layout of the LHC. [60], with the position of the four main detectors
labelled.

Proton beams are formed inside the Proton Synchrotron (PS) from bunches of protons

50 ns apart with an energy of 26 GeV. The protons are then accelerated in the Super

Proton Synchrotron (SPS) to 450 GeV before being injected into the LHC. These LHC

proton beams consists of many “bunches” (i.e. approximately 1.1 ⇥ 1011 protons localised

into less than 1 ns in the direction of motion). Before collision, the beams are ramped to

4 TeV (2012) per beam, in a process involving increasing the current passing through

the dipole magnets. Once the desired
p

s energy is reached then the beams are allowed
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to collide at the interaction points. The luminosity falls regularly as the run progresses;

protons are lost in collisions, and eventually the beam is dumped before repeating the

process again.

Colliding the beams produced an instantaneous peak luminosity of approximately 5 ⇥
1033 cm�2s�1 during the

p
s = 8 TeV run period in 2012. The high number of protons

in each bunch increases the likelihood of multiple interactions with each crossing of

the counter-circulating beams. This leads to isotropic energy depositions within the

detectors positioned at these interaction points, increasing the overall energy scale of the

collision. This is known as pile-up and the counteracting of or correcting for its e↵ects

are important to the many measurements performed at the LHC.

In the early phase of prolonged operation, after the initial shutdown, the machine operated

in 2010-2011 at 3.5 TeV per beam,
p

s = 7 TeV, delivering 6.13 fb�1 of data [61]. During

the 2012-2013 run period, data was collected at an increased
p

s = 8 TeV improving the

sensitivity of searches for new physics. Over the whole run period 23.3 fb�1 of data was

delivered, of which 21.8 fb�1 was recorded by the CMS detector as shown in Figure 3.2

[61]. A total of 12 fb�1 of certified data was collected by October 2012. Results within

this thesis are presented utilising only this dataset as it formed the basis of the most

recent journal publication in which the author was a significant contributor.

Figure 3.2: The total integrated luminosity delivered to and collected by CMS during the
2012 8 TeV pp runs.
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3.2. The CMS Detector

The Compact Muon Solenoid (CMS) detector is one of two general purpose detectors

at the LHC designed to search for new physics. The detector is designed to provide

e�cient identification and measurement of many physics objects including photons,

electrons, muons, taus, and hadronic showers over wide ranges of transverse momentum

and direction. Its nearly 4⇡ coverage in solid angle allows for accurate measurement of

global transverse momentum imbalance. These design factors give CMS the ability to

search for direct production of SUSY particles at the TeV scale, making the search for

Supersymmetric particles one of the highest priorities among the wide range of physics

programmes at CMS.

CMS uses a right-handed Cartesian coordinate system with the origin at the interaction

point and the z-axis pointing along the beam axis. The x-axis points radially inwards to

the centre of the collider ring, with the y-axis pointing vertically upward. The azimuthal

angle �, ranging between [�⇡,⇡], is defined in the x-y plane starting from the x-axis. The

polar angle ✓ is measured from the z axis. The common convention in particle physics is

to express an out-going particle in terms of � and its pseudorapidity defined as

⌘ = � log tan

✓
✓

2

◆
. (3.1)

In hadron collider physics, pseudorapidity is preferred over the polar angle ✓ to describe

particles trajectory because, the di↵erences in pseudorapidity between outgoing particles

are invariant under boosts along the z axis.

The variable �R =
p

��2 + �⌘2 is commonly used to define angular distance between

objects within the detector. Additionally, energy and momentum is typically measured

in the transverse plane perpendicular to the beam line. This is used because, whilst the

initial longitudinal momentum in a parton collision is unknown, it is however known that

the initial transverse momentum was zero. These values are calculated from the x and y

components of the object and are denoted as ET = E sin ✓ and pT =
p

p2
x + p2

y.
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3.2.1. Detector Subsystems

As the range of particles produced from pp collisions interact in di↵erent ways with

matter, CMS is divided into sub-detector systems, which perform complementary roles

in identifying, the mass and the momentum of di↵erent physics objects present in each

event. These detector sub-systems contained within CMS are wrapped in layers around

a central 13m long 4 T super conducting solenoid, as shown in Figure 3.3. With the

endcaps closed, CMS is a cylinder of length 22m, diameter 15m, and mass 12.5 kilotons.

A more detailed complete description of the detector can be found elsewhere [5].

Figure 3.3: A pictorial depiction of a cutaway of the CMS detector with the main detector
subsystems used in particle identification labelled [62].

3.2.2. Tracker

The inner-most sub-detector of the barrel is the multi-layer silicon tracker, formed of a

pixel detector component encased by layers of silicon strip detectors. The pixel detector

consists of three layers of silicon pixel sensors providing measurements of the momentum,

position coordinates of the charged particles as they pass, and the location of primary

and secondary vertices between 4 cm and 10 cm transverse to the beam. Outside the

pixel detector, ten cylindrical layers of silicon strip detectors extend the tracking system

out to a radius of 1.20m from the beam line. The tracking system provides e�cient

and precise determination of the charges, momenta, and impact parameters of charged

particles, with the geometry of the tracker extending to cover a rapidity range up to |⌘|<
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2.5.

The tracking system also plays a crucial part in the identification of jets that originate

from b-quarks through the measurement of displaced secondary vertices. The methods

in which these b-flavoured jets are identified are discussed within Section (3.3.2). The

identification of b-jets is important in many searches for natural SUSY models and forms

an important part of the inclusive search strategy described within Section (5.2).

3.2.3. Electromagnetic Calorimeter

Immediately outside of the tracker, but still within the magnet core, sits the Electro-

magnetic Calorimeter (ECAL). Covering a pseudorapidity up to |⌘| < 3 and comprising

of over 75 ⇥ 103 PbWO4 (lead tungstate) crystals that scintillate as particles deposit

energy in them, the ECAL provides high resolution measurements of the electromagnetic

showers from photons and electrons in the detector.

Lead tungstate is used because of its short radiation length (X0 ⇠ 0.9 cm) and small

Molieré radius ( ⇠ 2.1 cm) leading to high granularity and resolution. Its fast scintillation

time ( ⇠ 25 ns) reduces the e↵ects of pile-up, and its radiation hardness give it longevity.

The crystals are arranged in modules which surround the beam line in a non-projective

geometry, angled at 3�, with respect to the interaction point to minimise the risk of

particles escaping down the cracks between the crystals.

The ECAL is primarily composed of two sections, the Electromagnetic Calorimeter Bar-

rel (EB) which extends in pseudo-rapidity to |⌘| < 1.479 with a crystal front cross section

of 22 ⇥ 22 mm and a length of 230 mm corresponding to 25.8 radiation lengths. The

Electromagnetic Calorimeter Endcap (EE) covers a rapidity range of 1.479 < |⌘| < 3.0,

which consists of two identical detectors on either side of the EB. A lead-silicon sampling

‘pre-shower’ detector Electromagnetic Calorimeter pre-Shower (ES) is placed before the

endcaps to aid in the identification of neutral pions. Their arrangement is shown in

Figure 3.4.

Scintillation photons from the lead tungstate crystals are instrumented with Avalanche

Photo-Diodes (APD) and Vacuum Photo-Triodes (VPT), located in the EB and EE
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Figure 3.4: Illustration of the CMS ECAL showing the arrangement of the lead tungstate
crystals in the EB and EE. The ES is also shown and is located in front of the
EE [63]. The ⌘ segmentation of the ECAL is also shown via dotted lines.

respectively. They convert the scintillating light into an electric signal which is conse-

quently used to determine the amount of energy deposited within the crystal. These

instruments are chosen for their resistance under operation to the strong magnetic field

of CMS. The scintillation of the ECAL crystals, as well as the response of the APDs,

vary as a function of temperature; and so cooling systems continually maintain an overall

constant ECAL temperature ± 0.05�C.

3.2.4. Hadronic Calorimeter

Beyond the ECAL lies the Hadronic Calorimeter (HCAL) which is responsible for the

accurate measurement of hadronic showers, crucial for analyses involving jets or missing

energy signatures. The HCAL is a sampling calorimeter which consists of alternating

layers of brass absorber and plastic scintillator, the exception being in the hadron forward

(3.0 < |⌘| < 5.0) region where steel absorbers and quartz fibre scintillators are used be-

cause of their increased radiation tolerance. Hadron showers are initiated in the absorber

layers inducing scintillation in the plastic scintillator tiles. These scintillation photons

in the blue-violet region of the spectrum spectrum are then absorbed and re-emitted at

longer wavelengths by wavelength shifting fibres for more e�cient read-out by hybrid

photodiodes.
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The HCAL’s size is constrained to a compact size by the presence of the solenoid, re-

quiring the placement of an additional outer calorimeter on the outside of the solenoid

to increase the sampling depth of the HCAL. A schematic of the HCAL can be seen in

Figure 3.5.

Figure 3.5: Schematic of the hadron calorimeters in the r-z plane, showing the locations of
the HCAL components and the HF. Other detector subsystems are also displayed
for scale, with the ⌘ segmentation of the CMS detector shown by the dotted lines
[5].

The HCAL covers the range |⌘| < 5 and consists of four sub-detectors: the Hadron

Barrel (HB) |⌘| < 1.3, the Hadron Outer (HO), the Hadron Endcaps (HE) 1.3 < |⌘| < 3.0

and the Hadron Forward (HF). The HB, contained between the outer edge of the ECAL

and the inner edge of the solenoid is formed of 36 azimuthal wedges which are split

between two half-barrel segments. Each wedge is segmented into four azimuthal angle

(�) sectors, and each half-barrel is further segmented into 16 ⌘ towers. The electronic

readout chain channels the light from the active scintillator layers from one �-segment

and all ⌘-towers of a half-barrel to a Hybrid Photo Diode (HPD).

The relatively short number of interaction lengths, �l, within the HB justifies the need

for the ‘tail catching’ HO to increase the sampling depth in the central barrel rapidity

region |⌘| < 1.3. This gives a total sampling depth of up to 11 interaction lengths in the

central region.
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Significant fractions of a hadron’s energy will also be deposited in the ECAL from its

decay into lighter particles as it passes through the detector. Therefore, measurements

of hadron energies in the central regions |⌘| < 3.0 use both the ECAL and HCAL to

reconstruct the true energy from showering hadrons.

3.2.5. Muon Systems

Muons being too massive to radiate away energy via Bremsstrahlung, mostly pass through

the detector until they reach the system of muon detectors which forms the outer-most

part of the CMS detector.

Outside of the superconducting solenoid are four muon detection layers interleaved with

the iron return yokes, which measure the muons energy via ionisation of gas within

detector elements. Three types of gaseous chambers are used. The Drift Tube (DT),

Cathode Stripe Chamber (CSC), and Resistive Plate Chamber (RPC) systems provide

e�cient detection of muons with pseudo-rapidity |⌘| < 2.4. The best reconstruction

performance is obtained when the muon chamber is combined with the inner tracking

information to determine muon trajectories and their momenta [64].

3.2.6. Triggering System

Bunch crossings at the LHC during the
p

s = 8 TeV run were separated by just 50 ns.

Therefore the rate at which data from all collisions would have to be stored on disk and

subsequently processed would be unfeasible. A two-tiered triggering system is applied

at CMS in order to cope with the high collision rate of protons. The CMS trigger is

designed to use limited information from each event to determine whether to record it,

reducing the rate of data taking to manageable levels whilst ensuring a high e�ciency of

interesting physics object events are selected.

The Level 1 Trigger (L1) is a pipelined, dead-timeless system based on custom-built

electronics [65], and is a combination of several sub systems which is shown pictorially

in Figure 3.6. This figure shows that the L1 trigger is itself split into two subsystems,

the Global Calorimeter Trigger (GCT) and the Global Muon Trigger (GMT) which

form calorimeter or muon objects from the combination of information from their own

respective detector subsystems.
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The L1 system is covered in more detail within the following chapter, along with a

description benchmarking the performance of the L1 calorimeter trigger during the
p

s

= 8 TeV run period.

Figure 3.6: An overview of the di↵erent components of the CMS L1 trigger system, showing
the global calorimeter, muon triggers, and the global trigger.

The Higher Level Trigger (HLT) is a large farm of commercial computers [65]. The HLT

processes events with software reconstruction algorithms that are more detailed, giving

performance more similar to the reconstruction used o✏ine. The HLT reduces the event

rate written to disk by a factor of ⇠ 500 ( ⇠ 200Hz). The recorded events are transferred

from CMS to the CERN computing centre, where event reconstruction is performed, and

then distributed to CMS computing sites around the globe for storage and analysis.

3.3. Event Reconstruction and Object Definition

The goal of event reconstruction is to take the information from the coordinates and

magnitudes of energy deposits recorded by the detector and to compute from it higher-

level quantities which can be used at an analysis level. These typically correspond to

an individual particle’s identity and its energy and momenta, groups of particles which
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shower in a narrow cone, and the overall global energy and momentum balance of the

event.

Covered within this section is a brief introduction to jet reconstruction and the identifi-

cation of jets originating from a b-quark, which are very relevant to the analysis detailed

in Chapter 5. Additionally, the identification criteria for the selection of muon, electron,

photon and jet objects used by each of the analyses described within this thesis are also

introduced within the following section. A much deeper discussion of the reconstruction

of all physics objects used by CMS can be found in [66].

3.3.1. Jets

Quarks and gluons are produced copiously at the LHC in the hard scattering of partons.

As these quarks and gluons fragment, they hadronize and decay into a group of strongly

interacting particles and their decay products. These streams of particles travel in

the same direction away from interaction point, as they have been “boosted” by the

momentum of the primary hadron. These collections of decay products are reconstructed

and identified together as a “jet”.

At CMS jets are reconstructed from energy deposits in the detector via the anti-kt

algorithm [67] with size parameter �R = 0.5. The anti-kt jet algorithm clusters jets by

defining a distance between hard (high-pT ) and soft (low-pT ) particles such that soft

particles are preferentially clustered with hard particles before being clustered between

themselves. This produces jets which are robust to the pile-up conditions produced from

proton-proton collisions at the LHC.

There are two main types of jet reconstruction used at CMS, Calorimeter (Calo) and

Particle Flow (PF) jets [68]. Calorimeter jets are reconstructed using both the ECAL

and HCAL cells, combined into “calorimeter towers”. These calorimeter towers consist

of geometrically matched groups of HCAL cells and ECAL crystals. Electronics noise

in each cell is suppressed by applying a threshold to the calorimeter cells, with pile-up

e↵ects reduced by a requirement placed on the tower energy [69]. Calorimeter jets are

the jets used within the analysis presented in this thesis, due to the computational time

required to construct PF jets and the use of these reconstructed jets within the HLT

trigger paths of the analysis.

PF jets are formed from combining information from all of the CMS sub-detectors systems

to determine which final state particles are present in the event. Generally, any particle
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is expected to produce some combination of a track in the silicon tracker, a track in the

muon system and/or a deposit in the calorimeters. The PF jet momentum and spatial

resolutions are greatly improved with respect to calorimeter jets, as the use of the tracking

detectors and of the high granularity of ECAL allows resolution and measurement of

charged hadrons and photons inside a jet, which together constitute ⇠ 85% of the jet

energy [70].

The jets reconstructed by the clustering algorithm in CMS typically have an energy

that di↵ers to the ‘true’ energy measured by a perfect detector. This stems from the

non-linear and nonuniform response of the calorimeters as well as other residual e↵ects

including pile-up and underlying events. Therefore, additional corrections are applied to

recover a uniform relative response as a function of pseudo-rapidity. These are applied

as separate sub corrections [71].

• A pile-up correction is first applied to the jet. It subtracts the average extra energy

deposited in the jet that comes from other vertices present in the event and is

therefore not part of the hard jet itself.

• pT - and ⌘- dependent corrections derived from Monte Carlo simulations are used to

account for the non-uniform response of the detector.

• pT - and ⌘- residual corrections are applied to data only to correct for di↵erence

between data and Monte Carlo simulations. The residual is derived from QCD di-jet

samples and the pT residual from �+ jet and Z+ jets samples in data.

3.3.2. B-tagging

The decays of b-quarks are suppressed by small CKM matrix elements. As a result, the

lifetimes of b-flavoured hadrons, produced in the fragmentation of b-quarks, are relatively

long; ⇠ 1ps. Therefore these hadrons can fly a significant distance in the detector

before decaying, giving rise to displaced vertices within the jet. The identification of

jets originating from b-quarks is very important for searches for new physics and for

measurements of SM processes.

Several di↵erent algorithms developed by CMS select b-quark jets based on variables such

as; the impact parameters of the charged-particle tracks, the properties of reconstructed

decay vertices, and the presence or absence of a lepton, or combinations thereof.
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One of the most e�cient algorithms is the Combined Secondary Vertex (CSV) algorithm

[72]. This operates based on secondary vertex and track-based lifetime information,

benchmarked in ‘Loose’, ‘Medium’ and ‘Tight’ working points, corresponding to the

mis-identication probability for light-parton jets of 10%, 1%, and 0.1%, respectively, in

jets with an average pT of about 80 GeV. Light parton jets are defined as those which

originate from a u, d, s quark or a gluon. The medium working point is used within

the ↵T search presented in Section (5.1), which is measured to have a gluon/light-quark

tagging e�ciency of ⇠ 1%, a c-quark tagging e�ciency of ⇠ 20% and a jet pT dependant

b-tagging e�ciency of 60-70% [73].

Within the CSV tagger, a likelihood-based discriminator distinguishes between jets from

b-quarks, and those from charm or light quarks and gluons, the distribution of which is

shown in Figure 3.7. All figures within this sub-section, demonstrating the performance

of this b-tagging algorithm are taken from [74].

The b-tagging performance is evaluated to measure the b-jet tagging e�ciency ✏b, and the

misidentification probability of charm ✏c and light-parton jets ✏s. The tagging e�ciencies

for each of these three jet flavours are compared between data and MC simulation, from

which a series of pT and |⌘| dependant jet corrections are determined,

SFb,c,s =
✏data
b,c,s

✏MC
b,c,s

. (3.2)

The variables ✏data
b,c,s and ✏MC

b,c,s correspond to the e�ciency as measured in data or simulation

for jets originating from a b-quark, c-quark of light parton respectively.

These are collectively named ‘B-tag Scale Factors’ and allow MC simulation to accurately

reflect the running conditions and performance of the tagging algorithm in data. A good

understanding of the tagging e�ciency for each of the jet flavours is essential in order to

minimise systematic uncertainties in physics analyses that employ b-tagging.

The b-tagging e�ciency is measured in data using several methods applied to multi-jet

events, primarily based on a sample of jets enriched in heavy flavour content. One method

requires the collection of events with a poorly isolated muon within a cone �R < 0.4

around the jet axis. Due to the semi-leptonic branching fraction of b hadrons being

significantly larger than that for other hadrons, these jets are more likely to arise from
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Figure 3.7: CSValgorithm discriminator values in enriched ttbar (top) and inclusive multi-jet
samples (bottom) for b,c and light flavoured jets. The discriminator value used
for each working points are determined from the misidentification probability for
light-parton jets to be tagged as a b-jet, which are given as 0.244 (10%), 0.679
(1%) and 0.898 (0.1%) for the L, M and T working points respectively [74].

b-quarks than from another flavour. The resultant momentum component of the muon,

transverse to the jet axis, is larger in b-hadron decays than from light or charm flavoured

jets.

Additionally, the performance of the tagger can also be benchmarked in tt̄ events, where

the top quark is expected to decay to a W boson and a b-quark about 99.8% of the time[1].
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Further selection criteria is applied to these events to further enrich the b-quark content

of these events. The methods to identify b-jets in data are discussed in greater detail

at [75]. The jet flavours within simulation are determined using truth level information

which is spatial matched to reconstructed jets, and is then compared to measurements

in data to determine an appropriate set of pT - and |⌘|- dependent scale factors (SFb,c,s).

The scale factor corrections from simulation to data for b-quark jets determined for the

CSVM tagger are displayed in Figure 3.8.

Figure 3.8: Measured in tt̄ ! di-lepton events using the CSVM tagger: (upper panels) b-
tagging e�ciencies and (lower panels) data/MC scale factor SFb as a function of
(left) jet pT and (right) jet |⌘|. In the lower panels, the grey filled areas represent
the total statistical and systematic uncertainties, whereas the dotted lines are the
average SFb values within statistical uncertainties [74].

The measurement of the misidentication probability for light-parton jets relies on the

inversion of tagging algorithms, selecting jets not having properties typical of b-jets using

the same variables and techniques used for benchmarking the b-tagging e�ciency. The

scale factors (SFs) determined as a function of jet pT to correct Monte Carlo simulation

to measurements in data are shown in Figure 3.9 for the CSVM tagger.
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Figure 3.9: For the CSVM tagging criterion: (top) misidentication probability in data (filled
circles) and simulation (open circles); (bottom) scale factor for the misidentication
probability. The last pT bin in each plot includes all jets with pT > 1000 GeV. The
solid curve is the result of a polynomial fit to the data points. The dashed curves
represent the overall statistical and systematic uncertainties on the measurements
[74].

3.3.3. Physics Analysis Objects

The physics objects used in the analyses described in this thesis are introduced below,

and follow the recommendation of the various CMS Physics Object Groups (POGs).

• Jets

The jets used in the supersymmetric searches presented in this thesis are CaloJets,

reconstructed as described earlier in this Section using the anti-kT jet clustering

algorithm.

To ensure the jet object falls within the calorimeter systems a pseudo-rapidity

requirement of |⌘| < 3 is applied. Each jet must pass a “loose” identification criteria

to reject jets resulting from unphysical energy, the criteria of which are detailed in

Table 3.1 [76].
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Loose CaloJet Id

Variable Definition

fHPD < 0.98 Fraction of jet energy contributed from “hottest” HPD, which

rejects HCAL noise.

fEM > 0.01 Noise from the HCAL is further suppressed by requiring a

minimal electromagnetic component to the jet fEM .

N90

hits � 2 Jets that have > 90% of its energy from a single channel are

rejected, to serve as a safety net that catches jets arising from

undiagnosed noisy channels.

Table 3.1: Criteria for a reconstructed jet to pass the loose calorimeter jet id.

PF jets are used in the measuring the performance of the L1 trigger, which is

described in Chapter 4. These jets are identified with the following criteria:

Loose PF jet Id

Variable Definition

nfhJet < 0.99 Fraction of jet composed of neutral hadrons. HCAL noise tends

to populate high values of neutral hadron fraction.

nemfJet < 0.99 Fraction of jet composed of neutral electromagnetic energy.

ECAL noise tends to populate high values of neutral EM fraction.

nmultiJet > 1 Number of constituents that jet is composed from.

chfJet > 0 Fraction of jet composed of charged hadrons.

cmultiJet > 0 Number of charged particles that compose jet.

cemfJet < 0.99 Fraction of jet composed of charged electromagnetic energy.

Table 3.2: Criteria for a reconstructed jet to pass the loose PF jet id.

• Muons

Muons are selected and vetoed in the control samples and signal region of the ↵T

search in Chapter 5. The following cut based selection is summarised in Table 3.3

and is used to identify muons in both instances with a 95% e�ciency [77].
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Variable Definition

Is Global Muon Muon contains both a hit in the muon chamber and a matched track in
the inner tracking system.

�2< 10 �2 of global muon track fit. Used to suppress hadronic punch-through
and muons from decays in flight.

Muon chamber hits > 0 At least one muon chamber hit included in global muon track fit.

Muon station hits > 1 Muon segment hits in at least two muon stations, which suppresses
hadronic punch-through and accidental track-to-segment matches.

dxy < 0.2mm The tracker track transverse impact parameter w.r.t the primary vertex.
Suppresses cosmic muons and muons from decays in flight.

dz < 0.5mm The longitudinal distance of the tracker track w.r.t the primary vertex.
Loose selection requirement to further suppress cosmic muons, muons
from decays in flight and tracks from pile-up.

Pixel hits > 0 Suppresses muons from decays in flight by requiring at least one pixel
hit in the tracker.

Track layer hits > 5 Number of tracker layers with hits, to guarantee a good pT

measurement. Also suppresses muons from decays in flight.

PF Iso <0.12 Isolation based upon the sum of the charged and neutral hadrons and
photon objects within a �R 0.4 cone of the muon object, corrected for
pile up e↵ects on the isolation sum.

Table 3.3: Muon identification criteria used within the analysis for selection/veto purposes in
the muon control/signal selections.

Additionally muons are required to be within the acceptance of the muon tracking

systems. Where the muon object is used in the triggering of the event, a |⌘| < 2.1

restriction is employed. In instances where muons are vetoed, a |⌘| < 2.5 and a

minimum pT > 10 GeV threshold requirement is placed on the identification of

muon objects.

• Photons

Photons are identified according to the cut based criteria listed in Table 3.4, corre-

sponding to 95% e�ciency in the identification of genuine isolated photon objects

[78].

Variable Definition

H/E < 0.05 The ratio of hadronic energy in the HCAL tower directly behind

the ECAL super-cluster and the ECAL super-cluster itself.

�i⌘i⌘ < 0.011 The log energy weighted width (�), of the extent of the shower in

the ⌘ dimension.

Continued on next page
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R9 < 1.0 The ratio of the energy of the 3 ⇥ 3 crystal core of the super-cluster

compared to the total energy stored in the 5⇥ 5 super-cluster.

Combined

Isolation < 6

GeV

The photons are required to be isolated with no electromagnetic or

hadronic activity within a radius �R = 0.3 of the photon object.

A combination of the pile-up subtracted (due to isotropic energy

deposits) [79], ECAL, HCAL and tracking isolation sums are used

to determine the combined total isolation value.

Table 3.4: Photon identification criteria used within the analysis for selection/veto
purposes in the � + jets control/signal selections.

Photon objects are also required to have a minimum momentum of pT > 25 GeV.

• Electrons

Electron identification is defined for veto purposes in all of the analyses detailed

in the following chapters. They are selected according to the following cut-based

criteria listed in Table 3.5, utilising PF-based isolation and with an overall selection

e�ciency of 99%.

Variable Barrel EndCap Definition

�⌘In <0.007 <0.009 �⌘ between SuperCluster position and the coor-

dinate of the associated track at the interaction

vertex, assuming no radiation.

��In <0.15 <0.10 �� between SuperCluster position and track direc-

tion at interaction vertex extrapolated to ECAL

assuming no radiation.

�i⌘i⌘ <0.01 <0.03 Cluster shape covariance, measure the ⌘ dispersion

of the electrons electromagnetic shower over the

ECAL supercluster.

H/E <0.12 <0.10 The ratio of hadronic energy in the HCAL tower

directly behind the ECAL super-cluster and the

ECAL super-cluster itself.

d0 (vtx) <0.02 <0.02 The tracker track transverse impact parameter w.r.t

the primary vertex.

dZ (vtx) <0.20 <0.20 The longitudinal distance of the tracker track w.r.t

the primary vertex.

Continued on next page
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|( 1

EECAL
� 1

ptrack
)| <0.05 <0.05 Comparison of energy at supercluster 1/EECAL and

that of the track momentum at the vertex 1/ptrack.

Causes suppression of fake electrons at low pT .

PF Iso <0.15 <0.15 Combined PF isolation of charged hadrons, pho-

tons, neutral hadrons within a �R < 0.3 cone size.

Isolation sum is corrected for pile-up using e↵ective

area corrections for neutral particles.

Table 3.5: Electron identification criteria used within the analysis for veto purposes.

Electrons are required to be identified within |⌘| < 2.5 to ensure that electrons

can be reconstructed within the tracker coverage of the detector, and also with a

minimum pT > 10 GeV.

• Noise and ⇢⇢ET Filters

A series of noise filters are applied to veto events which contain spurious non-

physical jets from electrical noise or external sources that are not picked up by the

jet identification criteria, and events which give large unphysical ��ET values. These

filters are listed within Table 3.6.

Variable Definition

CSC tight beam halo

filter

As proton beams circle the LHC, proton interactions with the

residual gas particles or the beam collimators can occur, producing

showers of secondary particles which can interact with the CMS

detector.

HBHE noise filter with

isolated noise rejection

Anomalous noise in the HCAL not due to electronics noise. The

source of the anomalous noise in the HCAL barrel (HB) and endcap

(HE) sub-detectors has two main sources, the hybrid photodiodes

(HPDs) used to convert the scintillator light into an electrical

output and the readout boxes (RBXs) which contain them.

HCAL laser filter The HCAL uses laser pulses for monitoring the detector response.

Some laser pulses have accidentally been fired in the physics orbit,

and ended up polluting events recorded for physics analysis.

ECAL dead cell trigger

primitive (TP) filter

EB and EE have single noisy crystals which are masked in re-

construction. The Trigger Primative (TP) information is used to

assess how much energy was lost in masked cells.

Continued on next page
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Bad EE Supercrystal

filter

Two supercrystals in EE are found to occasionally produce high

amplitude anomalous pulses in several channels at once, causing a

large �ET spike.

ECAL Laser correction

filter

A laser calibration multiplicative factor is applied to correct for

transparency loss in each crystal during irradiation. A small num-

ber of crystals receive unphysically large values of this correction

and become very energetic, resulting in �ET .

Table 3.6: Noise filters that are applied to remove spurious and non-physical ��ET signa-
tures within the CMS detector.
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Chapter 4.

Benchmarking the Performance of

the CMS Level-1 Trigger

This chapter describes and details the work performed by the author, in measuring

the performance of L1 single jet and energy sum triggers in the Global Calorimeter

Trigger (GCT) during the 2012-2013 run period. The CMS GCT is the device within

the L1 CMS calorimeter trigger system which is assigned the tasks of finding and sorting

forward, central and ⌧ -jet candidates (hadronically decaying ⌧ ’s), sorting isolated and

non-isolated electron candidates and reading out all of the calorimeter trigger data. The

GCT system is installed in the CMS underground cavern.

The L1 trigger is an extremely important component in the recording of proton-proton

collisions by the CMS detector. Good performance by the L1 systems will ensure that

the rate at which collisions are recorded remain at a manageable level whilst maintaining

low trigger thresholds, which in turn increases sensitivity to a range of physics signatures.

A change was introduced to the L1 jet clustering algorithm (see Section (4.1.1)) half

way through the 2012 run period. This change was made to reduce the number of jets

clustered by the L1 jet algorithm as a result of the isotropic deposits left in the CMS

calorimeters from multiple pile-up interactions. Such jets would result in a large increase

in the trigger rate of both the individual L1 jet and combined transverse energy scale

sum, HT , triggers.

Jets that result from pile-up typically have a di↵use spread of energy across the whole

area of the jet in comparison to central energy deposits in jets arising from the primary

interaction. Therefore a 5 GeV central seed threshold was introduced to prevent the

formation of these pile-up jets.
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The e↵ect of this change on the performance of the L1 trigger is benchmarked in Section

(4.2). The two run periods that are used in this chapter to compare trigger performance

before and after the introduction of a central jet seed threshold are known as Run 2012B

and Run 2012C respectively. They reflect the period prior to and after the extended

shutdown period of the LHC, which is when this change was implemented.

Additionally the L1 GCT performance is also measured as a function of di↵erent pile-up

(first introduced in Section (3.1)) conditions which occurred during the Run 2012C period

in Section (4.3).

4.1. The Level-1 Trigger

The L1 trigger reduces the rate of events collected from 20 MHz to approximately 100

kHz using information from just the calorimeters and muon chambers, but not the tracker.

This is due to requirement that data from each and every bunch crossing be analysed with

no dead time, drastically reducing time available to process and reconstruct objects in

making a trigger decision. This facilitates the need for a pipelined processing architecture,

and so a tree system of triggers is used to decide whether to pass on an event to the HLT

for further reconstruction.

Calorimeter and muon event information is processed separately by the Regional Calorime-

ter Trigger (RCT) and Regional Muon Trigger (RMT) systems respectively and which

are located within the CMS cavern. Within the RCT, energy deposits from trigger towers

in the ECAL and HCAL calorimeters are summed into coarser calorimeter regions and

sent to the Global Calorimeter Trigger (GCT) for jet clustering.

Given that electron, e, and photon, �, are much narrower objects than jets, the RCT is

used to identify these candidates but makes no attempt to distinguish between them at

this stage given the lack of tracking information. They are first identified by ensuring

the energy deposits within the central trigger tower and its surrounding cells are above a

certain programmable threshold. To ensure the object is not a hadron, the ratio of HCAL

to ECAL in the central tower is calculated and checked to be below 5%. Additional

algorithms are employed to ascertain whether the e/� object is isolated/non-isolated.

In the L1 GCT, coarse measurements of the energy deposited in the electromagnetic and

hadronic calorimeters are combined, and by using sophisticated algorithms the following

tasks are performed:
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• isolated and non-isolated electromagnetic objects are sorted (e and �), with the four

highest ranked (equivalent to highest transverse energy ET ) objects of each type

passed onto the Global Trigger (GT) which with the addition of information from

the muon systems makes the final trigger pass/fail decision,

• energy sums from the calorimeters supplied by the RCT are used in performing

jet clustering (described in the following section). The clustered jets are then

sub-divided into categories depending on their pseudo-rapidity and the result of ⌧

identification, being classified as either central, forward, or tau (⌧). After being

sorted by decreasing energy, the four highest of each category are passed to the GT

for use in trigger decisions,

• total transverse energy (ET =
Pn

i=1 Eobji
T ), the scalar sum of the energy deposits

measured by L1, and missing transverse energy (��ET = |
Pn

i=1 Eobji
T |), defined as the

negative vector sum of the transverse energy deposits measured at L1 are calculated,

• total transverse jet energy (HT =
Pn

i=1 Ejeti
T ), the scalar sum of the energy of all L1

clustered jet objects, and missing transverse jet energy (⇢⇢HT = |
Pn

i=1 Ejeti
T |), defined

as the negative vector sum of the energy from L1 clustered jet objects are calculated

and passed to the GT.

In addition, quantities suitable for triggering minimum bias events, forward physics and

beam background events are determined. Relevant muon isolation information is also

passed on to the Global Muon Trigger (GMT) to be used in decisions involving the muon

triggers, where it is combined with information from across the three muon sub-systems.

The resultant final accept/reject decision at L1 is then performed by the GT, based on

the objects received from the GCT and GMT (e/�, µ, jets, ET , ��ET , HT , ⇢⇢HT ).

The L1 trigger is therefore of upmost importance to the functioning of the detector.

Without a high-performing, e�cient trigger and a good understanding of its performance

at ever increasing instantaneous luminosities, the data collected would be useless. Whilst

it would be possible to maintain trigger e�ciency by increasing the triggering thresholds

for di↵erent jet or energy sum quantities, this is far from ideal. This could result in the

failure to be sensitive to a wide range of new physics signatures. This includes many types

of compressed spectra SUSY models where the mass splitting between squarks/gluinos

and the LSP is small leading to small amounts of hadronic activity in the detector.
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4.1.1. The L1 Jet Trigger Algorithm

The L1 jet algorithm clusters jets using the transverse energy sums computed by the

calorimeter trigger regions. Each region consists of a 4 ⇥ 4 trigger tower window which

within the CMS barrel spans a region of �⌘⇥ �� = 0.087 ⇥ 0.087 in pseudorapidity-

azimuth.

A L1 jet is defined by a 3 ⇥ 3 window of calorimeter regions, as shown in Figure 4.1. This

corresponds to 12 ⇥ 12 trigger towers in barrel and endcap. The � size of the jet window

is the same everywhere, whilst the ⌘ binning increases at high ⌘ due to calorimeter and

trigger tower segmentation. The jets are labelled by the (⌘,�) indices of the central

calorimeter region.
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Jet 

Jets 

The jets are characterized by the 

transverse energy ET in 3x3 
calorimeter regions. The summation 

spans 12x12 trigger towers. The jets 

are labelled by (η,ϕ) indexes of the 
central calorimeter region. 

Figure 4.1: Illustration of the dimensions of the Level-1 jet finder window. Each cell represents
a trigger tower, which is the sum of the transverse energy contributions from both
calorimeter systems.

A jet candidate is identified if the sum of the transverse ECAL and HCAL energies of a

calorimeter region is larger than all of its eight neighbouring regions ET central > ET surround.

This central region becomes the seed of the L1 jet.

During the 2012 run period, a minimum threshold of 5 GeV was imposed on the central

seeding region to suppress noise from non-collimated pile-up jets. This threshold is

applied on the raw energy values deposited in the central calorimeter region and a↵ects

all clustered L1 jets. The e↵ect of such a change to the jet algorithm on the triggering

performance of L1 quantities is shown in Section (4.2).
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To form the jet candidates, the GCT utilises a pre-clustering algorithm which employs

18 jet-finders operating in parallel over the whole detector. Each jet-finder spans an area

of 11 calorimeter regions in ⌘ (half the detector) and two in � (40�).

A depiction of how the clustering algorithm creates L1 jets is shown in Figure 4.2. Jets are

initially created in 2 ⇥ 3 mini-clusters within each jet finder in order to reduce the total

amount of data duplicated and shared between the jet-finders (stage 1). Information is

only shared with the two � strips of the neighbouring jet-finders when these mini-clusters

jets are found. If two mini-clusters in neighbouring strips are found adjacent to each

other, the larger mini-cluster is kept (stage 2). A clustered 3 ⇥ 3 L1 jet object is then

formed from combining the 2⇥ 3 mini-cluster with the 1 ⇥ 3 window of trigger towers

of the neighbouring strip (stage 3). L1 jets are then sorted and passed onto the GT for

trigger decisions (stage 4).
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Figure 4.2: The four stages of the jet clustering method. Each numerical value represents an
energy sum deposited within the trigger tower. Only 6 cells in ⌘ are shown, but
there exist 11 cells per half detector. 18 � strips operate in parallel across the
detector to perform jet clustering [80].
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Within the |⌘| < 3 region, the GCT also determines whether a jet is to be classified as

a ⌧ or central jet. The hadronic decay modes of the ⌧ typically contain one or three

isolated pions, thus leading to more collimated energy deposits with fewer constituents

than non-⌧ jets. Therefore, for a jet candidate to be classed as a ⌧ jet, up to a maximum

of one of the eight calorimeter regions neighbouring the central jet seed is permitted to

have a transverse energy, ET , above some programmable isolation threshold. Due to the

granularity of the CMS detector at high ⌘, this check can only occur in the barrel and

therefore ⌧ jets can only be identified within the central region.

Jets found between 3.0 < |⌘| < 5.0 are classified as forward jets, whereas those with

|⌘| < 3.0 are classified as either a central or ⌧ -jet. The four clustered jets with the highest

transverse energy in each category (central, forward and ⌧ -jet) are further passed through

Look Up Table (LUT)s, which apply a programmable ⌘�dependent jet energy scale

correction. Finally these jet objects are passed to the GT to make L1 trigger decisions.

The performance of L1 jets within the following sections are evaluated with respect to

o✏ine jets, which are taken from the standard Calo jet and the PF jet reconstruction

algorithms of CMS. These reconstructed o✏ine jets are corrected for pile-up and detector

e↵ects as described in Section (3.3.1). A moderate level of noise rejection is applied to

the o✏ine jets by selecting jets passing the “loose” identification criteria for both Calo

and PF. These jet criteria are listed in Table 3.1 and Table 3.2 respectively.

4.1.2. Measurement of L1 Single-Jet Trigger E�ciencies

The e�ciency of a L1 single-jet trigger at an o✏ine reconstructed jet ET is determined

from events in a sample containing at least a single reconstructed o✏ine jet. It is defined

as, the fraction of events where the leading o✏ine jet is matched to a L1 central or ⌧ jet

that also has a measured L1 energy above the trigger threshold being benchmarked.

A match is determined by comparing the L1 and reconstructed o✏ine jets spatially in

⌘ � � space. The �R separation between the highest o✏ine reconstructed jet (ET > 10

GeV and |⌘| < 3) and each L1 jet in the event is calculated. A match is made to the

L1 jet with the minimum �R to the reconstructed jet and if it also lie within a cone of

�R < 0.5 of the o✏ine jet.

The matching e�ciency for this procedure is found to be above 99% for an o✏ine jet

threshold above 30(45) GeV for the run 2012B(C) data taking period (see Appendix

A.1).



BENCHMARKING THE PERFORMANCE OF THE CMS LEVEL-1 TRIGGER 67

Each e�ciency curve is fitted with a function which is the cumulative distribution function

of an Exponentially Modified Gaussian (EMG) distribution:

f(x; µ, �,�) =
�

2
· e

�
2 (2µ+��2�2x) · erfc

✓
µ + ��2 � xp

2�

◆
(4.1)

where erfc is the complementary error function defined as:

erfc(x) = 1 � erf(x) =
2p
⇡

Z 1

x

e�t2dt.

In this functional form, the parameter µ determines the point of 50% of the plateau

e�ciency, and � gives the resolution. This parametrisation is used to benchmark the

e�ciency at the plateau, the turn-on points and resolution for each L1 Jet trigger.

The choice of function is purely empirical. Previous studies used the error function

alone, which described the data well at high threshold values but could not describe the

e�ciencies well at lower thresholds [81].

The e�ciency turn-on curves for various L1 jet thresholds are evaluated as a function of

the o✏ine reconstructed jet ET for central jets with |⌘| < 3. These are measured using

single isolated µ triggers which are unbiased to the hadronic triggers under study as

they are triggered on muon objects. Events are selected to make sure the muon does not

overlap with a jet �R(µ, jet) > 0.5, causing a discrepancy in the measurement of the

calorimetric energy.

The e�ciency is calculated with respect to o✏ine Calo and PF Jets in Figure 4.3. Table

4.1 shows the values of these parameters, calculated for three L1 single jet triggers

measured from 2012 8 TeV data. Benchmarked are the ET 16, ET 36 and ET 92 single

jet triggers which are given in the table with their trigger path names L1 SingleJet16,

L1 SingleJet32 and L1 SingleJet92 respectively.

The results from the L1 single jet triggers shows good performance for both Calo and PF

jets. A better resolution is observed for Calo jets with respect to L1 single-jet quantities.

This e↵ect is due to Calo jet reconstruction using the same detector subsystems (ECAL

and HCAL only) as the L1 jets.

In contrast the PF jet reconstruction algorithm additionally utilises tracker and muon

information, resulting in a poorer compatibility between the jet energy sums when directly

compared to L1 jet objects.
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Figure 4.3: L1 jet e�ciency turn-on curves as a function of the o✏ine CaloJet ET (left) and
PFJet ET (right), measured in 2012 Run Period C data and collected with an
isolated single µ data sample.

Calo PF

Trigger µ � µ �

L1 SingleJet16 21.09 ± 0.03 7.01 ± 0.02 22.17 ± 0.04 7.83 ± 0.03

L1 SingleJet36 41.15 ± 0.05 5.11 ± 0.02 39.16 ± 0.06 8.04 ± 0.03

L1 SingleJet92 95.36 ± 0.13 5.62 ± 0.03 90.85 ± 0.19 11.30 ± 0.10

Table 4.1: Results of a cumulative EMG function fit to the turn-on curves for L1 single jet
triggers in run 2012 Run Period C, measured in an isolated µ data sample. The
turn-on point, µ, and resolution, �, of the L1 jet triggers are measured with respect
to o✏ine Calo Jets (left) and PF Jets (right). Errors quoted are statistical only.

4.2. L1 Trigger Performance After the Introduction

of a L1 Jet Seed

Between run period B and C of the 2012 data taking period, a jet seed threshold

was introduced into the L1 jet clustering algorithm. There was previously no direct

requirement made on this energy deposited in this central seed region. compatibility The

introduction of a jet seed threshold required that the central region have an uncorrected

energy deposit of ET � 5 GeV. This value was motivated by studies of the e↵ect that

di↵erent jet seed thresholds had upon the trigger cross-sections and e�ciencies of various

HT , single jet and multi-jet triggers. It was found that the 5 GeV threshold gave large

reductions in trigger cross-sections (the rate at which a trigger fires) particularly in

the case of multi-jet and HT triggers, whilst having a small impact on the measured

e�ciencies of these triggers [82].
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Its main purpose was to counteract the e↵ects of high pile up running conditions which

create a large number of soft non-collimated jets, that are then added to the jets from

the primary interaction or other soft jets from other secondary interactions [83]. This in

turn causes a large increase in the number of L1 jets created from each collision, leading

to an increase in the likelihood that the event causes the L1 trigger to fire.

The e↵ect of the introduction of this jet seed threshold between these two run periods is

benchmarked through a comparison of the e�ciency vs ET of the L1 jet triggers with

respect to o✏ine Calo jets and is shown in Figure 4.4. The single jet triggers ET 36 and

ET 92 are used for the purpose of this comparison.

The L1 HT trigger e�ciency is also measured at two thresholds of 100 GeV and 150

GeV, which is shown in Figure 4.5. This is also represented in the respective trigger path

names L1HTT100 and L1HTT150. The L1 HT sum is compared against the o✏ine HT

constructed from Calo jets with ET � 40 GeV. This requirement is imposed to account

for the relative di↵erence between uncorrected jet energy deposits within the GCT used

to calculate the L1 HT sum, and those same deposits after full object reconstruction has

occurred.

To negate any e↵ects from di↵erent pile-up conditions in the run periods, the e�ciencies

are measured in events which contain between 15 and 20 primary vertices, as defined by

Table (4.2). This range represents the mean number of primary vertices observed during

the entire
p

s = 8 TeV run period.

Good primary vertex requirement

Variable Definition

Ndof > 4 The number of degree of freedom, from the vertex fit to compute

the best estimate of the vertex parameters.

| �zvtx| < 24cm The distance, | �zvex| , to the position of the closest HLT primary

vertex.

⇢ < 2cm The perpendicular distance of track position to the beam spot.

Table 4.2: Criteria for a vertex in an event to be classified as a ’good’ reconstructed primary
vertex.

It can be seen that the performance of the ET > 36,92 GeV single jet triggers are almost

identical, with the jet seed having no measurable e↵ect on these triggers as shown in

Table 4.3.
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Figure 4.4: L1 jet e�ciency turn-on curves as a function of the o✏ine CaloJet ET , measured
for the L1 SingleJet36 and L1 SingleJet92 trigger paths in 2012 run period B
and C collected with an isolated single µ sample.
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Figure 4.5: L1 HT e�ciency turn-on curves as a function of the o✏ine CaloJet HT , measured
for the L1 HTT100 and L1HTTT150 trigger paths during the run 2012 B and C,
collected using an isolated single µ triggered sample.

2012B 2012C

Trigger µ � µ �

L1 SingleJet36 40.29 ± 0.04 5.34 ± 0.02 40.29 ± 0.11 5.21 ± 0.05

L1 SingleJet92 94.99 ± 0.09 5.93 ± 0.06 94.82 ± 0.29 5.74 ± 0.18

Table 4.3: Results of a cumulative EMG function fit to the turn-on curves for L1 single jet
triggers in the 2012 run period B and C, preselected on an isolated muon trigger.
The turn-on point µ and resolution � of the L1 jet triggers are measured with
respect to o✏ine Calo Jets in run B (left) and run C (right).
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In the case of the HT triggers, without the jet seed threshold a large increase in the

trigger cross-section during high luminosity collisions will occur. The low energy threshold

requirement for a jet to be clustered and added to the L1 HT sum, will allow many

soft jets from other secondary interactions to enter the calculation. The introduction of

the jet seed threshold prevents the clustering of many of these di↵use low ET pile-up

jets, thus lowering the L1 GCT HT calculation. Resultantly, di↵erent behaviours for the

trigger turn-ons after the introduction of the jet seed threshold are expected for these

triggers.

The µ values are observed to reside at higher HT for both HT trigger thresholds indicating

a slower turn-on, whilst a better resolution is observed after the introduction of the jet

seed threshold. These values can be found within Table 4.4.

2012B 2012C

Trigger µ � µ �

L1HTT100 157.5 ± 0.08 32.9 ± 0.08 169.8 ± 0.08 28.7 ± 0.03

L1H1T150 230.9 ± 0.02 37.3 ± 0.01 246.4 ± 0.16 31.8 ± 0.05

Table 4.4: Results of a cumulative EMG function fit to the turn-on curves for HT in run 2012
B and C, preselected on an isolated single µ trigger. The turn-on point µ and
resolution � of the L1 HT triggers are measured with respect to o✏ine HT , formed
from CaloJets with a ET � 40 in run period B (left) and C (right).

Despite this slight increase in the turn-on point of the HT triggers, a large reduction in

the trigger cross-section is achieved for all HT triggers. As an example, the expected

trigger cross-section for the L1HTT150 trigger as a function of instantaneous luminosity

is shown in Figure 4.6.

It can be seen that this slight degradation in the o✏ine value at which these HT triggers

become fully e�cient due to the jet seed threshold can be justified from the large reduction

in the trigger cross-section rate. Any ine�ciencies can then if necessary be compensated

through a reduction in the HT trigger threshold of the L1 seed.



BENCHMARKING THE PERFORMANCE OF THE CMS LEVEL-1 TRIGGER 72

Figure 4.6: Trigger cross section for the L1HTT150 trigger path. Showing that a 5 GeV
jet seed threshold dramatically reduces the dependance of cross section on the
instantaneous luminosity for L1 HT triggers [84].

4.3. Robustness of L1 Jet Performance against

Pile-up

The performance of the L1 single jet triggers is evaluated in di↵erent pile-up conditions

to determine any dependence on pile-up. Three di↵erent pile-up categories of 0-10,

10-20 and >20 vertices are defined, reflecting the low, medium and high pile-up running

conditions at CMS in 2012.

The L1 triggers are benchmarked relative to Calo and PF jets in the 2012C run period

where the jet seed threshold has been employed, for the L1 single jet thresholds of 16, 36

and 92 GeV, shown in Figure 4.7. These are given by the trigger paths L1 SingleJet16,

L1 SingleJet36 and L1 SingleJet92 respectively.

The results of fitting an EMG function to these e�ciency turn-on curves are given in

Table 4.5 and Table 4.6 for Calo and PF jets respectively.

No significant drop in e�ciency is observed in the presence of a high number of primary

vertices. The increase in hadronic activity in higher pile-up conditions, combined with

the absence of pile-up subtraction for L1 jets (compared to reconstructed jets, see Section

(3.3.1)), results in the expected observation of a decrease in the µ value of the e�ciency

turn-ons as a function of pile-up. Similarly, the resolution, �, of the turn-ons are found
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Figure 4.7: L1 jet e�ciency turn-on curves as a function of the leading o✏ine ET Calo (left)
and PF (right) jet, for low, medium and high pile-up conditions.

Vertices 0-10 11-20 > 20

µ � µ � µ �

L1 SingleJet16 19.9 ± 0.1 6.1 ± 0.3 20.8 ± 0.1 6.5 ± 0.1 22.3 ± 0.2 7.5 ± 0.1

L1 SingleJet36 41.8 ± 0.1 4.6 ± 0.1 40.9 ± 0.1 5.1 ± 0.1 40.6 ± 0.6 5.9 ± 0.2

L1 SingleJet92 95.9 ± 0.2 5.4 ± 0.1 95.2 ± 0.2 5.6 ± 0.1 94.5 ± 0.6 6.2 ± 0.3

Table 4.5: Results of a cumulative EMG function fit to the e�ciency turn-on curves for L1
single jet triggers in the 2012 run period C, measured from isolated µ triggered
data. The turn-on point, µ, and resolution, �, of the L1 jet triggers are measured
with respect to o✏ine Calo jets in low (left), medium (middle) and high (right)
pile-up conditions.

to worsen at a higher number of primary vertices due to the increasing size of the pile-up

corrections being applied to the o✏ine reconstructed jets.

These features are further emphasised when a direct comparison of L1 and o✏ine lead

jet quantities is made in events in which the lead reconstructed jet in the event has been

matched to a L1 jet. This can be shown via the variable

�EL1-O✏ine =
(L1 ET � O✏ine ET )

O✏ine ET

(4.2)

in bins of matched leading o✏ine jet ET . The results of these individual fits categorised

as a function of matched leading o✏ine jet ET can be found in Appendix (A.2), where

each of the distributions are fitted with an EMG function as defined in Equation (4.1).
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Vertices 0-10 11-20 > 20

µ � µ � µ �

L1 SingleJet16 21.1 ± 0.1 7.16 ± 0.05 22.34 ± 0.1 7.9 ± 0.1 24.6 ± 0.2 9.5 ± 0.1

L1 SingleJet36 39.6 ± 0.1 7.4 ± 0.1 38.4 ± 0.1 7.4 ± 0.1 37.1 ± 0.2 7.5 ± 0.1

L1 SingleJet92 91.6 ± 0.3 11.3 ± 0.2 91.4 ± 0.3 11.2 ± 0.1 90.0 ± 0.9 12.1 ± 0.4

Table 4.6: Results of a cumulative EMG function fit to the e�ciency turn-on curves for Level-1
single jet triggers in the 2012 run period C, measured from isolated µ triggered
data. The turn-on point, µ, and resolution, �, of the L1 jet triggers are measured
with respect to o✏ine PF jets in low (left), medium (middle) and high (right)
pile-up conditions.

The µ, � and � values extracted for the low, medium and high pile-up conditions are

shown for Calo and PF jets in Figure 4.8 and Figure 4.9 respectively with no L1 trigger

requirements made. The central value of �EL1-O✏ine is observed as expected, to increase

as a function of jet ET , whilst the resolution also improves as a function of increasing

o✏ine jet ET for all pile-up categories.

When comparisons are made between the individual pile-up scenarios, it can be seen that

in the presence of higher pile-up , µ is seen to shift to larger values and a poorer resolution,

�, observed. This is particularly evident at low lead jet transverse energy values where

additional energy from isotropic deposits lead to a smaller di↵erence between L1 and

o✏ine jet energies at higher pile-up. These di↵erences between the di↵erent pile-up

scenarios are seen to increase with each successive pile-up category, and can once again

be attributed to an increasing number of soft pile-up jets that add to the transverse

energy of the lead jet from the primary interaction.

However, when comparisons of the trigger performance at larger lead jet transverse energy

values (> 100 GeV) are made, similar performance is observed between the separate

pile-up categories.

The resolution of the L1 jet based energy sum quantities, ⇢⇢HT and HT parameterised as

in Equation (4.2), can be found in Appendix (A.3).
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Figure 4.8: Fit values from an EMG function fitted to the resolution plots of leading Calo
jet ET measured as a function of �EL1-O✏ine for low, medium and high pile-up
conditions. The plots show the mean µ (left) and resolution � (right) of the
Gaussian term.
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Figure 4.9: Fit values from an EMG function fitted to the resolution plots of leading PF jet
ET measured as a function of �EL1-O✏ine for low and medium pile-up conditions.
The plots show the mean µ (left) and resolution � (right) of the Gaussian term.

4.4. Summary

The performance of the CMS Level-1 Trigger has been studied and evaluated for jets

and jet energy sum quantities using data collected during the 2012 LHC 8 TeV run.

These studies include the e↵ect of the introduction of a 5 GeV jet seed threshold into
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the jet clustering algorithm. The purpose of this change was to mitigate the increase

in L1 trigger cross-sections, due to larger isotropic energy deposits from an increased

number of secondary interactions, whilst not adversely a↵ecting the e�ciency of these

triggers. Measurements are made for a range of L1 jet quantities and thresholds, where no

significant change is observed in the measured e�ciencies that would indicate a noticeable

e↵ect on the overall triggering performance of the detector.
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Chapter 5.

SUSY Searches in Hadronic Final

States

In this chapter a model independent search for SUSY, in hadronic final states with ��ET

using the ↵T variable is introduced and described in detail. The results presented are

based on a data sample of pp collisions collected in 2012 at
p

s =8 TeV, corresponding

to an integrated luminosity of 11.7 ± 0.5 fb�1 [7].

The kinematic variable ↵T is motivated as a variable to provide strong rejection of the

overwhelming QCD multi-jet background, which is prevalent to jets +��ET final states at

the LHC. This is achieved whilst maintaining sensitivity to a range of possible SUSY

signals and is described in Section (5.1). The search and trigger strategy in addition to

the event reconstruction and selection are outlined within Sections (5.2 - 5.2.1).

The method in which the SM background is estimated using data driven control samples

and an analytical technique to improve statistical precision at higher b-tagged jet

multiplicities is detailed within Section (5.4). Included in this section is a discussion on

the impact of b-tagging and mis-tagging scale factors between data and simulation on

any background predictions. Improved precision in estimating background yields at large

number of b-tagged jets, is important in the context of sensitivity to third generation

SUSY models, first outlined in Section (2.4.1).

A description of the formulation of appropriate systematic uncertainties to be applied

to the background predictions to account for theoretical uncertainties, limitations in

the modelling of event kinematics and instrumental e↵ects is covered in Section (5.5).

Similarly the systematic determination for the SMS signal samples used to interpret the

physics reach of the analysis are examined in Section (5.6).
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Finally the statistical likelihood model to test the compatibility of the data with a SM

only hypothesis, and to interpret the observations within the context of SMS models is

described in Section (5.7). The experimental reach of the analysis discussed within this

thesis is interpreted in two classes of SMS models, both introduced in Section (2.4.1).

The SMS models considered in this analysis are summarised in Table 5.1. For each model,

the LSP is assumed to be the lightest neutralino.

Within the table are also defined reference points, parameterised in terms of parent

gluino/squark and LSP sparticle masses, mparent and mLSP, respectively. These are used

within the following two chapters to demonstrate potential signal yields within the

hadronic search region of the analysis. The masses of each signal topology are chosen to

reflect parameter space which is within the expected sensitivity reach of the search.

Model Production/decay mode Reference model

m
parent

m
LSP

G1 (T1) pp ! egeg⇤ ! qq̄e�0

1

qq̄e�0

1

700 300

G2 (T1bbbb) pp ! egeg⇤ ! bb̄e�0

1

bb̄e�0

1

900 500

G3 (T1tttt) pp ! egeg⇤ ! tt̄e�0

1

tt̄e�0

1

850 250

D1 (T2) pp ! eqeq⇤ ! qe�0

1

q̄e�0

1

600 250

D2 (T2bb) pp ! ebeb⇤ ! be�0

1

b̄e�0

1

500 150

Table 5.1: A summary of the SMS models interpreted in this analysis, involving both direct (D)
and glunio-induced (G) production of squarks and their decays. Reference models
are also defined in terms of parent and LSP sparticle mass with the parameter
space represented in a grid that is detailed in Section (2.4.1).

5.1. An Introduction to the ↵T Search

A proton-proton collision resulting in the production and decay of supersymmetric

particles, can manifest as a final state containing energetic jets and ��ET in the purely

hadronic channel. The search focuses on topologies where new heavy supersymmetric,

R-parity conserving particles are pair-produced in pp collisions. These sparticles decaying

to a LSP escape the detector undetected, leading to significant missing energy and

missing hadronic transverse energy,

⇢⇢HT = |
nX

i=1

~pT
jeti |. (5.1)
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This is defined as the vector sum of the transverse energies of jets that pass a minimum

pT threshold in an event. Energetic jets produced in the decay of these supersymmetric

particles also can produce significant visible transverse energy,

HT =
nX

i=1

Ejeti
T , (5.2)

defined as the scalar sum of the transverse energies of jets above a minimum pT threshold

in an event.

SM backgrounds from EWK processes in the purely hadronic channel come from those

with genuine ��ET due to escaping neutrinos or where a lepton falls outside of detector

acceptance. The main EWK processes which contribute to this channel are listed below

in order of total background contribution as determined from simulation:

• Z ! ⌫⌫̄ + jets ( ⇠ 42%),

• W ! l⌫ + jets in which a lepton falls outside of detector acceptance, is not

reconstructed, is mis-identified, or the lepton decays hadronically ⌧ ! had ( ⇠ 35%),

• tt̄ with at least one leptonically decaying W, in which the lepton(s) falls outside

of detector acceptance, is not reconstructed, is mis-identified, or the lepton decays

hadronically ( ⇠ 18%),

• small background contributions from DY, single top and Diboson (WW,ZZ,WZ)

processes ( ⇠ 5%).

Furthermore, a search within this channel is greatly complicated in a hadron collider

environment where the overwhelming background comes from inherently balanced multi-

jet (“QCD”) events with no true ��ET , which are produced with an extremely large

cross-section as demonstrated within Figure 5.1. Due to a substantial detector mis-

measurement, stochastic fluctuations of jet energy, missed objects due to detector

mis-calibration or noise e↵ects, “fake” ��ET can sometimes appear in QCD multi-jet

events.

The search therefore must be designed to have a strong separation between events with

genuine and “fake” ��ET . This is achieved primarily though the dimensionless kinematic

variable, ↵T [85][86] introduced in Section (5.2.3).
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Figure 5.1: Reconstructed o✏ine HT distribution in the hadronic signal selection (detailed in
the following section), from 11.7 fb�1 of data, in which no ↵T requirement was
made. Overlaid are expectations from simulation of EWK processes as well as
two reference signal models (labelled G1 and D1 from Table 5.1).

5.2. Search Strategy

The aim of the analysis presented in this thesis is to identify an excess of events in data

over the SM background expectation in multi-jet final states and significant ��ET . The

essential suppression of the dominant multi-jet background for such a search is addressed

by the ↵T variable, described in the Section (5.2.3).

To remain inclusive to a large range of SUSY all hadronic final states, the signal region

is split into the following categories to allow for increased sensitivity to di↵erent SUSY

topologies:

Sensitivity to a range of SUSY mass splittings

The hadronic signal region is defined by HT > 275, divided into eight bins in HT .

– Two bins of width 50 GeV in the range 275 < HT < 375 GeV.

– Five bins of width 100 GeV in the range 375 < HT < 875 GeV.

– A final open bin, HT > 875 GeV.
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The choice of the lowest HT bin in the analysis is driven primarily by trigger

constraints. The mass di↵erence between the LSP and the sparticle that it decays

from is an important factor in the amount of hadronic activity in the event.

A large mass splitting between the sparticle and LSP will lead to hard high pT

jets contributing to the HT sum and the event will be found in the higher HT bins.

From Figure 5.1 it can be seen that the SM background falls sharply at high HT

values, therefore many HT categories will lead to easier identification of such signals.

Conversely, smaller mass splittings lead to softer jet pT ’s which will subsequently

fall into the lower HT range.

Sensitivity to production method of SUSY particles

The production mechanism of any potential SUSY signal can lead to di↵erent event

topologies. One such way to discriminate between gluino (geg - “high multiplicity”),

and direct squark (qeq - “low multiplicity”) induced production of SUSY particles

is realised through the number of reconstructed jets in the final state. This is

demonstrated in Figure 2.4, where it can be seen that gluino induced production in

SMS models give rise to typically four or more final state jets, and direct squark

production giving rise to just two final state jets.

The analysis is thus split into two jet categories: 2  njet  3 jets, njet � 4 jets to

give sensitivity to both of these mechanisms.

Sensitivity to “Natural SUSY” via tagging jets from b-quarks

Jets originating from the hadronisation of bottom quarks (b-jets) are identified

through vertices that are displaced with respect to the primary interaction. The

algorithm used in the analysis to identify b-jets is the Combined Secondary Vertex

Medium Working Point (CSVM) tagger, described within Section (3.3.2).

Natural SUSY models would be characterised through final-state signatures rich

in bottom quarks. A search relying on methods to identify jets originating from

bottom quarks through b-tagging, will significantly improve the sensitivity to this

class of signature. This gain in sensitivity stems from a vast reduction in the vector

boson + jet backgrounds (W, Z) at higher b-tag jet multiplicities, which typically

have no b-flavoured quarks in their decays.

Therefore, events are categorised according to the number of o✏ine reconstructed

b-tagged jets, nreco
b , identified within each event. The following five categories are
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used; nreco
b =0, =1, =2, =3 and � 4. In the nreco

b � 4 category, due to a limited

number of expected signal and background events just three HT bins are employed:

275-325 GeV, 325-375 GeV, � 375 GeV.

This characterisation is identically mirrored in all control samples, with the infor-

mation from all samples and b-tag categories used simultaneously in the likelihood

model, see Section (5.7).

The HT , jet multiplicity and b-tag categorisation of the signal region are combined as

described above. In the case of the nreco
b � 4 category, only three HT bins (275-325,

325-375, >375) are used due to limited expected background yields. This results in a

total of 67 di↵erent bins in which the analysis is interpreted and which is shown in Table

5.2. A further visualisation of the analysis categorisation is also depicted in Figure 5.2.

n
jet

categories

nreco

b

2  n
jet

 n
jet

� 4

0 8 8

1 8 8

2 8 8

3 8 8

�4 - 3

Table 5.2: Table to show the 67 analysis categories of the ↵T analysis. The number within
each nreco

b /njet category represents the number of HT bins present. Where there
are eight HT bins, the range of HT bins is between a lowest value 275  HT 
325 and a highest of HT > 875. When there are just three HT bins, the HT

categorisation is given as 275  HT  325, 325  HT  375, HT >375.
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Figure 5.2: Pictorial depiction of the analysis strategy employed by the ↵T search to increase
sensitivity to a wide spectra of SUSY models.

For estimation of the remaining EWK processes within the signal region, three indepen-

dent data control samples are used to predict the di↵erent processes that compose the

background :

• µ + jets control sample to determine W + jets, tt̄ and single top backgrounds,

• � + jets control sample to determine the irreducible Z ! ⌫⌫̄ + jets background,

• µµ + jets control sample to also determine the irreducible Z ! ⌫⌫̄ + jets background.

These control samples are chosen to be rich in specific EWK processes, free of QCD

multi-jet events and to also be kinematically similar to the hadronic signal region that

they are estimating the backgrounds of, see Section (5.2.7). The redundancy of using the

� + jets and µµ + jets sample to predict the same background within the signal region,

brings an opportunity to reliably crosscheck and validate the background estimation

method. This is utilised in both the determination of background estimation systematics

in Section (5.5), and in the maximum likelihood fit in Section (5.7).
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5.2.1. Trigger Strategy

A trigger based on the HT and ↵T values of an event, is used with varying thresholds

across HT bins to record the events used in the hadronic signal region and is known as

a HT alphaT trigger. The ↵T values of the HT alphaT triggers used in the analysis, are

chosen to suppress QCD multi-jet events and control trigger rate, whilst maintaining

signal acceptance. To maintain an acceptable rate for these analysis triggers, only

calorimeter information is used in the reconstruction of the HT sum, leading to the

necessity for Calo jets to be used within the analysis.

A single object prescaled HT trigger is used to collect events for the hadronic control

region, described above in Section (5.2.6).

The performance of the ↵T and HT triggers used to collect data for the signal and

hadronic control region is measured with respect to a reference sample collected using

the muon system. This allows measurement of both the Level 1 seed and higher level

triggers simultaneously, as the reference sample is collected independently of any jet

requirements.

The selection for the trigger e�ciency measurement is identical to that described in

Section (5.2.2), with the requirement of exactly one well identified muon with pT > 30

GeV. This muon is then subsequently ignored.

The e�ciencies measured for the HT alphaT triggers in each of the two components of

the trigger, is summarised in Table 5.3 for each HT category of the analysis, along with

the trigger threshold values used.

HT range (GeV) Trigger Name ✏ on HT (%) ✏ on ↵ (%)

275-325 HT250AlphaT55 87.7+1.9
�1.9 82.8+1.0

�1.1

325-375 HT300AlphaT53 90.6+2.9
�2.9 95.9+0.7

�0.9

375-475 HT350AlphaT52 95.7+0.1
�0.1 98.5+0.5

�0.9

475-1 HT400AlphaT51 100.0+0.0
�0.0 100.0+0.0

�4.8

Table 5.3: Measured e�ciencies of the HT and ↵T legs of the HT and HT alphaT triggers
in independent analysis bins. The product of the two e�ciencies gives the total
e�ciency of the trigger in a given o✏ine HT bin. The threshold values from which
each e�ciency was determined is given in the second column.

Data for the control samples of the analysis, detailed in Section (5.2.7), are collected

using a single object photon trigger for the � + jets sample, and a single object muon

trigger for both the µ + jets and µµ + jets control samples.
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The photon trigger is measured to be fully e�cient for the threshold pT
photon > 150 GeV,

whilst the single muon e�ciency satisfying pT
muon > 30 GeV is measured to have an

e�ciency of (88 ± 2)% that is independent of HT . In the case of the µµ + jets control

sample, the e�ciency is measured to be (95± 2)% for the lowest HT bin, rising (due to

the average pT of the second muon in the event increasing at larger HT ) to (98 ± 2)% in

the highest HT category.

5.2.2. Hadronic Signal Region Event Selection

The selection criteria for events within the analysis are detailed below. A set of common

cuts are applied to both signal (maximise acceptance to a range of SUSY signatures), and

control samples (retain similar jet kinematics for background predictions), with additional

selection cuts applied to each control sample to enrich the sample in a particular EWK

processes, see Section (5.2.7).

Within the signal region, to suppress SM processes with genuine ��ET from neutrinos,

events containing isolated electrons or muons are vetoed. Furthermore to ensure a pure

multi-jet topology, events are vetoed if an isolated photon is found with pT > 25 GeV.

The jets considered in the analysis are required to have a transverse momentum pT > 50

GeV, with a minimum of two jets required in the event. The highest ET jet is required

to lie within the central tracker acceptance |⌘| < 2.5, and the two leading pT jets must

each have pT > 100 GeV.

Any event which has a jet with pT > 50 GeV that either fails the “loose” identification

criteria described in Section(3.3.3) or has |⌘| > 3.0, is rejected. Similarly events are

identified as containing an “odd” lepton or photon and vetoed if they contain any electron,

muon or photon which pass ⌘ and pT restrictions but fail object identification as defined

in Section (3.3.3).

Noise filters first described in Table 3.6 are also employed to remove events stemming

from spurious non-physical jets from electrical noise or external sources.

Within the two lowest HT categories, the jet pT threshold requirements required to be

considered as part of the analysis and enter the HT sum are scaled downwards. These are

scaled down in order to extend phase space at low HT , preserving similar jet multiplicities

and background admixture seen at higher HT . These thresholds for the two leading and

common jet are scaled down by the ratio 275/375 and 325/375 in the lowest two HT
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categories respectively. This represents the ratio between the boundary of the lower HT

value in each bin and the lower boundary of the first HT bin where the jet thresholds are

not scaled. The thresholds used for each category are listed in Table 5.4.

HT bin minimum jet pT second leading jet pT

275 < HT < 325 36.7 73.3

325 < HT < 375 43.3 86.6

375 < HT 50.0 100.0

Table 5.4: Jet thresholds used in the three HT regions of the analysis.

5.2.3. The ↵T Variable

In a di-jet QCD event, conservation laws dictate that the pT of both jets must be of

equal magnitude and the jets produced in opposite directions, Figure 5.3 (b). However,

in the case of di-jet events with genuine ��ET , Figure 5.3 (a), no such requirement is made

of the two jets.
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Figure 1: The efficiency of the trigger condition HT > 250 GeV and �T > 0.55 as a function of
a threshold on the value of �T as measured in data, for candidate signal events satisfying the
requirements 275 < HT < 325 GeV, nb � 0, and 2  njet  3 (left) or njet � 4 (right). The final
bin contains the overflows and is equivalent to �T > 0.55.

illustrative purposes. These expectations highlight the ability of the �T variable to discriminate278

powerfully between multijet events and all other SM or new physics processes with genuine279

E/T in the final state. The yield expectation for multijet events satisfying �T > 0.55, as given by280

simulation, is consistent with zero when considering the associated statistical uncertainties.281
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Figure 2: The distributions of �T for events satisfying all signal region selection criteria except
�T but including HT > 375 GeV and nb � 0. The events are categorised according to 2 
njet  3 (left) and njet � 4 (right). An unbiased set of trigger conditions are used to collect the
events in data (solid circles). Expected yields as given by simulation are also shown for multijet
events (dotted-dashed line), non-multijet backgrounds with genuine E/T as described in the text
(long-dashed line), the sum of all aforementioned SM processes (solid line) and the reference
signal model D2 (left, dotted line) or G2 (right, dotted line). The statistical uncertainties for the
multijet and SM expectations are represented by hatched areas. The highest bin contains the
overflow entries.

The αT variable :  

• Dimensionless kinematic variable used to discriminate between events with real missing energy and ‘fake’ 
missing energy.  

• Defined as :                /       where ETj2 is the transverse energy of the least energetic jet and MT is the 
transverse mass of the system.
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Figure 5.3: The event topologies of background QCD diet events (right) and a generic SUSY
signature with genuine ��ET (left).

Exploiting this feature leads to the formulation of ↵T (first inspired by [87]) in di-jet

systems defined as,

↵T =
Ej2

T

MT

, (5.3)
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where Ej2
T is the transverse energy of the least energetic of the two jets and MT defined

as:

MT =

vuut
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Eji
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pji
y
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⌘
q

H2
T �⇢⇢HT

2. (5.4)

A perfectly balanced di-jet event i.e. Ej1
T = Ej2

T would yield an ↵T value of 0.5. In

processes where a W or Z recoils o↵ a system of jets, these jets will not necessarily be

perfectly balanced and ↵T can then achieve values in excess of 0.5. Most importantly,

balanced multi-jet events in which jets are mis-measured, will generally result in an ↵T

value of less than 0.5, thus giving the ↵T variable discriminating power between these

processes.

↵T can be further extended to apply to any arbitrary number of jets. This is undertaken

by modelling a system of n jets as a di-jet system, through the reduction of the multi-jet

system to that of two pseudo-jets [88].

The two pseudo-jets are built by merging the jets present, summing together the four-

vectors of all the jets present within a pseudo-jet. The two pseudo-jet system is chosen

to be as balanced as possible, i.e the �HT ⌘ |Epj1
T � Epj2

T | is minimised between the two

pseudo jets. Using Equation (5.4), ↵T can be rewritten as,

↵T =
1

2

HT � �HTp
HT

2 �⇢⇢HT
2

=
1

2

1 � �HT /HTp
1 � (⇢⇢HT /HT )2

. (5.5)

The distribution of ↵T for the two jet multiplicity categories used within this analysis,

2 njet 3 and njet � 4 jets, is shown in Figure 5.4. It can be seen that the distributions

peak at an ↵T value of 0.5, before falling away sharply and being free of a simulated

multi-jet background at larger ↵T values. These distributions serve to demonstrate the

ability of the ↵T variable to discriminate between multi-jet events and EWK processes

with genuine ��ET in the final state.

The ↵T requirement used within the search is chosen to be ↵T > 0.55 to ensure that

the QCD multi-jet background is negligible even in the presence of moderate jet mis-
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Figure 5.4: The ↵T distributions for the low 2-3 (left) and high � 4 (right) jet multiplicities
after a full analysis selection (listed in Table 5.5) and HT > 375 requirement.
Data is collected using both prescaled HT triggers and dedicated ↵T triggers for
below and above ↵T = 0.55 respectively. Expected yields as given by simulation
are also shown for multi-jet events (green dash-dotted line), EWK backgrounds
with genuine ��ET (blue long-dashed line), the sum of all SM processes (cyan solid
line) and the reference signal model D2 (left, red dotted line) or G2 (right, red
dotted line).

measurement. There still remain other e↵ects which can cause multi-jet events to

artificially have a large ↵T value. Methods to combat them are discussed in detail below.

5.2.4. Cleaning Cuts

An ↵T requirement of > 0.55 is required to reduce the QCD multi-jet background to a

negligible amount. However, additional cleaning cuts are necessary to protect against

pathological deficiencies such as reconstruction failures or severe energy mis-measurements

due to detector ine�ciencies:

• Significant ⇢⇢HT can arise in events with no real ��ET due to multiple jets falling below

the pT threshold for selecting jets. This in turn leads to events which can then

incorrectly pass the ↵T requirements of the analysis. This e↵ect can be negated by

requiring that the missing transverse momentum reconstructed from jets alone does

not greatly exceed the missing transverse momentum reconstructed from all of the
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detector’s calorimeter towers,

Rmiss = ⇢⇢HT /��ET < 1.25.

• Fake ��ET and ⇢⇢HT can arise due to significant jet mis-measurements caused by a small

number of non-functioning ECAL regions. These regions absorb electromagnetic

showers which are subsequently not added to the jet energy sum. To circumvent

this problem the following procedure is employed: For each jet in the event, the

angular separation

��⇤
j ⌘ ��(p!

j �
X

i 6=j

p!
i ), (5.6)

is calculated where that jet is itself removed from the event. Here ��⇤ is a measure

of how aligned the ⇢⇢HT of an event is with a jet, with p!
j the jet in question and

P
i 6=j p!

i the vector sum of the remaining jets in the event. A small value (i.e. the

⇢⇢HT vector lies along the jet axis) is indicative of an inherently balanced event in

which a jet has been mis-measured. For every jet in an event with ��⇤ < 0.5, if the

�R distance between the selected jet and the closest dead ECAL region is also <

0.3, then the event is rejected. Similarly events are rejected if the jet points within

�R < 0.3 of the ECAL barrel-endcap gap at |⌘| = 1.5.

5.2.5. Hadronic Signal Region Distributions

A complete summary of the selection criteria within the signal region described in the

previous pages is given in Table 5.5.

The breakdown of the relative contribution from EWK processes which comprise the total

SM background within the hadronic signal region vary as a function of HT , nreco
b and

njet category. Vector boson + jet backgrounds dominate at low njet and nreco
b categories

whilst tt̄ + jet is the dominant background in the high njet and nreco
b categories. The

relative contribution from Z ! ⌫⌫̄ + jet processes increase steadily as a function of HT .

The relative SM background determined from simulation in the hadronic signal region

is shown for two extremes of background composition (njet = , nreco
b = 0) and (njet =
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Selection Criteria

Event Noise Filters

� 2 jets 50 GeV, |⌘| < 3.0

Lead jet |⌘|  2.5

Lead/Second jet pT � 100 GeV

Number of leptons = 0

“odd” lepton/photon/jet veto

↵T > 0.55

Cleaning cuts

R
miss

< 1.25

Dead ECAL ��⇤
j < 0.5

Analysis categorisation

HT binning

n
jet

binning

nreco

b

binning

Table 5.5: Analysis cutflow for the hadronic signal region of the ↵T analysis.

nreco
b = 2) in Table 5.6 and Table 5.7 to help give the reader a picture of the background

contribution in di↵erent analysis categories.

EWK process

HT (GeV) Z ! ⌫⌫̄ W + jets tt̄ DY Single t WW,ZZ,WZ

275 – 325 0.48 0.44 0.04 0.01 0.01 0.02

325 – 375 0.51 0.42 0.04 0.00 0.01 0.02

375 – 475 0.53 0.41 0.04 0.00 0.00 0.02

475 – 575 0.54 0.41 0.03 0.00 0.00 0.02

575 – 675 0.57 0.40 0.02 0.00 0.00 0.01

675 – 775 0.61 0.35 0.02 0.00 0.00 0.02

775 – 875 0.58 0.39 0.00 0.00 0.00 0.03

� 875 0.66 0.31 0.01 0.00 0.00 0.02

Table 5.6: Relative SM background composition measured in simulation within the eight HT

categories of the Hadronic signal selection, requiring nreco
b = 0 and 2  njet  3.

The dominant processes within this HT and njet category are Z ! ⌫⌫̄ and W +
jets.

Some of the key distributions of the analysis are compared to simulated SM processes,

shown in Figure 5.5. The simulated samples are normalised to a luminosity of 11.7 fb�1,

with no requirement placed upon the number of b-tagged jets or number of jets in the

distributions shown. In the case of this inclusive nreco
b and njet selection, the dominant
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EWK process

HT (GeV) Z ! ⌫⌫̄ W + jets tt̄ DY Single t WW,ZZ,WZ

275 – 325 0.04 0.05 0.86 0.00 0.05 0.00

325 – 375 0.04 0.02 0.86 0.00 0.07 0.01

375 – 475 0.04 0.04 0.83 0.00 0.08 0.01

475 – 575 0.05 0.04 0.87 0.00 0.03 0.01

575 – 675 0.05 0.04 0.83 0.00 0.07 0.00

675 – 775 0.09 0.05 0.77 0.00 0.09 0.00

775 – 875 0.14 0.17 0.63 0.00 0.06 0.02

� 875 0.08 0.09 0.63 0.00 0.16 0.01

Table 5.7: Relative SM background composition measured in simulation within the eight HT

categories of the Hadronic signal selection, requiring nreco
b = 2 and njet � 4. The

dominant process within this HT and njet category is from tt̄.

backgrounds in the signal regions are, Z ! ⌫⌫̄ and W + jet processes, with a smaller tt̄

background accompanied by other residual backgrounds.

The distributions shown are presented for purely illustrative purposes, with the simulation

not used in absolute terms for the estimation of background processes within the signal

region, see Section (5.2.7). However it is nevertheless important to demonstrate that

good agreement exists between the modelling of key variables in simulation and data.

5.2.6. Estimating the QCD Multi-jet Background

A negligible background from QCD multi-jet events within the hadronic signal region is

expected due to a combination of selection requirements, and additional applied cleaning

filters. However a conservative approach is still adopted and the likelihood model, see

Section (5.7.2), is given the freedom to accommodate any potential QCD multi-jet

contamination.

Any potential contamination from can be identified through the variable R↵T , defined as

the ratio of events above and below the ↵T threshold value used in the analysis. This is

modelled by a HT dependant falling exponential function which takes the form,

R↵T (HT ) = AQCD exp�kQCDHT , (5.7)



SUSY SEARCHES IN HADRONIC FINAL STATES 92

(a) Jet Multiplicity (b) HT

(c) Btag Multiplicity (d) ⇢⇢HT

Figure 5.5: Data/MC comparisons of key variables for the hadronic signal region, following
the application of the hadronic selection criteria and the requirements of HT >
275 GeV and ↵T > 0.55. Bands represent the uncertainties due to the statistical
size of the MC samples. No requirement is made upon the number of b-tagged
jets or jet multiplicity in these distributions.

where the parameters AQCD and kQCD are the normalisation and exponential decay

constants, respectively.

For QCD multi-jet event topologies, this exponential behaviour as a function of HT is

expected for several reasons. The improvement of jet energy resolution at higher HT due

to higher pT jets leads to a narrower peaked ↵T distribution, causing R↵T to decrease.

Similarly at higher HT values > 375 GeV, the jet multiplicity rises slowly with HT due
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to fixed jet pT acceptance values. As shown in Figure 5.4, at higher jet multiplicities the

result of the combinatorics used in the determination of ↵T lead to more conservative

↵T values from the minimisation of �HT ⌘ |Epj1
T � Epj2

T | , also resulting in a narrower

distribution.

The value of the decay constant kQCD is constrained via measurements within two

dimensional data sidebands in ↵T and Rmiss to the signal region. This is also done to

validate the falling exponential assumption for QCD multi-jet topologies. The sidebands

are enriched in QCD multi-jet background and defined as regions where either ↵T is

relaxed or that the Rmiss cut is inverted. Figure 5.6 depicts the definition of these data

sidebands used to constrain the value of kQCD and which is also defined explicitly in

Table 5.8.

Background Prediction 85

depicts the regions where kQCD is measured, the signal region is as described before

where ↵T > 0.55 and Rmiss < 1.25 are required. Region B is defined by the inversion

of the ↵T cut. Region C is defined by inverting both the ↵T requirement and the Rmiss

requirement, this region is further divided into three slices in ↵T of 0.52 < ↵T < 0.53,

0.53 < ↵T < 0.54 and 0.54 < ↵T < 0.55, as the index of Ci rises the expected amount of

QCD in that control region increases. Finally region D has only the Rmiss requirement

inverted, region D is not used to constrain kQCD, but instead to check the validity of the

exponential model. The fits to the individual side bands are shown in Appendix C. The

i—co_c0_
<

0.55

0.54

0.53

0.52

0.51

(Signal
region) D

Cl

B  C 2

C 3
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↵
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Figure 6.6.: QCD side-band regions, used for determination of kQCD.

best fit value for kQCD of 2.96 ± 0.64 ⇥10�2 GeV�1 obtained from region B is used as

the central value of the constraint. The assumption that this method gives an unbiased

estimate of kQCD stems from the similarity in event kinematics in the two ↵T regions. The

best fit values for the three Ci regions are used to estimate the systematic uncertainty on

the central value obtained from region B. The fit results show no dependance on the ↵T

region used to measure the number of events, supporting the assumption that region B

provides an unbiased estimate of kQCD. The variation of the measured values for each Ci

slice are used to calculate the error on the central value, the weighted mean and standard

deviation of the three slices in ↵T are calculated to be 1.31 ± 0.26 ⇥ 10�2 GeV�1, the

relative error on this value is 20% which is then applied to the central value to give an

estimate of the systematic uncertainty.

The data side bands are used to provide a constrained value of kQCD as an input to

the final likelihood model which describes the expected number of background events in

Figure 5.6: QCD sideband regions, used for determination of kQCD.

Sideband region ↵T slice R
miss

B 0.52-0.55 < 1.25

C
1

0.54-0.55 � 1.25

C
2

0.53-0.54 � 1.25

C
3

0.52-0.53 � 1.25

Table 5.8: Table defining the sidebands used in the parameterisation of the QCD background
model.
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The fit results used to determine the value of kQCD are shown in Appendix (C.1), for

which the best fit parameter value obtained from sideband region B is determined to be

kQCD = 2.96 ± 0.64 ⇥ 10�2 GeV �1.

The best fit values of the remaining three C sideband regions are used to estimate

the systematic uncertainty on the central value obtained from sideband region B. The

variation of these measured values is used to determine the error on the determined

central value, and is calculated to be 1.31 ± 0.26 ⇥ 10�2 GeV�1. This relative error of ⇠
20% gives an estimate of the systematic uncertainty of the measurement to be applied to

kQCD.

Finally the same procedure is performed for sideband region D as an independent

crosscheck, to establish that the value of kQCD extracted from a lower ↵T slice can be

applied to the signal region ↵T > 0.55. The likelihood fit is performed across all HT

bins within the QCD enriched region with no constraint applied to kQCD. The resulting

best fit value for kQCD shows good agreement between that and the weighted mean,

determined from the three C sideband regions. This demonstrates that the assumption

of using the central value determined from sideband region B, to provide an unbiased

estimator for kQCD in the signal region (↵T > 0.55) is valid.

Table 5.9 summarises the best fit kQCD values determined for each of the sideband regions

to the signal region. It is found that the exponential model gives a good �2 p-value for

each of the defined sideband regions.

Sideband region k
QCD

( ⇥ 10�2GeV �1) p�value

B 2.96 ± 0.64 0.24

C
1

1.19 ± 0.45 0.93

C
2

1.47 ± 0.37 0.42

C
3

1.17 ± 0.55 0.98

C(weighted mean) 1.31 ± 0.26 -

D(likelihood fit) 1.31 ± 0.09 0.57

Table 5.9: Best fit values for the parameters kQCD obtained from sideband regions B, C1,
C2, C3. The weighted mean is determined from the three measurements made
within sideband region C. The maximum likelihood value of kQCD given by the
simultaneous fit using sideband region D. Quotes errors are statistical only.
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5.2.7. Control Sample Definition and Background Estimation

The SM background estimation within the hadronic signal region is made from the use of

a single or a combination of three control samples within the Likelihood model described

in Section (5.7). Each control sample is used to provide an estimation of the background

yield of di↵erent EWK processes. These are first stated in Section (5.2) but are stated

again for reference.

• µ + jets control sample to determine W + jets, tt̄ and single top backgrounds,

• � + jets control sample to determine the irreducible Z ! ⌫⌫̄ + jets background,

• µµ + jets control sample to also determine the irreducible Z ! ⌫⌫̄ + jets background.

The method used to estimate the background contributions in the hadronic signal region

relies on the use of a Transfer Factor (TF). This is determined from simulation in both

the control, Ncontrol
MC , and signal, Nsignal

MC , region to transform the observed yield measured

in data for a control sample, Ncontrol
obs , into a background prediction, Nsignal

pred , via Equation

(5.8),

Nsignal
pred =

Nsignal
MC

Ncontrol
MC

⇥ Ncontrol
obs . (5.8)

All simulation samples are normalised to the luminosity of the data samples of the

relevant selection they are being applied to.

Whilst the final background estimation from which results are interpreted are determined

via a simultaneous fit defined formally by the likelihood model, a naive prediction of the

SM background in the signal region can be made in each analysis category by considering

separately the sum of the background prediction from the combination of either the µ +

jets and � + jets, or µ + jets and µµ + jets samples and Equation (5.8).

The sum of the expected yields from all simulated processes listed in Section (5.1), enter

the denominator, Ncontrol
MC , of the TF defined in Equation (5.8) for each control sample.

However, only the specific processes being estimated by the control sample enter the

numerator, Nsignal
MC .

For the µ + jets sample the processes entering the numerator are,
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Nsignal
MC (HT , njet) = NW + Ntt̄ + NDY + Nt + Ndi-boson, (5.9)

where Nsignal
MC (HT , njet) represents the simulation yield in each njet/HT category defined in

Section (5.2) and NXX represents the simulation yield in that category from each EWK

process.

For both the µµ + jets and � + jets samples the only simulated processes used in the

numerator is the Z ! ⌫⌫̄ + jets process and is therefore represented by,

Nsignal
MC (HT , njet) = NZ!⌫⌫̄ . (5.10)

The selection criteria of the three control samples are defined to ensure background

composition and event kinematics mirror closely the signal region. This is done in order

to minimise the reliance on simulation to model correctly the backgrounds and event

kinematics in the control and signal samples.

The selection of each control sample is detailed below with the distributions of key

variables for each of the control samples shown for illustrative purposes in Figures 5.7, 5.8

and 5.9. No requirement is placed upon the number of b-tagged jets or jet multiplicity

in the distributions shown.

The distributions highlight the background compositions of each control sample, where

in general, good agreement is observed between data and simulation, giving confidence

that the samples are well understood. The contribution from QCD multi-jet events is

expected to be negligible:

In the case of the µ + jets and µµ + jets samples, the ↵T requirement is removed in

the selection criteria of these samples. This is made possible as contamination from

QCD multi-jet events is suppressed to a negligible level by the other kinematic selection

criteria within the two control samples, selecting pure EWK processes. Thus in this way,

the acceptance of the two muon control samples can be significantly increased, which

simultaneously improves their statistical and predictive power and also diluting the e↵ect

of any potential signal contamination.
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The modelling of the ↵T variable is probed through a dedicated set of closure tests,

described in Section (5.5), which demonstrate that the di↵erent ↵T acceptances for

the control and signal samples have no significant systematic bias on the background

predictions.

The µ + jets control sample

Events from W + jets and tt̄ processes enter into the hadronic signal sample due

to unidentified leptons from acceptance e↵ects or reconstruction ine�ciencies and

hadronic tau decays. These leptons originate from the decay of high pT W bosons.

The control sample specifically identifies W ! µ⌫̄ decays within a similar phase-

space of the signal region, where the muon is subsequently ignored in the calculation

of event level variables, i.e. HT , ⇢⇢HT , ↵T .

All kinematic jet-based selection criteria are identical to those applied in the hadronic

search region detailed in Table 5.5 with the exception of the number of identified

muons veto and the ↵T requirement (as already discussed), with the same HT , jet

multiplicity and b-jet multiplicity categorisation described previously. Furthermore,

the following selection criteria are also required:

– Muons originating from W boson decays are selected by requiring one tightly

isolated muon defined in Table 3.3, with a pT > 30 GeV and |⌘| < 2.1. Both of

these thresholds arise from trigger restrictions.

– The transverse mass of the W candidate must satisfy MT (µ,��ET ) > 30 GeV

(to suppress QCD multi-jet events).

– Events which contain a jet overlapping with a muon �R(µ, jet) < 0.5 are vetoed

to remove events consisting of muons that stem from the decay product of

particles that form part of a reconstructed jet.

– Events containing a second muon candidate which has failed id, but passing

pT and |⌘| requirements, are checked to have an invariant mass that satisfies

|Mµµ � mZ| > 25, thus removing Z ! µµ contamination.

These additional selection criteria are summed up within Table 5.10.
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Selection Criteria

Number of muons = 1 (pT > 30 GeV, |⌘| < 2.1)

Transverse mass of µ, �ET system MT (µ,�ET ) > 30 GeV

Muon not in jet �R(µ, jet) > 0.5

Muon not from Z! µ�µ+ decay |Mµµ � m
Z

| > 25 GeV

Table 5.10: Additional analysis selection criteria for the µ + jets control sample of the ↵T

analysis. These are included in addition to the selection applied from Table 5.5
with the exceptions already mentioned in the text.

(a) Lead Muon pT (b) HT

(c) ↵T (d) Transverse mass MT

Figure 5.7: Data/MC comparisons of key variables for the µ + jets selection,following the
application of selection criteria and the requirements that HT > 275 GeV (i.e.
no HT categorisation). Bands represent the uncertainties due to the statistical
size of the MC samples. No requirement is made upon the number of b-tagged
jets or jet multiplicity in these distributions.
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The µµ + jets control sample

An irreducible Z ! ⌫⌫̄ + jets background enters into the signal region from genuine

��ET from the escaping neutrinos. This background is estimated using two control

samples, the first of which is the Z! µ�µ+ + jets process, which posses identical

kinematic properties, but with a di↵erent acceptance and branching ratio [1].

The same acceptance requirements as the µ + jets selection for muons is applied,

as defined in Table 3.3. Muons in the event are ignored for the purpose of the

calculation of event level variables. An identical analysis categorisation to that of

the hadronic search region is again used. In addition to the kinematic jet-based

selection criteria from Table 5.5 (again with the exception of the number of identified

muons veto and the removal of ↵T > 0.55), the following selection criteria are also

specified:

– Exactly two tightly isolated muons are selected. Due to trigger requirements the

leading muon is required to have pT > 30 GeV and |⌘| < 2.1. The requirement

of the pT on the second muon is relaxed to 10 GeV.

– Events are vetoed if containing a jet overlapping with either muon, �R(µ, jet) <

0.5.

– In order to specifically select two muons both originating from a single Z boson

decay, the invariant mass of the two muons must satisfy |Mµµ � mZ | < 25 GeV.

These additional selection criteria are summed up within Table 5.11.

Selection Criteria

Number of muons = 2 (Lead µ pT > 30 GeV, |⌘| < 2.1)

Muon not in jet �R(µ, jet) > 0.5

Muon from Z! µ�µ+ decay |Mµµ � m
Z

| < 25 GeV

Table 5.11: Additional analysis selection criteria for the µµ + jets control sample of the ↵T

analysis. These are included in addition to the selection applied from Table 5.5
with the exceptions already mentioned in the text.
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(a) Lead Muon pT (b) HT

(c) ↵T (d) µµ invariant mass

Figure 5.8: Data/MC comparisons of key variables for the µµ + jets selection,following the
application of selection criteria and the requirements that HT > 275 GeV (i.e.
no HT categorisation). Bands represent the uncertainties due to the statistical
size of the MC samples. No requirement is made upon the number of b-tagged
jets or jet multiplicity in these distributions.

The � + jets control sample

The Z ! ⌫⌫̄ + jets background is also estimated from a � + jets control sample.

When the ET of the photon is greater than the mass of the Z, it possesses a larger

cross-section and has kinematic properties similar to those of Z ! ⌫⌫̄ events if the

photon is ignored [89].
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Within the control channel, the photon is ignored for the purpose of the calculation

of event level variables, and identical selection criteria to the hadronic signal region

defined in Table 3.3 are applied. In addition the follow requirements are also made:

– Exactly one photon is selected, satisfying identification criteria as detailed in

Table 3.4, with a minimum pT >165 GeV to satisfy trigger thresholds and |⌘|
< 1.45 to ensure the photon remains in the barrel region of the detector.

– A selection criteria of �R(�, jet) < 1.0, between the photon and all jets is

applied to ensure the acceptance of only well isolated � + jets events.

– The ↵T > 0.55 is maintained due to contamination from QCD processes within

this control sample. Due to the trigger thresholds on the minimum pT of the

photon and the ⇢⇢HT requirement from the definition of ↵T , shown in Equation

(5.5), which implies ⇢⇢HT /HT > 0.43 to pass ↵T > 0.55 (165/0.43 ' 375 GeV),

this control sample is only employed in the HT > 375 GeV region.

These additional selection criteria are summed up within Table 5.12.

Selection Criteria

Number of photons = 1 ( pT > 165 GeV, |⌘| < 2.1)

Photon not in jet �R(�, jet) > 1.0

Table 5.12: Additional analysis selection criteria for the � + jets control sample of the ↵T

analysis. These are included in addition to the selection applied from Table 5.5
with the exceptions already mentioned in the text.
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(a) Lead Photon pT (b) HT

(c) ↵T (d) Jet multiplicity

Figure 5.9: Data/MC comparisons of key variables for the � + jets selection, following the
application of selection criteria and the requirement that HT > 375 GeV due to
trigger thresholds. Bands represent the uncertainties due to the statistical size of
the MC samples. No requirement is made upon the number of b-tagged jets or
jet multiplicity in these distributions.

5.3. Measuring Standard Model Process

Normalisation Factors via HT Sidebands

The simulation samples in this thesis are generated at Next to Next Leading Order (NNLO)

using Pythia and Madgraph [90]. A list of the processes generated can be found in

Appendix B.
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The theoretical cross-sections of di↵erent SM processes at Next to Next Leading Order

(NNLO) and the number of available simulated events generated for a particular process,

is typically used to determine the appropriate normalisation for a simulation sample.

However within the particular high-HT and high-��ET corners of kinematic phase space

probed within this search, the theoretical cross sections for various processes are far less

well understood.

To mitigate the problem of theoretical uncertainties in the choices of cross sections, the

normalisation of the simulation samples are determined through the use of data sidebands.

The sidebands are used to calculate sample specific global correction factors (k-factors)

to apply to each individual process, that are appropriate for the HT -��ET phase space

covered by this analysis.

They are defined within the µ + jets and µµ + jets control sample, by the region

200 < HT < 275, using the same jet pT thresholds as the adjacent lowest HT analysis

bin. Individual EWK processes are isolated within each of these control samples via

requirements on jet multiplicity and the requirement on b-tag multiplicity, summarised

in Table 5.13. The purity of the samples are typically ⇠ 90% (see Table 5.13), with any

residual contamination subtracted prior to determination of the correction factors. The

resultant k-factor for each process is determined by then taking ratio of the data yield

over the expectation from simulation in the sideband. Subsequently these k-factors are

then applied to the processes within the phase space of the analysis.

Process Selection Purity Observation Simulation k-factor

W + jets µ + jets, nb=0, njet = 2,3 0.89 26950 29993.2 ± 650.1 0.90 ± 0.02

Z ! µµ + jets µµ + jets, nb=0, njet = 2,3 0.97 3141 3402.0 ± 43.9 0.92 ± 0.02

tt̄ µ + jets, nb=2, njet = �4 0.87 2190 1967.8 ± 25.1 1.11 ± 0.02

Table 5.13: k-factors calculated for di↵erent EWK processes. All k-factors are derived relative
to theoretical cross-sections calculated in NNLO. The k-factors measured for
the Z! µµ + jets processes, are also applied to the Z ! ⌫⌫̄ + jets and � + jets
simulation samples.

5.4. Determining Monte Carlo Simulation Yields

with Higher Statistical Precision

Reconstructing events from EWK processes with many b-tagged jets, nreco
b , is largely

driven by the mis-tagging of light jets within the event. This is clear when considering the
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main EWK backgrounds in the analysis, such as tt̄ + jets events, which typically contain

two underlying b-quarks in the final state from the decay of the top quarks. Conversely

W + jets and Z! µµ + jets events will typically contain no underlying b-quarks in its

final state.

When the expectation for the number of nreco
b jets is taken directly from simulation,

the statistical uncertainty at large reconstructed b-tagged jet multiplicities becomes

relatively large. One approach to reduce this uncertainty is to use the information

encoded throughout all events in the simulation sample, to measure each of the following

four ingredients:

1. the averaged b-tagging e�ciency in the event selection,

2. the averaged charm-tagging e�ciency in the event selection,

3. the averaged mis-tagging e�ciency in the event selection,

4. the underlying flavour distribution of the jets in the event sample.

Together they can be used to determine the nreco
b distribution of the process being

measured. This method allows the determination of higher b-tagged jet multiplicities to

a higher degree of accuracy, reducing the statistical uncertainties of the simulation yields

which enter into the TF’s. For the discussion that follows, this approach will be known

as the formula method.

5.4.1. The Formula Method

The assigning of jet flavours to reconstruction level jets in simulation is achieved via an

algorithmic method to determine the truth level parton that most likely determines the

properties of the jet. This is defined for each reconstructed jet as

• Find all “final state” partons (after showering, radiation) that lie within �R < 0.3

of a reconstructed jet cone.

• If there is a b/c flavoured parton within the jet cone: label the jet as a b/c flavoured

jet. If both are found then assign jet flavour as b.

• Otherwise assign flavour of the hardest (highest pT ) parton within the jet cone.

This process is employed within each individual simulation sample and independently for

each HT � njet category in the analysis.
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Let N(ngen
b , ngen

c , ngen
q ) represent the 3-dimensional underlying jet flavour distribution in

simulation, with bgen underlying b-quarks, cgen underlying c-quarks and qgen underlying

light quarks which are matched to reconstructed jets as detailed above. Light quarks are

defined as those which originate from a u, d, s. Additionally, light quarks are grouped

together with identified g or ⌧ jets, which all having very similar mis-tagging rates.

The nreco
b distribution within each HT � njet category of the analysis can be constructed

for each process in turn in an analytical way using the formula:

N(n) =
X

ngen
b +ngen

c +ngen
q =ncat

jet

X

ntag
b +ntag

c +ntag
q =n

N(ngen
b , ngen

c , ngen
q ) ⇥ P (ntag

b , ngen
b , ✏) ⇥

P (ntag
c , ngen

c , �) ⇥ P (ntag
q , ngen

q , m), (5.11)

with N(n) representing the total number of events in which the b-tagger was fired n

times.

The constraint ntag
b + ntag

c + ntag
q = n signifies the number of tagged jets of a particular

jet flavour, of which the sum of the three terms must equal the number of n tagged jets

being calculated, where n corresponds to the =1, =2, =3 or � 4 nreco
b categories.

Similarly ngen
b + ngen

c + ngen
q = ncat

jet represents the requirement for the sum of the jet

flavours in each event to fall within the njet category being analysed, ncat
jet , where cat

corresponds to the 2  njet  3 or njet � 4 categories.

The variables P (ntag
b , ngen

b , ✏), P (ntag
c , ngen

c , �) and P (ntag
q , ngen

q , m) correspond to the

binomial probabilities for the tagging of a jet flavour to occur, based on its measured

tagging e�ciency (✏, �, m). These e�ciencies are measured individually for each HT �njet

category from simulation, using all simulated process events passing selection criteria.

Thus the tagging e�ciencies used within the above formula, represent the averaged

tagging e�ciency of each jet flavour within the phase space of the analysis category.

This approach ultimately results in a more precise nreco
b distribution prediction when

compared to those determined directly from simulation. This is due to the complete

utilisation of all the events in the simulation sample which pass selection to extract the

overall nreco
b distribution.
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5.4.2. Establishing Proof of Principle

In order to validate the procedure, the predictions determined from the formula method

summarised in Equation (5.11), are compared directly with those obtained directly from

simulation. Resultantly no simulation to data correction factors are applied.

This sanity check for the µ + jets control sample is presented in Table 5.14, for all nreco
b

and HT categories with no requirement placed upon the jet multiplicity of the events.

H
T

Bin (GeV) 275–325 325–375 375–475 475–575

Formula nb = 0 12632.66 ± 195.48 6696.08 ± 82.59 6368.96 ± 75.34 2906.27 ± 39.65

Simulation nb = 0 12612.95 ± 198.68 6687.97 ± 83.78 6359.27 ± 76.50 2898.27 ± 36.89

Formula nb = 1 4068.09 ± 45.71 2272.76 ± 26.14 2181.32 ± 25.07 1089.14 ± 13.82

Simulation nb = 1 4067.73 ± 60.30 2268.02 ± 30.20 2180.69 ± 28.73 1094.37 ± 24.14

Formula nb = 2 1963.71 ± 22.44 1087.55 ± 13.57 1055.57 ± 13.25 554.96 ± 7.95

Simulation nb = 2 1984.53 ± 26.19 1094.43 ± 16.67 1068.96 ± 16.36 558.14 ± 10.51

Formula nb = 3 146.94 ± 2.07 79.97 ± 1.37 78.05 ± 1.35 49.84 ± 1.03

Simulation nb = 3 149.52 ± 4.84 85.98 ± 3.64 74.45 ± 3.29 49.54 ± 2.68

Formula nb � 4 2.26 ± 0.12 1.29 ± 0.10 5.32 ± 0.20 -

Simulation nb � 4 1.84 ± 0.50 1.02 ± 0.39 4.86 ± 0.83 -

H
T

Bin (GeV) 575–675 675–775 775–875 >875

Formula nb = 0 1315.68 ± 19.49 640.49 ± 11.90 327.81 ± 7.91 424.27 ± 9.27

Simulation nb = 0 1315.23 ± 20.20 641.96 ± 12.48 329.09 ± 8.36 424.02 ± 9.73

Formula nb = 1 490.41 ± 7.45 226.95 ± 4.42 109.91 ± 2.84 129.97 ± 3.07

Simulation nb = 1 490.52 ± 9.92 222.22 ± 6.21 107.46 ± 4.15 129.64 ± 4.64

Formula nb = 2 256.75 ± 4.58 113.45 ± 2.70 52.10 ± 1.69 59.29 ± 1.78

Simulation nb = 2 253.43 ± 6.52 117.17 ± 4.27 52.70 ± 2.80 59.45 ± 3.00

Formula nb = 3 25.66 ± 0.69 12.48 ± 0.46 5.52 ± 0.31 6.83 ± 0.33

Simulation nb = 3 29.18 ± 2.06 11.77 ± 1.26 6.18 ± 0.95 7.53 ± 1.05

Table 5.14: Comparing yields in simulation within the µ + jets selection determined from the
formula method described in Equation (5.11) “Formula”, and that taken directly
from simulation “Simulation”. The numbers are normalised to 11.4fb�1. No
simulation to data corrections are applied.

It can be seen as expected, that there is good consistency between the results determined

via the formula method and direct simulation yields. Similarly the power of this approach

can be seen in the reduction of this statistical error in the prediction across all HT and
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nreco
b categories. In particular the statistical uncertainty is reduced by several factors in

the highest nreco
b � 4 category.

5.4.3. Correcting Measured E�ciencies in Simulation to Data

As detailed in Section (3.3.2), it is necessary for certain pT and ⌘ dependant corrections,

to be applied to both the b-tagging e�ciency and mis-tagging rates in order to correct

the e�ciencies from simulation to the e�ciencies measured in data. These correction

factors are considered when determining the simulation yields for each selection, which

are used to construct the TFs of the analysis. The magnitude of this correction are

measured individually for each HT category and are shown in Figure 5.10.
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Figure 5.10: Tagging e�ciencies of (a) b-jets, (b) c-jets, and (c) light-jets as a function all jets
within each HT category. E�ciencies measured directly from simulation (black)
and with data to simulation SFb,c,light correction factors (red) are applied.

Each of the correction factors for the b, c and light flavoured jets come with an associated

systematic uncertainty. The uncertainties across di↵erent jet pT and ⌘ categories, are

considered as fully correlated. When computing the magnitude of the e↵ect of this
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systematic uncertainty on the TFs of the analysis, the measured tagging e�ciencies for

each jet flavour are scaled up/down simultaneously within each HT and njet category by

the systematic uncertainty of the SFb, c, light scale factors.

Varying the scale factor corrections by their systematic uncertainty will change the

absolute yields within each nreco
b bin of all selections. However, ultimately it is the change

in the TFs which influences the final background prediction from each of the control

samples. The magnitude of the change in each TF, constructed from when the µ + jets

control sample is used to predict the entire hadronic signal region background, is shown

in Table 5.15.

nreco

b

275–325 325–375 375–475 475–575

= 0 0.557 +0.001
�0.001 ± 0.012 0.495 +0.001

�0.001 ± 0.009 0.383 +0.001
�0.001 ± 0.005 0.307 +0.001

�0.002 ± 0.006

= 1 0.374 +0.006
�0.006 ± 0.006 0.320 +0.006

�0.005 ± 0.005 0.251 +0.005
�0.005 ± 0.004 0.185 +0.003

�0.003 ± 0.004

= 2 0.226 +0.002
�0.002 ± 0.004 0.201 +0.001

�0.002 ± 0.004 0.159 +0.001
�0.001 ± 0.004 0.134 +0.000

�0.001 ± 0.004

= 3 0.221 +0.002
�0.002 ± 0.005 0.208 +0.002

�0.001 ± 0.007 0.164 +0.001
�0.000 ± 0.006 0.144 +0.001

�0.001 ± 0.007

� 4 0.222 +0.004
�0.005 ± 0.015 0.248 +0.003

�0.003 ± 0.035 0.123 +0.002
�0.003 ± 0.009 -

575–675 675–775 775–875 �875

= 0 0.263 +0.001
�0.002 ± 0.006 0.215 +0.000

�0.001 ± 0.007 0.171 +0.000
�0.001 ± 0.009 0.111 +0.000

�0.001 ± 0.006

= 1 0.154 +0.003
�0.003 ± 0.005 0.138 +0.003

�0.004 ± 0.006 0.121 +0.005
�0.005 ± 0.007 0.091 +0.002

�0.002 ± 0.006

= 2 0.104 +0.000
�0.001 ± 0.005 0.079 +0.001

�0.001 ± 0.006 0.063 +0.001
�0.002 ± 0.007 0.071 +0.000

�0.000 ± 0.008

= 3 0.116 +0.001
�0.001 ± 0.009 0.069 +0.001

�0.001 ± 0.007 0.079 +0.001
�0.001 ± 0.017 0.095 +0.003

�0.002 ± 0.020

Table 5.15: The absolute change in the TFs used to predict the entire signal region SM
background, using the µ + jets control sample when the systematic uncertainties
of the data to simulation scale factors are varied by ± 1�. The absolute impact
of the change is shown for each HT and nreco

b category in the superscript and
subscript of each TF with no requirement made on the jet multiplicity of the
events. Also quoted are the statistical uncertainties which are shown to be
significantly larger than the change due to the systematic variation.

It can be seen that the TFs are found to be relatively insensitive to the systematic

uncertainty of the b-tag scale factors (showing typically less than ⇠ 2% change). This

can be accounted for by the similar composition of the signal and control sample

backgrounds, such that any change in the underlying nreco
b distribution will be reflected

in both signal and control regions and cancel out in the TF.
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Any overall systematic e↵ect on the overall background prediction of the analysis from

these b-tag scale factor uncertainties is incorporated within the data driven systematics

introduced in the following section.

5.5. Systematic Uncertainties on Transfer Factors

Since the TFs used to establish the background prediction are obtained from simulation,

an appropriate systematic uncertainty is assigned to account for theoretical uncertainties

and limitations in the simulation modelling of event kinematics and instrumental e↵ects.

The magnitudes of these systematic uncertainties are established through a data driven

method, in which the three independent control samples of the analysis (µ + jets, µµ

+ jets, � + jets) are used to in a series of closure tests. The yields from one of these

control samples, along with the corresponding TF obtained from simulation, are used to

predict the expected yields in another control sample. This procedure therefore utilises

the same method used in determining a background prediction for the signal region as

already established in Section (5.2.7).

The level of agreement between the predicted and observed yields is expressed as the

ratio

�Nobs�pred =
(Nobs � Npred)

Npred

, (5.12)

while considering only the statistical uncertainties on the prediction, Npred, and the

observation, Nobs. No systematic uncertainty is assigned to the prediction, and resultantly

the level of closure is defined by the statistical significance of a deviation from the ratio

from zero.

This ratio is measured for each HT category in the analysis, allowing these closure tests to

be sensitive to both the presence of any significant biases or any possible HT dependence

to the level of closure.

Eight sets of closure tests are defined between the three data control samples, conducted

independently between the two jet multiplicity (2  njet  3, njet � 4 ) categories. Each
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of these tests are specifically chosen to probe each of the di↵erent key ingredients of the

simulation modelling that can a↵ect the background prediction.

Each of the di↵erent modelling components and the relevant closure tests are described

below:

↵T modelling

The modelling of the ↵T distribution in genuine ��ET events is probed with the µ +

jets control sample. This test is important to verify the approach of removing the

↵T > 0.55 requirement from the µ + jets and µµ + jets samples to increase the

statistical precision of the background prediction. The test uses the µ + jets sample

with an ↵T < 0.55 cut to make a prediction into the µ + jets sample defined with

the requirement ↵T > 0.55.

Background admixture

The sensitivity of the translation factors to the relative admixture of events from

W+ jets and tt̄ processes is probed by two closure tests.

Within the µ + jets sample, a W boson enriched sub-sample (nb = 0) is used

to predict yields in a tt̄ enriched sub-sample (nb = 1). Similarly, the tt̄ enriched

sub-sample (nb = 1) is also used to predict yields for a further enriched tt̄ sub-sample

(nb = 2), further probing the modelling of the nreco
b distribution.

A further closure test probes the relative contribution of Z+ jets to W+jets and tt̄

events, through the use of the µ + jets sample to predict yields for the µµ + jets

control sample. This closure test also at some level probes the muon trigger and

reconstruction e�ciencies given that exactly one or two muons are required by the

di↵erent selections.

These tests represent an extremely conservative approach as the admixture of the

two backgrounds remains similar when a prediction is made between the control

samples and the signal region. This is contrary to the closure tests defined above

which make predictions between two very di↵erent admixtures of W+ jets and tt̄

events.

Consistency check between Z ! ⌫⌫̄ predictions

This is an important consistency check between the µµ + jets and � + jets, which

are both used in the prediction of the Z ! ⌫⌫̄ in the signal region. This is conducted
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by using the � + jets sample to predict yields for the µµ + jets control sample.

Using � + jets processes as a method to predict Z + jet processes is subject to

theory uncertainties [91], which can be probed by this data driven closure test within

a Z ! µµ control sample.

Modelling of jet multiplicity

The simulation modelling of the jet multiplicity within each control sample is

important due to the exclusive jet multiplicity categorisation within the analysis.

This is probed via the use of each of the three control samples to independently

predict from the lower jet multiplicity category 2  njet  3, to the high jet category

njet � 4.

For the case of the µ + jets and µµ + jets control samples, this test also serves as a

further probe of the admixture between W+ jets/Z+ jets and tt̄.

To test for the assumption that no HT dependencies exist within the background predic-

tions of the analysis, the first five closure tests defined above are used, with zeroeth and

first order polynomial fits applied to each test individually. These two tests represent

a flat shape and a linear shape hypothesis respectively. This is summarised in Table

5.16 and Table 5.17 which show the results for both the 2  njet  3 and njet � 4 jet

multiplicity bins respectively.

Constant fit Linear fit
Closure test Symbol Best fit value p-value Slope (10�4) p-value

↵T < 0.55 ! ↵T > 0.55 (µ + jets) Circle �0.06 ± 0.02 0.93 �1.3 ± 2.2 0.91
0 b-jets ! 1 b-jet (µ + jets) Square 0.07 ± 0.02 0.98 �1.6 ± 1.6 1.00
1 b-jets ! 2 b-jet (µ + jets) Triangle �0.07 ± 0.03 0.76 �2.7 ± 3.0 0.76
µ + jets ! µµ + jets Cross 0.10 ± 0.03 0.58 �1.1 ± 2.3 0.49
µµ + jets ! � + jets Star �0.06 ± 0.04 0.31 4.2 ± 4.3 0.29

Table 5.16: A summary of the results obtained from zeroeth order polynomial (i.e. a constant)
and linear fits to five sets of closure tests performed in the 2 � njet � 3 category.
The two columns show the best fit value for the slope obtained when performing
a constant (left) and linear (right) fit and the p-value for that fit.

Table 5.18 shows the same fits applied to the three closure tests that probe the modelling

between the two njet categories. The best fit value and its uncertainty is listed for each

set of closure tests in all three tables, along with the p-value of the constant and linear

fits applied.

The best fit value for the constant parameter is indicative of the level of closure, averaged

across the full HT range of the analysis, and the p-value an indicator of any significant
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Constant fit Linear fit
Closure test Symbol Best fit value p-value Slope (10�4) p-value

↵T < 0.55 ! ↵T > 0.55 (µ + jets) Circle �0.05 ± 0.03 0.21 3.0 ± 2.9 0.21
0 b-jets ! 1 b-jet (µ + jets) Square �0.03 ± 0.03 0.55 �1.0 ± 1.9 0.47
1 b-jets ! 2 b-jet (µ + jets) Triangle �0.02 ± 0.03 0.39 1.1 ± 2.2 0.31
µ + jets ! µµ + jets Cross 0.08 ± 0.07 0.08 4.8 ± 4.3 0.07
µµ + jets ! � + jets Star �0.03 ± 0.10 0.72 �4.0 ± 7.0 0.64

Table 5.17: A summary of the results obtained from zeroeth order polynomial (i.e. a constant)
and linear fits to five sets of closure tests performed in the njet � 4 category. The
two columns show the best fit value for the slope obtained when performing a
constant (left) and linear (right) fit and the p-value for that fit.

Constant fit Linear fit
Closure test Symbol Best fit value p-value Slope (10�4) p-value

µ + jets Inverted triangle �0.03 ± 0.02 0.02 0.0 ± 1.0 0.01
µ + jets (outlier removed) Inverted triangle �0.04 ± 0.01 0.42 �1.4 ± 1.1 0.49
� + jets Diamond 0.12 ± 0.05 0.79 6.0 ± 4.7 0.94
µµ + jets Asterisk �0.04 ± 0.07 0.20 4.9 ± 4.4 0.20

Table 5.18: A summary of the results obtained from zeroeth order polynomial (i.e. a constant)
and linear fits to three sets of closure tests performed between the 2  njet  3
and njet � 4 categories. The two columns show the best fit value for the slope
obtained when performing a constant (left) and linear (right) fit and the p-value
for that fit.

dependence on HT within the closure tests. The best fit values of all the tests are either

statistically compatible with zero bias (i.e. less than 2� from zero) or at the level of 10%

or less, with the exception of one closure test discussed below.

Within Table 5.18, there exists one test that does not satisfy the above statement, which

is the 2  njet  3 ! njet � 4 test using the µ + jets control sample. The low p-value

can be largely attributed to an outlier between 675 < HT < 775 GeV, rather than any

significant trend in HT . Removing this single outlier from the constant fit performed,

gives a best fit value of �0.04 ± 0.01, �2/ d.o.f = 6.07/6. and a p-value of 0.42. These

modified fit results are also included in Table 5.18.

Additionally, it is found that the best fit values for the slope terms of the linear fits in

all three tables are of the order 10�4, which corresponds to a percent level change per

100 GeV. However in all cases, the best fit values are fully compatible with zero (within

1�) once again with the exception detailed above, indicating that the level of closure is

indeed HT independent.
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5.5.1. Determining Systematic Uncertainties from Closure

Tests

Once it has been established that no significant bias or trend exists within the closure

tests, systematic uncertainties are determined. The statistical precision of the closure

tests is considered a suitable benchmark for determining the systematic uncertainties

that are assigned to the TFs, which are propagated through to the likelihood fit.

The systematic uncertainty band is split into five separate regions of HT . Within each

region the square root of the sample variance, �2, is taken over the eight closure tests to

determine the systematic uncertainties to be applied within that region.

Using this procedure the systematic uncertainties for each region are calculated and are

shown in Table 5.19, with the systematic uncertainty to be used in the likelihood model

conservatively rounded up to the nearest decile and applied across all nreco
b categories.

HT band (GeV) 2  n
jet

 3 n
jet

� 4

275 < HT < 325 10% 10%
325 < HT < 375 10% 10%
375 < HT < 575 10% 10%
575 < HT < 775 20% 20%
HT > 775 20% 30%

Table 5.19: Calculated systematic uncertainties for the five HT regions, determined from the
closure tests. Uncertainties shown for both jet multiplicity categories. Values
used within the likelihood model are conservatively rounded up to the nearest
decile.

Figure 5.11 shows the sets of closure tests overlaid on top of grey bands that represent the

HT dependent systematic uncertainties. These systematic uncertainties are assumed to be

fully uncorrelated between the di↵erent nb multiplicity categories and across the five HT

regions. This can be considered a more conservative approach given that some correlations

between adjacent HT categories could be expected due to comparable kinematics.

These closure tests represent a conservative estimate of the systematic uncertainty in

making a background prediction for the signal region. This is due to significant di↵erences

in the background composition and event kinematics between the two sub-samples used

in the closure tests. This is not the case when a signal region prediction is made, due

to the two sub-samples both having a comparable background admixture and similar

kinematics owing to the fact that the TFs are always constructed using the same (njet,

nreco
b , HT ) category.
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Figure 5.11: Sets of closure tests (open symbols) overlaid on top of the systematic uncertainty
used for each of the five HT regions (shaded bands) and for the two di↵erent jet
multiplicity categories: (a) 2  njet  3 and (b) njet � 4.

This point is emphasised when we examine the sensitivity of the TFs to a change in the

admixture of W + jets and tt̄ with the control and signal samples. This is accomplished

by varying the cross-sections of the W +jets and tt̄ by +20% and -20%, respectively.
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Figures C.2 and C.3 within Appendix C, show the e↵ect upon the closure tests for both

jet multiplicity categories. Given these variations in cross-sections, the level of closure

is found to be significantly worse, with biases as large as ⇠ 30%, most apparent in the

lowest HT bins. However, the TFs used to extrapolate from control to signal are seen to

change only at the percent level by this large change in cross-section, as shown in Table

C.1.

Given the robust behaviour of the translation factors with respect to large (and opposite)

variations in the W + jets and tt̄ cross-sections, one can assume with confidence that

any bias in the translation factors is adequately (and conservatively) covered by the

systematic uncertainties used in the analysis.

5.6. Simplified Models, E�ciencies and Systematic

Uncertainties

The results of the analysis are interpreted using various SMS signal models, which as

already introduced in Section (2.4.1) o↵er a natural starting point for quantifying and

characterising SUSY signals, and a means to identify the boundaries of search sensitivity

for di↵erent mass splittings, kinematic ranges, and final states.

Each model is parameterised in a two dimensional parameter space, (meq/eg, mLSP), from

which upper limits on the production cross-sections of the various SMS models can be

set.

Each signal sample is generated at Leading Order (LO) with Pythia [90], and cross-

sections calculated for Next to Leading Order (NLO) and Next to Leading Logorithmic

Order (NLL) [92], with events simulated using the Fastsim framework. This framework

represents a simplified simulation of the CMS detector, but allows for faster production

of various signal topologies with di↵erent mass parameters.

A series of correction factors are applied to account for di↵erences between Fastsim [93]

and Fullsim [94] simulation, which can a↵ect the resultant nreco
b distribution and which

are detailed in Section (5.6.2).
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5.6.1. Signal E�ciency

The analysis selection e�ciency, ✏, is measured for each point in the grid (defined in

Section (2.4.1)) of each interpreted model. This serves as a measure of the sensitivity of

the signal selection for that particular parent sparticle, LSP mass and final state topology.

The signal yield at each point in the grid is given by

Y (meq/eg, mLSP ) = ✏⇥ �⇥ L, (5.13)

where � represents the model’s cross-section and L the luminosity. An upper limit on �

taken from theory can then allow for the setting of limits in terms of the particle mass.

Figure 5.12 shows the expected signal e�ciency of the signal selection for the T1 and

T2 SMS models interpreted in this analysis. The e�ciency maps are produced with the

requirement HT > 275 GeV (i.e. no HT categorisation) and requirements on njet and

nreco
b are the most sensitive to the model in question.

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

 (GeV)gluinom
0 200 400 600 800 1000 1200 1400 1600 1800 2000

 (G
eV

)
LS

P
m

0

200

400

600

800

1000

1200

1400

1600

1800

2000
4≥j=0, n

b
), ng~)>>m(q~ 2q + LSP, m(→ g~, g~ g~ →pp 4≥j=0, n

b
), ng~)>>m(q~ 2q + LSP, m(→ g~, g~ g~ →pp 

(a) Model T1, njet � 4, nreco
b = 0

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

 (GeV)squarkm
0 200 400 600 800 1000 1200

 (G
eV

)
LS

P
m

0

200

400

600

800

1000

1200

3≤
j

=0, n
b

), nq~)>>m(g~ q + LSP, m(→ q~, q~ q~ →pp 3≤
j

=0, n
b

), nq~)>>m(g~ q + LSP, m(→ q~, q~ q~ →pp 

(b) Model T2, njet  3, nreco
b = 0

Figure 5.12: Signal e�ciencies for the SMS models (a) T1 (egeg⇤ ! qq̄e�0
1qq̄e�0

1) and (b) T2

(eqeq⇤ ! qe�0
1q̄e�0

1) when requiring njet � 4 and  3 respectively, and nreco
b = 0.

It can be seen that signal e�ciency for both models increase when the mass di↵erence

between the gluino/squark parent and the LSP is large. As the diagonal is approached,

the signal e�ciency drops due to a fall in the number of high pT jets that result from

the decay of a sparticle to an LSP, leading to more low HT ,  1 jet events.

The same procedure is conducted in the analysis control samples. It is found in the µ +

jets control samples, that the signal-to-background ratios for the expected signal yields in
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each of the SMS models are many times smaller than in the hadronic signal region. The

relative contamination for the µµ + jets sample is smaller still due to the requirement of

a second muon. The relative contamination for the � + jets sample is expected to be

zero for the models under consideration. These small, relative levels of contamination

are accounted for in the fitting procedure, as described in Section (5.7.4).

5.6.2. Applying B-tagging Scale Factor Corrections in Signal

Samples

High-statistic FastSim signal simulation samples are unavailable for each signal point,

which means that a di↵erent procedure to the formula method described in Section

(5.4) is employed. Furthermore, the use of the FastSim framework in the reconstruction

introduces an extra set of scale-factor corrections, to be applied simultaneously with

those correcting FullSim to the data.

For these signal models, an event-by-event re-weighting procedure is applied. This applied

weight depends on both the flavour content and the b-tagging status of the reconstruction

level jets in the event.

The re-weighting procedure can be described by first considering a single jet within a

signal event. The flavour of the jet is determined using the method described in Section

(5.4.1).

Maps of the tagging e�ciencies, parameterised as a function of jet pT and ⌘ are produced

from FullSim simulation samples for each of the b, c and light jet flavours. These

e�ciencies are calculated from simulation events which pass the hadronic signal selection.

The pT and ⌘ binning of each map is chosen to match the correction maps of FullSim

to data defined in [73].

The actual tagging e�ciency of the FastSim jet, ✏FastSim(pT , ⌘, f), di↵ers from that

measured in FullSim, ✏Full(pT , ⌘, f) and is related via an additional correction factor,

✏FastSim(pT , ⌘, f) =
✏Full(pT , ⌘, f)

SFFast!Full(pT , ⌘, f)
. (5.14)

SFFast!Full(pT , ⌘, f) represents a set of pT and ⌘ dependant corrections, that are specific

for each SMS model and jet flavour f . These corrections are calculated from the ratio
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of tagging rates between a FullSim tt̄ sample, and a selection of mass points from each

FastSim SMS model, again measured individually for b, c and light-flavoured jets.

The tagging e�ciencies measured in data [73], ✏Data(pT , ⌘, f), can then be related to

✏FastSim(pT , ⌘, f) by the equation,

✏Data(pT , ⌘, f) = ✏Full(pT , ⌘, f) ⇥ SFFull!Data(pT , ⌘, f)

= ✏FastSim(pT , ⌘, f) ⇥ SFFast!Full(pT , ⌘, f) ⇥ SFFull!Data(pT , ⌘, f)| {z }
SFFast ! Data

.

(5.15)

For each jet, the weight of the event is re-weighted according to whether the jet fires the

tagger. In the instance that the jet is tagged, the event weight will be modified by,

weightnew = SFFast!Data ⇥ weight, (5.16)

and in the case that the jet does not fire the tagger the event weight is modified by,

weightnew =
1 � ✏Data(pT , ⌘, f)

1 � ✏FastSim(pT , ⌘, f)
⇥ weight. (5.17)

This procedure is applied to all events that pass the selection criteria, thus correcting

the FastSim nreco
b distribution to data.

5.6.3. Experimental Uncertainties

The systematic uncertainty on the expected signal acceptance ⇥ analysis e�ciency is

determined independently for the each SMS model considered. These systematics stem

from uncertainties on the parton distribution functions, the luminosity measurement, jet

energy scale, b-tag scale factor measurements and the e�ciencies of various selection

criteria used in the signal selection, including the ⇢⇢HT / ��ET , dead ECAL cleaning filter

and lepton/photon event vetoes.
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Rather than trying to estimate the level of systematic that is applicable point-by-point

in a model space, general behaviours are considered; and instead constant systematics

are estimated in two regions of the SMS models parameter space.

These two regions are defined to separate final states which contain large ��ET and high

pT jets from those with smaller ��ET , jet pT and njet topologies where systematic e↵ects

between the two are likely to di↵er in magnitude. They are known as the near (small

mass splittings) and far (large mass splittings) regions, where the far region is bounded

by the condition

meq/eg � mLSP > 350 GeV meq/eg > 475 GeV.

The total systematics in each region are evaluated in the following ways:

Jet energy scale: The relative change in the signal e�ciency is gauged by varying

the energy of all jets in an event up or down according to the pT and ⌘ dependent

jet energy scale uncertainty which is calculated centrally by CMS. Within the two

systematic regions, the resulting systematic uncertainties for each SMS model are

determined by taking the value of the 68th percentile for the distributions of the

relative change in the signal e�ciency.

Luminosity measurement: The uncertainty on the measurement of the luminos-

ity collected propagates through to an uncertainty on the signal event yield when

considering any new physics model. The value used is currently 4.4% [95].

Parton density function : Each signal sample is produced using the CTEQ6L1

parton density function [96]. The e↵ect on the signal acceptance when re-weighting

to the central value of three di↵erent parton distribution functions, CT10 [97],

MSTW08 [98] and NNPDF2.1 [99] are examined [100]. It is found that the change

of the signal e�ciency in di↵erent SMS models, due to the alternate Parton Density

Function (PDF) sets are typically a few percent, and approaches 10% at higher

squark/gluon and LSP masses.

⇢⇢HT/⇢⇢ET cleaning filter: The ratio of the selection e�ciency in simulation and

data of the µ + jets control sample selection is used to determine the systematic

uncertainty of ⇢⇢HT /��ET filter. This systematic accommodates any potential mis-

modelling in simulation of this filter. No ↵T requirement or further event cleaning
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filters are applied. The ratio of the e�ciencies observed in data and simulation for

a cut value of ⇢⇢HT /��ET < 1.25 and the two jet multiplicity categories, 2  njet  3

and njet � 4 are 1.028 ± 0.007 and 1.038 ± 0.015 respectively. These deviations

are taken to represent the systematic uncertainty on the simulation modelling of

this variable.

Dead ECAL cleaning filter: The ratio of the e�ciencies observed in data and

simulation for this filter in the two jet multiplicity categories, 2  njet  3 and

njet � 4 of the µ + jets control sample are 0.961 ± 0.008 and 0.961 ± 0.009,

respectively. These deviations from unity are taken to represent the systematic

uncertainties in the modelling in simulation of this filter.

Lepton and photon vetoes: The uncertainty on the e�ciency of the lepton and

photon vetoes is determined by considering truth information from each SMS model.

The e�ciency of the vetoes is measured after applying relevant object filters with

identical logic, but based on truth instead of reconstructed objects. Where the

e�ciency is found to not be 100%, it is taken to represent the fraction of signal

events that are incorrectly vetoed. This deviation from 100% is taken directly as

the systematic uncertainty on the e�ciency. The systematic uncertainty is only

non-zero for models which contain third-generation quarks in the final state, where

the uncertainties are at the order of the 1% level.

B-tag scale factor uncertainties: The relative change in the signal e�ciency

of each SMS model is observed when relevant flavour, pT and ⌘ dependant b-tag

correction factors, are varied up or down by their systematic uncertainty. Within

the two systematic regions, the resulting systematic uncertainties for each SMS

model are determined by taking the value of the 68th percentile for the distributions

of the relative change in the signal e�ciency, over all mass points.

Tables 5.20 and 5.21 summarise all the aforementioned systematic uncertainties on the

signal e�ciencies for each individual SMS model interpreted in the analysis. In the case

of the T1tttt model, in which pair produced gluinos decay to tt̄ pairs and the LSP,

the near region of SMS space is not considered, and so no systematic uncertainties are

included.

In both of the defined regions it is found that the systematic uncertainties are relatively

similar justifying the approach taken. The systematic uncertainties applied to the region

near to the diagonal fall in the range 13-15%. In the region far from the diagonal
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the determined uncertainties are in the range of 12-23%. These uncertainties are all

propagated through to the limit calculation.

Model Luminosity p.d.f JES ⇢⇢HT /�ET Dead ECAL Lepton Vetoes b-tagging Total

T1 4.4 10.0 5.6 3.8 4.1 n/a 3.1 13.9
T2 4.4 10.0 4.1 2.8 4.1 n/a 2.4 12.9
T2bb 4.4 10.0 4.8 2.8 4.1 0.3 2.2 13.1
T1tttt n/a n/a n/a n/a n/a n/a n/a n/a
T1bbbb 4.4 10.0 7.3 3.8 4.1 0.5 2.7 14.5

Table 5.20: Estimates of systematic uncertainties on the signal e�ciency (%) for various SMS
models when considering points in the region near to the diagonal (i.e. small mass
splitting and compressed spectra). The uncertainties are added in quadrature to
obtain the total. The T1tttt model is not considered within the near region.

Model Luminosity p.d.f JES ⇢⇢HT /�ET Dead ECAL Lepton Vetoes b-tagging Total

T1 4.4 10.0 0.8 3.8 4.1 n/a 6.6 14.0
T2 4.4 10.0 1.1 2.8 4.1 n/a 5.8 13.4
T2bb 4.4 10.0 0.9 2.8 4.1 0.3 2.7 12.3
T1tttt 4.4 10.0 0.5 3.8 4.1 1.4 19.4 23.0
T1bbbb 4.4 10.0 1.5 3.8 4.1 0.4 10.1 16.0

Table 5.21: Estimates of systematic uncertainties on the signal e�ciency (%) for various SMS
models when considering points in the region far from the diagonal (i.e. large
mass splitting). The uncertainties are added in quadrature to obtain the total.

5.7. Statistical Interpretation

For a given category of events satisfying requirements on both njet and nreco
b , a likelihood

model of the observations in multiple data samples is used to gauge agreement between

the observed yields in the hadronic signal region, and the predicted yields obtained from

the control samples. In addition to checking whether the predictions are compatible

with a SM only hypothesis, the likelihood model is also used to test for the presence

of a variety of signal models. The statistical framework outlined within this section is

described in greater detail within [101].

5.7.1. Hadronic Sample

Let N be the number of bins in HT , with ni the number of events observed satisfying all

selection requirements in each HT bin i. The likelihood of the observations can then be

written as
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Lhad =
Y

i

Pois(ni|bi + si), (5.18)

where bi represents the expected SM background

bi = EWKi + QCDi, (5.19)

and si the expected number of signal events (see Section(5.7.4)) from the di↵erent SMS

models interpreted. Pois refers to the Poisson distribution of these values and is defined

as:

Pois(�|�) =
�� exp��

�!
, (5.20)

where � represents the mean expectation of observed events and � the actual observed

value.

5.7.2. HT Evolution Model

The hypothesis that the ↵T ratio falls exponentially (see Section (5.2.6)) in HT for QCD

processes is stated by Equation (5.7), where kQCD is constrained by measurements in a

signal sideband region.

The expected QCD background, QCDi, within a bin i is then modelled as,

QCDi = miAQCDe�kQCDhHT i, (5.21)

where mi represent the number of events observed with ↵T  0.55 in each HT bin i, and

hHT i represent the mean HT of each bin. Expressed as functions of just the lowest HT

bin 275  HT  325, QCD0, and kQCD, the QCD expectation is given by
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QCDi = QCD0(
mi

m0
)e�kQCD(hHT ii�hHT i0 . (5.22)

5.7.3. EWK Control Samples

The EWK background estimation in the signal region within each bin, i, is broken

into two components, the expected yield from Z ! ⌫⌫̄ and tt̄-W (plus other residual

backgrounds, DY, DiBoson at the ⇠ 5% level) events. This is written as, Zi
inv and tt̄W i,

and it follows that

EWKi = Zi
inv + tt̄W i. (5.23)

This can be further expressed as

Zi
inv ⌘ f i

Zinv ⇥ EWKi, (5.24)

tt̄W i ⌘ (1 � f i
Zinv) ⇥ EWKi, (5.25)

where f i
Zinv represents the expected yield from Z ! ⌫⌫̄ in bin i divided by the expected

EWK background EWKi. This fraction is modelled as a linear component

f i
Zinv = f 0

Zinv +
hHT ii � hHT i0

hHT iN�1 � hHT i0
(fN�1

Zinv � f 0
Zinv), (5.26)

where N again represents the number of HT bins, and f 0
Zinv and fN�1

Zinv are float parameters

whose final values are limited between zero and one.

Within each HT bin there are three background measurements for the di↵erent control

samples, ni
�, ni

µ and ni
µµ, representing the event yields from the � + jets, µ + jets and

µµ + jets control samples respectively. Each of these have a corresponding total yield in

simulation from all SM processes given as, MC i
� , MC i

µ and MC i
µµ. Within the hadronic
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signal region there are also corresponding simulated yields for Z ! ⌫⌫̄ (MC i
Zinv) and tt̄

+ W (MC i
tt̄+W ), which are used to define

ri
� =

MC i
�

MC i
Zinv

; ri
µµ =

MC i
µµ

MC i
Zinv

; ri
µ =

MC i
µ

MC i
tt̄+W

(5.27)

where ri
p represents the inverse of the TFs used to extrapolate the yield of each background

process.

The likelihoods regarding the three measured yields ni
� , ni

µµ, ni
µ can then be fully expressed

as

L� =
Y

i

Pois(ni
�|⇢

j
�Z .ri

�.Z
i
inv), (5.28)

Lµµ =
Y

i

Pois(ni
µµ|⇢

j
µµZ .ri

µµ.Z
i
inv), (5.29)

Lµ =
Y

i

Pois(ni
µ|⇢

j
µY .ri

µ.Y
i + si

µ), (5.30)

(5.31)

which contain an additional term si
µ, which represents the signal contamination in the

µ + jets sample. The parameters ⇢j
�Z , ⇢j

µµ and ⇢j
µ represent “correction factors” that

accommodate the data driven systematic uncertainties derived from the control samples

in Section (5.12). These correction factors account for the systematic uncertainty on the

determination of the TF’s which are used to extrapolate a background estimation.

Each of these equations are used to estimate the maximum likelihood value for the

background in the signal region given the observations ni in each of the control samples

(see Section (5.2.7)).

The measurements in each of the control samples and the hadronic signal region, along

with the ratios ri
� , ri

µµ, and ri
µ, are all considered simultaneously through the relationships

defined by Equations (5.19),(5.24) and (5.25).

In addition to the Poisson product, an additional log-normal term [102] defined as
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Logn(x | µ, �rel) =
1

x
p

2⇡ln k
exp

 
ln2(x

µ
)

2ln2k

!
; k = 1 + �rel, (5.32)

is introduced to accommodate the systematic uncertainties given in the likelihood by,

LEWK syst =
Y

j

Logn(1.0|⇢j
µW , �j

µW ) ⇥ Logn(1.0|⇢j
µµZ , �j

µµZ) ⇥ Logn(1.0|⇢j
�Z , �j

�Z).

(5.33)

A log-normal term is used as the values of ⇢j
�Z , ⇢j

µµ and ⇢j
µ determined from the distribution

can never be negative, which itself would be an unphysical correction value to apply to

the ri terms of the three control channels.

The parameters ⇢j
�Z , ⇢j

µµ and ⇢j
µ represent the already introduced “correction factors”

that accommodate the systematic uncertainties, while the quantities �j
�Z , �j

µµZ and �j
µW

represent the relative systematic uncertainties for the respective control sample. In

Section (5.5.1) this was determined to be between 10% and 30% across the whole HT

range. For example, within the lowest HT bin (i.e. i = 0) where a systematic uncertainty

of 10% was measured, the ⇢ correction factor will be determined from a central value of

1.0 with a 1� variance between the values of 0.9 and 1.1.

Five parameters per control sample are used to span the eight HT categories, with just

one used for the three HT in the nreco
b � 4 category. These parameters span the same

HT ranges described in Section (5.5) and is shown in Table 5.22.

HT bin (i) 0 1 2 3 4 5 6 7
syst. parameter (j) 0 1 2 2 3 3 4 4
syst. size (%) 10 10 10 20 20 20 20 20

HT bin (i) 0 1 2
syst. parameter (j) 0 0 0
syst. size (%) 10 10 10

Table 5.22: The systematic parameters and their size used in each of the defined HT bins.
Systematic parameters correspond to those determined from the data driven
closure tests summarised in Table 5.19. Left: categories with eight bins; right:
category with three bins.

Alternatively, in the higher nreco
b categories (nreco

b = 2 and above), only the single muon

sample is used to constrain the total EWK background. This is due to a lack of statistics
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in the µµ + jets and � + jets at these nreco
b multiplicities. Therefore the likelihood

functions for the control samples are reduced and simply represented by

L
0

µ =
Y

i

Pois(ni
µ|⇢

j
µY .r

0i
µ .EWKi + si

µ), (5.34)

where

r
0i
µ =

MC i
µ

MC i
tt̄+W + MC i

Zinv

. (5.35)

5.7.4. Contributions from Signal

The cross-section for each model is represented by x, while l represents the total recorded

luminosity considered by the analysis in the signal region. Let ✏ihad and ✏iµ represent the

analysis selection e�ciency for that particular signal model in HT bin i of the hadronic

and µ + jets control sample respectively.

Letting � represent the relative uncertainty on the signal yield, assumed to be fully

correlated across all bins, and ⇢sig the “correction factor” to the signal yield which

accommodates this uncertainty. This approach ensures that the shape of the signal

distribution is fixed across the whole HT range, with only the relative normalisation of

the signal yield allowed to float via ⇢sig.

A multiplicative factor, f , represents the fraction of theoretical signal cross section that

the expected signal yield is being calculated (i.e. a f value of 1 would indicate the signal

yield at a nominal theoretical cross section).

The expected signal yield si is thus given by

si ⌘ f⇢sigxl✏ihad (5.36)

and signal contamination with the µ + jets control sample by
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si
µ ⌘ f⇢sigxl✏iµ. (5.37)

The systematic uncertainty on the signal is additionally incorporated by the term

Lsig = Logn(1.0|⇢sig, �). (5.38)

5.7.5. Total Likelihood

The total likelihood function for a given signal category k(nreco
b , njet) is then given by

the product of the likelihood functions introduced within the previous sections:

Lk
Tot = Lk

had ⇥ Lk
µ ⇥ Lk

� ⇥ Lk
µµ ⇥ Lk

EWKsyst ⇥ Lk
QCD (0  nreco

b  1),

Lk
Tot = Lk

had ⇥ L
0k
µ ⇥ Lk

µ syst ⇥ Lk
QCD (nreco

b � 2). (5.39)

In categories containing eight HT bins and utilising the three control samples (µ + jets,

µµ + jets, � + jets), there are 25 nuisance parameters. When just one control sample

is used to estimate the EWK background, this is reduced to 15 nuisance parameters.

In the nreco
b � 4 category where only three HT bins are used, there are just 6 nuisance

parameters. This information is summarised within Table 5.23.

When considering SUSY signal models within the likelihood, the additional Lsig term

is included and therefore when multiple categories are fitted simultaneously the total

likelihood is then represented by

Lsignal
Tot = Lsig ⇥

Y

k

Lk
Tot. (5.40)
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Nuisance parameter Total

(EWKi) i :0�7

8 (3)
f0

Zinv 1⇤

f7

Zinv 1⇤

QCD0 1
kQCD 1
(⇢j

�Z) j :2�4

3 ⇤

(⇢j
µµZ) j :0�4

5 ⇤

(⇢j
µW ) j :0�4

5 (1)

Table 5.23: Nuisance parameters used within the di↵erent hadronic signal bins of the analysis.
Parameters denoted by a ⇤ are not considered in the case of a single control
sample being used to predict the EWK background or in the nreco

b �4 category
where three HT bins are used. Additionally the numbers within brackets also
highlight the reduced number of nuisance parameters in the case of three HT bins
being used.



RESULTS AND INTERPRETATION 129

Chapter 6.

Results and Interpretation

Using the statistical framework outlined in the previous chapter, results are shown for the

compatibility of the collected data with a SM-only hypothesis in Section (6.1). The data

is further interpreted within the context of various SMS models within Section (6.2).

6.1. Compatibility with the Standard Model

Hypothesis

The SM background only hypothesis is tested by removing any signal contributions

within the signal and control samples, and the likelihood function defined in Equation

(5.39) maximised over all parameters using Rootfit [103] and MINUIT [104]. The results

of the search consist of the observed yields in the hadronic signal sample, and the µ +

jets, µµ + jets and � + jets control samples.

These observed yields along with the expectations and combined statistical and systematic

uncertainties given by the simultaneous fit for the hadronic signal region are displayed in

Table 6.2. The results obtained from the simultaneous fits, including that of the three

control samples, are shown in Figure 6.1 - 6.8, with the analysis category to which each

figure corresponds to summarised in Table 6.1.

The figures show a comparison between the observed yields and the SM expectations as

given by the fit across all HT bins, and in all njet and nreco
b multiplicity categories. In all

categories the samples are well described by the SM only hypothesis. In particular no

significant excess is observed above SM expectation within the hadronic signal region.
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njet nreco
b Control samples fitted Figure

2-3 0 µ + jets, µµ + jets, � + jets 6.1
2-3 1 µ + jets, µµ + jets, � + jets 6.2
2-3 2 µ + jets 6.3
�4 0 µ + jets, µµ + jets, � + jets 6.4
�4 1 µ + jets, µµ + jets, � + jets 6.5
�4 2 µ + jets 6.6
�4 3 µ + jets 6.7
�4 4 µ + jets 6.8

Table 6.1: Summary of control samples used by each fit results, and the Figures in which they
are displayed.

HT bin (GeV)
Cat nreco

b njet 275-325 325-375 375-475 474-575 575-675 675-775 775-875 875-1
SM

0  3
6235+100

�67

2900+60

�54

1955+34

�39

558+14

�15

186+11

�10

51.3+3.4
�3.8 21.2+2.3

�2.2 16.1+1.7
�1.7

Data 6232 2904 1965 552 177 58 16 25
SM

0 � 4
1010+34

�24

447+19

�16

390+19

�15

250+12

�11

111+9

�7

53.3+4.3
�4.3 18.5+2.4

�2.4 19.4+2.5
�2.7

Data 1009 452 375 274 113 56 16 27
SM

1  3
1162+37

�29

481+18

�19

341+15

�16

86.7+4.2
�5.6 24.8+2.8

�2.7 7.2+1.1
�1.0 3.3+0.7

�0.7 2.1+0.5
�0.5

Data 1164 473 329 95 23 8 4 1
SM

1 � 4
521+25

�17

232+15

�12

188+12

�11

106+6

�6

42.1+4.1
�4.4 17.9+2.2

�2.0 9.8+1.5
�1.4 6.8+1.2

�1.1

Data 515 236 204 92 51 13 13 6
SM

2  3
224+15

�14

98.2+8.4
�6.4 59.0+5.2

�6.0 12.8+1.6
�1.6 3.0+0.9

�0.7 0.5+0.2
�0.2 0.1+0.1

�0.1 0.1+0.1
�0.1

Data 222 107 58 12 5 1 0 0
SM

2 � 4
208+17

�9

103+9

�7

85.9+7.2
�6.9 51.7+4.6

�4.7 19.9+3.4
�3.0 6.8+1.2

�1.3 1.7+0.7
�0.4 1.3+0.4

�0.3

Data 204 107 84 59 24 5 1 2
SM

3  3
8.6+2.8

�0.8 4.6+1.0
�0.9 2.7+0.7

�0.7 0.3+0.2
�0.1 0.+0.0

�0.0 0.+0.0
�0.0 0.0+0.0

�0.0 0.0+0.0
�0.0

Data 8 3 2 0 1 0 0 0
SM

3 � 4
25.3+5.0

�4.2 11.7+1.7
�1.8 6.7+1.4

�1.2 3.9+0.8
�0.8 2.3+0.6

�0.6 1.2+0.3
�0.4 0.3+0.2

�0.1 0.1+0.1
�0.1

Data 25 13 4 2 2 3 0 0
SM

4 � 4
0.9+0.4

�0.7 0.3+0.2
�0.2 0.6+0.3

�0.3

Data 1 0 2

Table 6.2: Comparison of the measured yields in each HT , njet and nreco
b jet multiplicity bins

for the hadronic sample with the SM expectations and combined statistical and
systematic uncertainties given by the simultaneous fit. Note that the nreco

b = 3, njet

 3 category is not used in any interpretations within this section but is included
for completeness.

Given the lack of a significant excess in data hinting at a possible supersymmetric

signature within the data, interpretations are made on the production masses and

cross-section of a range of SUSY decay topologies within the following section.
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Figure 6.1: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 0 and njet  3. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the D1 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.
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Figure 6.2: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 1 and njet  3. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the D2 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.
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Figure 6.3: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 2 and njet  3. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the D2 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.
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Figure 6.4: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 0 and njet � 4. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the D2 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.



RESULTS AND INTERPRETATION 135

 (GeV)TH
300 400 500 600 700 800 900

Ev
en

ts
 / 

bi
n

1

10

210

310
 = 8 TeVs, -1CMS, 11.7 fb

 4)≥ jj= 1; nb
b

Data (signal region, n
 Expected Unc. ±Standard Model 

 
 = 0 GeV)

1
0
χ∼

= 400 GeV, m
t~

(m
1
0
χ∼ t → t~, t~ t~ →SM + pp 

(a) Hadronic sample, njet � 4 and nreco
b = 1

 (GeV)TH
300 400 500 600 700 800 900

Ev
en

ts
 / 

bi
n

1

10

210

310

 = 8 TeVs, -1CMS, 11.7 fb
 4)≥ jj= 1; nb

b
 + jets sample, nµData (

 Expected Unc. ±Standard Model 

(b) µ + jets sample, njet � 4 and nreco
b = 1

 (GeV)TH
300 400 500 600 700 800 900

Ev
en

ts
 / 

bi
n

1

10

210

310
 = 8 TeVs, -1CMS, 11.7 fb

 4)≥ j
j

= 1; nb
b

 + jets sample, nµµData (
 Expected Unc. ±Standard Model 

(c) µµ + jets sample, njet � 4 and nreco
b = 1

 (GeV)TH
300 400 500 600 700 800 900

Ev
en

ts
 / 

bi
n

1

10

210

310
 = 8 TeVs, -1CMS, 11.7 fb

 4)≥ jj= 1; nb
b

 + jets sample, nγData (
 Expected Unc. ±Standard Model 

(d) � + jets sample, njet � 4 and nreco
b = 1

Figure 6.5: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 1 and njet � 4. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown.
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Figure 6.6: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 2 and njet � 4. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the D3 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.
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Figure 6.7: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b = 3 and njet � 4. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the G2 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.



RESULTS AND INTERPRETATION 137

 (GeV)TH
280 300 320 340 360 380 400 420 440 460

Ev
en

ts
 / 

bi
n

-110

1

10

210
 = 8 TeVs, -1CMS, 11.7 fb

 4)≥ jj 4; n≥b
b

Data (signal region, n
 Expected Unc. ±Standard Model 

 
 = 250 GeV)

1
0
χ∼

= 850 GeV, m
g~

(m
1
0
χ∼ t t → g~, g~ g~ →SM + pp 

(a) Hadronic sample, njet � 4 and nreco
b � 4

 (GeV)TH
280 300 320 340 360 380 400 420 440 460

Ev
en

ts
 / 

bi
n

-110

1

10

210
 = 8 TeVs, -1CMS, 11.7 fb

 4)≥ jj 4; n≥b
b

 + jets sample, nµData (
 Expected Unc. ±Standard Model 

(b) µ + jets sample, njet � 4 and nreco
b � 4

Figure 6.8: Comparison of the observed yields and SM expectations given by the simultaneous
fit in bins of HT for the (a) hadronic, (b) µ + jets, (c) µµ + jets and (d) � + jets
samples when requiring nreco

b � 4 and njet � 4. The observed event yields in data
(black dots) and the expectations and their uncertainties for all SM processes
(blue line with light blue bands) are shown. An example signal expectation (red
solid line) for the G3 SMS signal point from Table 5.1 is superimposed on the
SM background expectation.
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6.2. Interpretation in Supersymmetric Physics

Models

Limits are set on sparticle and LSP masses in the parameter space of a set of SMS models

that characterise supersymmetric final states resulting from; direct third generation or

light squark production, and gluino induced production of supersymmetric particles.

However as detailed in Section (2.4.1), the individual models are not representative of a

real physical SUSY model as only one decay process is considered. Instead these models

represent a way to test for signs of specific signatures indicating new physics.

6.2.1. The CL
s

Method

The CLs method [105][106][107] is used to compute the limits on the range of excluded

parameter space for signal models, with the one-sided profile likelihood ratio as the test

statistic.

The test statistic is defined as

q(µ) =

8
<

:
�2log�(µ) when µ � µ̂,

0 otherwise.
(6.1)

where

�(µ) =
L(µ, ✓µ)

L(µ̂, ✓̂)
(6.2)

represents the profile likelihood ratio, in which µ is equivalent to the signal strength f

defined in Section (5.7.4), µ̂ is defined as the best fit signal strength from the maximum

likelihood fit, ✓̂ is the set of maximum likelihood values of the nuisance parameters and

✓µ the set of maximum values of the nuisance parameters for a fixed value of µ.

When µ ⌘ f = 1, the signal model is considered at its nominal production cross section.

The distribution of qµ is built up via the generation of pseudo experiments in order to

obtain two distributions for the background (B) and signal plus background (S+B) cases.
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The compatibility of a signal model with observations in data is determined by the

parameter CLs,

CLS =
CLS+B

CLB

, (6.3)

with CLB and CLS+B defined as one minus the quantile of the observed value in the data

of the two distributions. A model is considered to be excluded at 95% confidence level

when CLs  0.05 [108].

6.2.2. Exclusion in the Parameter Space of Simplified Signal

Models

Di↵erent njet and nreco
b bins are used in the interpretation of di↵erent SMS models. The

choice of categories used are made such that the signal to background ratio will be

maximised for the model in question, increasing sensitivity to that particular type of final

state signature. The production and decay modes of the SMS models under consideration

are summarised in Table 6.3, with reference to the Feynman diagrams of the interpreted

SMS models first introduced in Section 2.4.1, and plots of the experimental reach for

each of these models shown in Figure 6.9.

The models T1 and T2 are used to characterise the pair production of gluinos and first

or second generation squarks respectively. The low number of third generation quarks

produced from this decay topology makes choosing to interpret within the nreco
b = 0

category beneficial to improving sensitivity to these models. In the case of the T2 model,

two sets of exclusion contours are shown. These correspond to the production of eight

first- and second-generation (left-/right-handed) squarks with degenerate masses and the

case of just a single light squark with all other squarks decoupled at much higher masses.

Conversely the T2bb, T1tttt, and T1bbbb SMS models describe various production and

decay mechanisms in the context of third-generation squarks. In this situation considering

higher nreco
b categories bring significant improvements to the sensitivity to these types of

final state signature.
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Finally the choice of jet category is made dependant upon the production mechanism,

where gluino induced and direct squark production results in a large or small number of

final state jets respectively.

Model Production/decay njet nreco
b Process Limit mbest

q̃(g̃)

(GeV) mbest

LSP

(GeV)

T1 pp ! egeg⇤ ! qq̄e�0

1

qq̄e�0

1

� 4 0 2.4(a) 6.9(a) ⇠ 950 ⇠ 450
T2 pp ! eqeq⇤ ! qe�0

1

q̄e�0

1

 3 0 2.4(b) 6.9(b) ⇠ 775 ⇠ 325

T2bb pp ! ebeb⇤ ! be�0

1

b̄e�0

1

 3 1,2 2.4(c) 6.9(c) ⇠ 600 ⇠ 200
T1tttt pp ! egeg⇤ ! tt̄e�0

1

tt̄e�0

1

� 4 2,3,� 4 2.4(d) 6.9(d) ⇠ 975 ⇠ 325
T1bbbb pp ! egeg⇤ ! bb̄e�0

1

bb̄e�0

1

� 4 2,3,� 4 2.4(e) 6.9(e) ⇠ 1125 ⇠ 650

Table 6.3: A table representing the SMS models interpreted within the analysis. The model
name and production and decay chain is specified in the first two columns. Each
SMS model is interpreted in specific njet and nreco

b categories which are detailed in
the third and fourth columns. The last two columns indicate the search sensitivity
for each model, representing the largest meq/eg mass beyond which no limit can
be set for this particular decay topology. The quoted values are conservatively
determined from the observed exclusion based on the theoretical production cross
section minus 1� uncertainty.

Experimental uncertainties on the SM background predictions (10 � 30%, described in

Section (5.5.1)), the luminosity measurement (4.4%), and the total acceptance times

e�ciency of the selection for the considered signal model (12 �18%, from Section (5.6))

are included in the calculation of the limit.

Signal e�ciency in the kinematic region defined by 0 < (meg(eq) � mLSP) < 175 GeV or

meg(eq) < 300 GeV is strongly a↵ected by the presence of Initial State Radiation (ISR).

This is a region in which direct (i.e. non-ISR induced) production is kinematically

forbidden due to the HT > 275 GeV requirement, therefore a large percentage of signal

acceptance is due to the e↵ect of ISR jets. Given the large associated uncertainties

with the modelling in simulation of ISR, no interpretation is provided for this kinematic

region.

The best exclusion limits of sparticle masses shown in Table 6.3, are determined conser-

vatively from the observed exclusion based on the theoretical production cross section,

minus 1� uncertainty, shown by the thin black line in Figure 6.9. The most stringent

mass limits on pair-produced sparticles are obtained at low LSP and large squark and

gluino masses due to the high pT jets and consequently high HT of such signal topologies.

The limits are seen to weaken for compressed spectra points closer to the diagonal, where

the signal populates the lower HT bins in which more background resides. For all of

the considered models, there is an LSP mass beyond which no limit can be set due to a
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falling production cross section at higher parent squark/gluino masses resulting in a lack

of experimental sensitivity to these signatures.

Two small upwards fluctuations are observed within the data, and are seen in the HT >

875 GeV bin within the nreco
b = 0 category and at mid- 475  HT  675 in the nreco

b = 1,

2 categories (see Table 6.2). As each of these fluctuations occur within at least one of the

analysis categories that each SMS model interpretation is made, the observed exclusions

within all SMS models are generally found to be weaker than the expected limits by the

region of 1-2 standard deviations. In isolation these fluctuations are not significant and

additional data would be necessary to make any further conclusions.

Despite these fluctuations, the range of parameter space that can be excluded has been

extended with respect to analysis based upon the
p

s = 7 TeV 5fb�1 dataset [109], by

up to 225 and 150 GeV for mbest
q̃(g̃) and mbest

LSP respectively. The parameter space for

third generation signatures is under increasing pressure for larger mass splitting, with

exclusions in the region of 1 TeV mg̃ in these topologies.



RESULTS AND INTERPRETATION 142

 (p
b)

σ
95

%
 C

L 
up

pe
r l

im
it 

on
  

-310

-210

-110

1

10

 (GeV)gluinom
400 600 800 1000 1200 1400

 (G
eV

)
LS

P
m

0

200

400

600

800

1000

1200

 exp.σ1 ±Expected Limit 
 theoryσ1 ± NLO+NLLσ

 = 8 TeVs, -1CMS, 11.7 fb

)g~)>>m(q~; m(
1
0
χ∼ q q → g~, g~ g~ →pp 

(a) egeg⇤ ! qq̄e�0
1qq̄e�0

1 (T1)

 (p
b)

σ
95

%
 C

L 
up

pe
r l

im
it 

on
  

-310

-210

-110

1

10

 (GeV)squarkm
300 400 500 600 700 800 900 1000

 (G
eV

)
LS

P
m

0

100

200

300

400

500

600

700

800
 exp.σ1 ±Expected Limit 

 theoryσ1 ± NLO+NLLσ 
c~+s~+d~+u~, 

R
q~+ 

L
q~

 onlyLu~

-1CMS, 11.7 fb
 = 8 TeVs

)q~)>>m(g~; m(
1
0
χ∼ q → q~, q~ q~ →pp 

(b) eqeq⇤ ! qe�0
1q̄e�0

1 (T2)

 (p
b)

σ
95

%
 C

L 
up

pe
r l

im
it 

on
  

-310

-210

-110

1

10

 (GeV)sbottomm
300 400 500 600 700 800 900

 (G
eV

)
LS

P
m

0

100

200

300

400

500

600

700
 exp.σ1 ±Expected Limit 

 theoryσ1 ± NLO+NLLσ
 = 8 TeVs, -1CMS, 11.7 fb

)b~)>>m(g~; m(
1
0
χ∼ b → b~, b~ b~ →pp 

(c) ebeb⇤ ! be�0
1b̄e�0

1 (T2bb)
 (p

b)
σ

95
%

 C
L 

up
pe

r l
im

it 
on

  

-310

-210

-110

1

10

 (GeV)gluinom
400 600 800 1000 1200 1400

 (G
eV

)
LS

P
m

0

200

400

600

800

1000
 exp.σ1 ±Expected Limit 

 theoryσ1 ± NLO+NLLσ
 = 8 TeVs, -1CMS, 11.7 fb

)g~)>>m(t~; m(
1
0
χ∼ t t → g~, g~ g~ →pp 

(d) egeg⇤ ! tt̄e�0
1tt̄e�0

1 (T1tttt)

 (p
b)

σ
95

%
 C

L 
up

pe
r l

im
it 

on
  

-310

-210

-110

1

10

 (GeV)gluinom
400 600 800 1000 1200 1400

 (G
eV

)
LS

P
m

0

200

400

600

800

1000

1200

 exp.σ1 ±Expected Limit 
 theoryσ1 ± NLO+NLLσ

 = 8 TeVs, -1CMS, 11.7 fb

)g~)>>m(b~; m(
1
0
χ∼ b b → g~, g~ g~ →pp 

(e) egeg⇤ ! bb̄e�0
1bb̄e�0

1 (T1bbbb)

Figure 6.9: Upper limit of cross section at 95% CL as a function of meq/eg and mLSP for various
SMS models. The solid thick black line indicates the observed exclusion region
assuming NLO and NLL SUSY production cross section as determined from [92].
The analysis selection e�ciency is measured for each interpreted model, with the
signal yield per point given by ✏ ⇥ �. The thin black lines represent the observed
excluded region when varying the cross section by its theoretical uncertainty. The
dashed purple lines represent the expected exclusion (thick line) for each model
and its theoretical uncertainty (thin line) [7].
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Chapter 7.

SUSY Searches with B-tag

Templates

Within this chapter a complementary technique is discussed as a means to predict the

distribution of three and four reconstructed b-tagged (nreco
b = 3, 4), jets in an event

sample. The recent discovery of the Higgs boson has made “Natural SUSY” models

attractive, given that light top and bottom squarks are a candidate to stabilise divergent

loop corrections to the Higgs boson mass. A light gluino which subsequently decays to

third generation sparticle pairs, will give rise to many events with a large number of final

state b-tagged jets.

The method described within this chapter is used to estimate the SM background at

high b-tagged jet multiplicities (3-4), from a template fit conducted in a low b-tagged jet

(0-2) control region of an event sample. This approach can in principle be applied to

generic supersymmetric searches, to gain sensitivity to signals which contain a higher

number of b-tagged jets than the search’s dominant SM backgrounds.

As a proof-of-concept, the procedure is applied to the SM enriched µ + jets control

sample of the ↵T search detailed in Chapter 5, and validated in both data and simulation.

This method is then further utilised to provide an independent crosscheck of the SM

background estimations determined by the ↵T search within its hadronic signal region at

high b-tagged jet multiplicities.

To highlight the relative insensitivity of this method to the choice of b-tagging algorithm

working point, results are presented using the CSV tagger which was introduced in

Section (3.3.2) for the “Loose”, “Medium” and “Tight” working points.
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7.1. Defining the Templates

The dominant SM backgrounds of all-hadronic SUSY searches are typically tt̄ + jets,

W + jets, Z ! ⌫⌫̄ + jets or other rare processes (e.g. Diboson, tt̄W+ jets production

in the case of hadronic searches) with neutrinos in the final state. These processes are

characterised by typically having zero or two underlying b-quarks per event as shown in

Table 7.1 (The main exception to this generalisation are in single top processes which

typically contain a single b-quark). This ultimately means that the resultant shape of

the nreco
b distribution for these two types of event topologies will di↵er significantly due

to the varying tagging probabilities of the di↵erent jet flavours present in the final state

of these processes.

Similarly, SMS models comprising the gluino-mediated production of third generation

squarks, such at the T1tttt and T1bbbb models described in the previous chapter, will

contain four underlying b-quarks in its decay. Therefore the resultant shape of the

nreco
b distribution from such a signal will be further skewed towards a higher number of

b-tagged jets. As SM processes with a similarly large number of underlying b-quarks

are rare, a signal indicative of natural SUSY can potentially be easily identified, via an

observed excess of nreco
b = 3, = 4 events with respect to the expected yields from SM

processes.

Typical underlying b-quark content Process

= 0 W ! l⌫ + jets
Z ! ⌫⌫̄ + jets
Z/�⇤ ! µµ + jets

= 1 t + jets

= 2 tt̄ + jets

Table 7.1: Typical underlying b-quark content of di↵erent SM processes which are common
to many SUSY searches.

Within a supersymmetric or indeed any search for new physics, the compatibility of

the nreco
b distribution in data with SM expectations can be tested, via this method of

using the shape parameterisation of the SM background nreco
b distribution, with processes

grouped in terms of these zero or two underlying b-quark categories.
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7.1.1. Fitting Procedure

Two templates, representing processes which have an underlying b-quark content of

zero or two are defined as Z0 and Z2 respectively (single top processes are a negligible

background, < 1%, within the ↵T search to which this method is applied in the following

section, and are thus incorporated within the Z2 template). SM background estimates at

high nreco
b multiplicities can then be extrapolated from the fitting of these two template

shapes in a low nreco
b control region (0-2) under the assumption of negligible signal

contamination.

The simplest way to determine the shapes of the nreco
b distributions for both templates

would be, after the application of the relevant event selection, to take the nreco
b distribution

as given directly from simulation. However as discussed within Section (5.4), there are

large statistical uncertainties in simulation at high nreco
b multiplicities (which is the region

in which we wish to use the templates to estimate the SM backgrounds). This statistical

uncertainty is particularly pronounced for processes incorporated within the Z0 templates,

where events with a large number reconstructed b-tagged jets stem largely from the

mis-tagging of all the light-flavoured jets in the final state. Therefore to improve the

statistical precision of the final background prediction at high b-tagged jet multiplicities,

the formula method first introduced in Section (5.4.1) is utilised to generate the template

shapes.

The template shapes of each analysis category (HT and njet in the case of the ↵T analysis)

are dependant upon the jet-flavour content and their tagging e�ciencies defined as the

number of jets of a particular jet flavour within an event sample which fire the b-tagger

divided by the total number of flavoured jets identified. Within the phase space of

interest, the tagging e�ciency of a jet is a function of the jet pT , the pseudo-rapidity |⌘|,
and jet-flavour. Additionally the tagging e�ciency of each jet is independent of other

jets in the same event.

This pT dependance of the tagging e�ciency is shown in Figure 7.1. This tagging

e�ciency is determined from jets identified as stemming from the hadronisation of a b-,

c- or light-quark through truth information in simulation, and is shown for the three

working points of the CSV tagger as a function of jet pT after the application of the ↵T

µ + jets selection.
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Figure 7.1: The b-quark (a), c-quark (b), and light-quark (c) tagging e�ciency as a function
of jet pT , measured in simulation after the application of ↵T analysis µ + jets
control sample selection, in the region HT > 375. E�ciencies are measured for
the three CSV working points.

Therefore, before the template shapes are generated via the formula method, the jet

pT and ⌘ averaged tagging e�ciencies of each jet flavour are determined within each

individual analysis category. Additionally as already specified in Section (5.4.3), the

relevant jet pT and ⌘ SFb,c,s corrections are then applied to correct the measured b-tagging

rate in simulation to that of data. These corrections propagate through to the average

determined tagging e�ciency for each jet flavour, consequently a↵ecting the final Z0 and

Z2 template shape of the nreco
b distribution, determined within each analysis category.

Using the truth-level flavour information of each of the defined Z0 and Z2 templates and

the measured tagging e�ciencies of each jet flavour, the template shapes are constructed
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from simulation via the formula method. These two shapes are then fitted to data in a

low nreco
b control region (0-2), by allowing the normalisation constants ✓Z0 and ✓Z2 of the

two templates to float. The fits are performed independently within each of the defined

analysis category to remove any dependence on the modelling of jet multiplicity between

simulation and data. Best fit values of ✓Z0 and ✓Z2 are used, along with the fixed shape

of each template, to extrapolate a SM background estimation within the high nreco
b signal

region (3,4) as shown in Figure 7.2.
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Combined Fit

Figure 7.2: An example of a template fit with the defined Z0 (blue) and Z2 (red) templates
to data within the low nreco

b control region (left). The shape of the two templates
are fixed but the normalisations ✓Z0 and ✓Z2 are allowed to vary. The best fit
values are then applied to extrapolate a combined background prediction from
the shaded signal region (right), represented by the dashed black line. Statistical
and systemic uncertainties are not shown within this figure.

In deriving the uncertainty on the background prediction the following statistical uncer-

tainties are considered:

Fit uncertainty: The statistical uncertainty on the normalisation factors ✓Z0 and

✓Z2 as determined by the fit to data.

Measured tagging e�ciency uncertainty: The uncertainty of the template

shapes due to the uncertainty on the measured average tagging e�ciencies of each

jet flavour from simulation. This uncertainty is propagated through to the template

prediction for each nreco
b multiplicity by profiling the distribution of the ✓Z0 and ✓Z2

best-fit values from multiple pseudo-experiments.

For each pseudo-experiment, a Z0 and Z2 template shape is generated and fitted to

data. The tagging e�ciencies of each jet flavour used by the formula method to

generate the template shape, are determined from a Gaussian distribution centred
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on the nominal measured e�ciency with a width equal to its measured statistical

uncertainty. The uncertainties on the nominal ✓Z0 and ✓Z2 normalisation factors

are then determined from the value of the 68th percentile in the best fit ✓Z0 and

✓Z2 distributions constructed from all of the pseudo-experiments.

Formula method statistical error: The statistical uncertainties of the two

templates Z0 and Z2 at each nreco
b multiplicity are propagated through to the overall

uncertainty. This is due to the finite amount of simulated events used in the formula

method to generate the template shapes.

B-tag scale factor systematic error: When this procedure is applied to data, an

additional systematic error is also incorporated into the template uncertainty. This

takes into account the uncertainty in correcting the tagging e�ciencies measured in

simulation to data as first shown in Figures 3.8 and 3.9. The systematic uncertainty

for each template is determined by varying these simulation to data scale factors

(SFb, c, light), up and down by their systematic uncertainties. These scale factor

uncertainties are conservatively taken as fully correlated across all jet flavours [73].

The resultant relative di↵erence due to these variations in the template shape at

each nreco
b multiplicity of the template, is taken as the systematic uncertainty on

the nominal best fit template value.

All statistical and systematic errors are added in quadrature to determine an overall

template fit uncertainty at each nreco
b multiplicity in the control and signal regions. These

are represented in all figures by a shaded grey band.

Any large excess in data is an indication that the nreco
b distribution is not adequately

described by the SM backgrounds encapsulated by the templates. This could mean there

are additional SM backgrounds that fall within the selection of the analysis that need to

be considered, or that there is signal present within the data. This method relies solely

on fitting to the shape of the nreco
b distribution, and can in principle, be applied to any

analysis where the signal hypothesis has a larger underlying b-quark spectra than the

SM backgrounds.

However, in the scenario where a SUSY signal is present in the search region and contains

a low number of underlying b-quarks, the template would be unable to discriminate

between this signal and background during the fit in the control region. This will be the

case unless the jet pT distribution of the signal and background were drastically di↵erent,

in which case there would anyway be many more sensitive and practical ways to establish

the presence of a signal in the data than this method. Indeed the template method is
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only really applicable to the hypothesis that any signal resides at high nreco
b and that the

control region 0  nreco
b  2 has negligible signal contamination.

7.2. Application to the ↵T Search

As detailed in the previous chapter, the ↵T analysis is a search for supersymmetric

particles in all hadronic final states, utilising the kinematic variable ↵T to suppress QCD

to a negligible level. SM enriched control samples are used to estimate the background

within a hadronic signal region.

The selection for the µ + jets control samples defined in Section (5.2.7) is used to

demonstrate the template fitting procedure both conceptually in simulation, and also

when applied in data. This is chosen, as such a selection is dominated by events stemming

from the SM processes with little or no signal contamination from potential new physics

due to the selection criteria employed. Contributions from rare SM processes with a

higher underlying b-quark content (e.g. tt̄bb̄) are also found to be negligible from studies

in simulation. For these reasons, there is a degree of confidence that the procedure should

adequately describe the observations in data when extrapolated to the signal region.

As a departure from the ↵T search strategy described in the previous section, events are

categorised according to jet multiplicity categories of 3, 4 and � 5 reconstructed jets per

event (di-jet events are not included as there is no contribution to the high nreco
b signal

region (=3, =4)). This is done in order to reduce the kinematic range of the jet pT ’s

within each category. Furthermore the analysis is split into just three HT regions, for the

purpose of increasing statistics within the control region,

• 275-325 GeV

• 325-375 GeV

• > 375 GeV

contrary to the eight used within the ↵T analysis. Templates for both underlying b-quark

content hypotheses are then generated for the nine defined event categories.
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7.2.1. Proof of Principle in Simulation

This template procedure must be first demonstrated to work within simulated events free

from any potential signal contamination before it can be applied to data. By combining

the relevant ingredients necessary to employ the formula method, nreco
b shape templates

are generated individually for each njet and HT category using one half of the available

simulated events for each SM process. In this case, as the template shapes are being

fitted to simulation, it is not necessary to apply the relevant corrections of the b-tagging

rates between data and simulation.

The other half of simulated events is utilised to provide a statistically independent sample

from which the nreco
b distribution is taken directly. The two generated templates are

then fit within the low nreco
b (0-2) control region to this pseudo-data, from which a signal

region prediction is then extrapolated from the template best fit values.

The aim of this procedure is to ensure that the template fit can accurately extrapolate the

nreco
b distribution within the defined signal region from two independent but kinematically

identical samples. Furthermore, as the pseudo-data of the nreco
b distribution is taken

directly from simulation, observation of good closure for both the initial fit of the two

templates within the control region and after extrapolation to the signal region will serve

as a validation of the formula method in recovering the original nreco
b distribution itself.

Results are presented in Figure 7.3 for each CSV working point in the njet � 5 category,

using the µ + jets control sample selection and the inclusive HT > 375 GeV analysis bin.

Additional fit results for other njet categories which show a similar level of closure can

be found within Appendix D.1. The grey bands represent the statistical uncertainty of

the template prediction at each nreco
b multiplicity derived from adding in quadrature the

statistical uncertainties introduced in the previous section.
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Figure 7.3: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control

region to yields from simulation in the µ + jets control sample for the HT > 375
GeV, njet � 5 category for all CSV working points. Data is represented by the
black circles with the blue, red and black lines representing the Z=0, Z=2 and
combination of both templates respectively. Grey bands represent the uncertainty
of the fit. The �2 parameters represent the goodness of fit to the control and
signal region.
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The extrapolated fit predictions summed over all njet multiplicities within the high nreco
b

signal region, are summarised for all HT bins and working points in Table 7.2.

HT 275-325 325-375 >375
Loose working point

Simulation
nb = 3

786.4 ± 14.7 392.7 ± 10.3 802.2 ± 14.4
Template 789.6 ± 27.5 375.6 ± 16.6 770.1 ± 22.9
Simulation

nb = 4
67.4 ± 3.9 28.2 ± 2.7 93.7 ± 4.9

Template 64.5 ± 5.9 26.4 ± 3.3 82.3 ± 5.8
Medium working point

Simulation
nb = 3

134.2 ± 5.8 74.4 ± 4.5 161.9 ± 6.3
Template 129.9 ± 6.6 68.3 ± 4.8 159.9 ± 7.7
Simulation

nb = 4
1.5 ± 0.4 0.6 ± 0.4 3.1 ± 0.6

Template 1.7 ± 0.3 0.9 ± 0.3 3.9 ± 0.6
Tight working point

Simulation
nb = 3

28.1 ± 2.7 13.9 ± 1.9 29.2 ± 2.7
Template 25.9 ± 2.0 12.2 ± 1.5 28.3 ± 2.4
Simulation

nb = 4
0.5 ± 0.4 - 0.2 ± 0.2

Template 0.1 ± 0.1 0.1 ± 0.1 0.2 ± 0.1

Table 7.2: Summary of the fit predictions in the nreco
b signal region after combination of the

njet = 3, = 4, � 5 categories compared against yields taken directly from simulation.
The fit predictions are extrapolated from a nreco

b = 0, 1, 2 control region and
simulation yields are normalised to an integrated luminosity of 10 fb�1. The
uncertainties quoted on the template yields are purely statistical.

The pull distributions for all the fits performed can be found in Appendix D.2, and are

compatible with a mean of zero and standard deviation of one, showing no obvious bias

to the fitting procedure. Each of the fits performed show good compatibility between

the template shapes and data from simulation within the defined control region, with

additional good overall agreement also observed for extrapolation to the signal region as

shown in Table 7.2. This validates both the formula method used in the generation of

the template shapes as well as the method of predicting the SM background in the high

nreco
b signal region.

The application of this method to the same selection in a data control sample is now

used to demonstrate necessary control over the e�ciency and mis-tagging rates when

b-tagging scale factors are applied, and to test the assumption of no signal contamination

with the µ + jets control sample.
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7.2.2. Results in a Data Control Sample

The procedure is now applied to the 2012 8 TeV dataset in the µ + jets control sample, to

establish the validity of this method in data. The relevant data to simulation b-tagging

scale factors are applied to produce corrected values of the e�ciency and mis-tagging

rates within each analysis category [73].

Figure 7.4 shows the results of the templates derived from simulation to each of the three

defined HT bins, in the njet � 5 category for the medium working point CSV tagger (the

same working point used within the ↵T analysis). Grey bands represent the previously

detailed statistical uncertainty of the fit combined in quadrature with the systematic

uncertainties of varying up and down the simulation to data scale factors by their b-tag

scale factor systematic uncertainties. Additional fit results for other jet multiplicities are

found in Appendix D.3.

The numerical results and extrapolation to the nreco
b =3, =4 bins for all HT and working

points, is shown in Table 7.3.

HT 275-325 325-375 >375
Loose working point

Data
nb = 3

838 394 717
Template 871.8 ± 46.9 369.9 ± 23.7 678.5 ± 42.5
Data

nb = 4
81 43 81

Template 79.4 ± 9.9 32.9 ± 4.2 74.4 ± 10.0
Medium working point

Data
nb = 3

137 79 152
Template 132.6 ± 9.3 69.8 ± 5.4 133.1 ± 10.8
Data

nb = 4
1 1 3

Template 1.9 ± 0.4 0.9 ± 0.3 3.2 ± 0.6
Tight working point

Data
nb = 3

24 15 25
Template 22.3 ± 1.9 12.1 ± 1.2 20.3 ± 2.4
Data

nb = 4
0 0 1

Template 0.1 ± 0.1 0.1 ± 0.1 0.2 ± 0.1

Table 7.3: Summary of the fit predictions in the nreco
b signal region of the µ + jets control

sample, after combination of the njet = 3, = 4, � 5 categories. The predictions are
extrapolated from a nreco

b = 0, 1, 2 control region using 11.4 fb�1 of
p

s = 8TeV data.
The uncertainties quoted on the template yields are a combination of statistical
and systematic uncertainties.

When this method is applied to the µ + jets control sample, it is expected that good

agreement would be observed between the template predictions and observation in the

absence of signal contamination. The good compatibility for all working points as shown
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Figure 7.4: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to data from the µ + jets control sample, for the CSV medium working point,
with njet � 5 in each HT category. Data is represented by the black circles with
the blue, red and black lines representing the Z=0, Z=2 and combination of both
templates respectively. Grey bands represent the uncertainty of the fit. The �2

parameters represent the goodness of fit to the control and signal region.

in the table, demonstrate that this is the case and that the method is able to accurately

predict the background yields. However the assumption of negligible signal contamination

can no longer made when applied to the hadronic signal region of the ↵T search, where
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agreement between estimated backgrounds and observations in data is now not necessarily

expected. Therefore a departure between the extrapolated background estimation and

observation in data could point to a potential supersymmetric signature containing a

larger number of b-quarks in its final state.

7.2.3. Application to the ↵T Hadronic Search Region

As an accompaniment to the background estimation methods outlined in the ↵T search,

the b-tag template method o↵ers a complementary way of testing the SM only background

hypothesis within the hadronic signal region of the search. In the presence of a natural

SUSY signature mediated by a light gluino and containing four underlying eb or et squarks,

which subsequently decay to t or b-quarks, the number of reconstructed nreco
b = 3, = 4

events will be enhanced.

Figure 7.5 shows the the results of the template shapes derived from simulation and

fitted to data for each of the three CSV working points, in the njet � 5, HT > 375

GeV category. Grey bands represent the statistical uncertainty of the fit combined in

quadrature with the systematic uncertainties of varying the simulation to data scale

factors up and down by their measured systematic uncertainties. Additional fit results

for other jet multiplicities are found in Appendix D.4.
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Figure 7.5: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to data from the hadronic signal selection, in the njet � 5 and HT > 375 category
for all CSV working points. Data is represented by the black circles with the
blue, red and black lines representing the Z=0, Z=2 and combination of both
templates respectively. Grey bands represent the uncertainty of the fit. The �2

parameters represent the goodness of fit to the control and signal region.

The numerical results and extrapolation to the nreco
b =3, =4 bins for all HT and working

points are shown in Table 7.4. Included within the table are the combined SM background

predictions as determined by the maximum likelihood fit for both jet multiplicity categories
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HT 275-325 325-375 >375
Loose working point

Data
nb = 3

198 85 126
Template 207.1 ± 28.7 103.4 ± 12.2 124.98 ± 14.4
Data

nb = 4
15 9 16

Template 15.9 ± 5.4 8.05 ± 2.1 13.1 ± 3.2
Medium working point

Data
nb = 3

33 16 14
Template 25.4 ± 4.0 12.7 ± 2.2 19.9 ± 2.9
↵T ML Fit 33.9+5.7

�4.3 16.3+1.9
�2.0 17.5+1.4

�1.4

Data
nb = 4

1 0 2
Template 0.3 ± 0.2 0.3 ± 0.1 0.5 ± 0.2
↵T ML Fit 0.9+0.4

�0.7 0.3+0.2
�0.2 0.6+0.3

�0.3

Tight working point

Data
nb = 3

5 2 0
Template 4.03 ± 0.8 2.4 ± 0.5 3.1 ± 0.6
Data

nb = 4
1 0 0

Template 0.1 ± 0.1 0.1 ± 0.1 0.0 ± 0.1

Table 7.4: Summary of the fit predictions in the nreco
b signal region of the ↵T hadronic signal

selection, after combination of the njet = 3,= 4, � 5 categories. The predictions
are extrapolated from a nreco

b = 0, 1, 2 control region using 11.7 fb�1 of
p

s = 8TeV
data. Also included for comparison are the maximum likelihood values determined
by the ↵T search from Chapter 5. The uncertainties quoted on the template yields
are a combination of statistical and systematic uncertainties.

of the ↵T analysis using the CSVM tagger. No notable discrepancy is found in any of

the three CSV working points between the data and the background expectations as

determined by this method. The template predictions within the hadronic signal region

are additionally found to be statistically compatible with the background predictions

determined by the ↵T maximum likelihood fit which was originally shown in Table 6.2.

7.3. Summary

A SUSY signature such as one from gluino-induced third-generation squark production,

would result in a final state with an underlying b-quark content greater than two. In

order to be able to discriminate such signatures from the SM background, templates are

generated based on a parameterisation of SM processes, where the underlying b-quarks

per event is typically zero or two. These templates are then fit to data in a low nreco
b

(0-2) control region in order to extrapolate a prediction within a high nreco
b (3-4) signal

region. This approach is built upon the assumptions that the defined control region is
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almost entirely free of any possible signal contamination from possible signal topologies

with a small number of b-quarks in the final state.

The method was demonstrated both in simulation and also in data, using the SM enriched

µ + jets selection from the ↵T search. This was conducted to prove conceptually and

experimentally that the method is valid and that there is adequate control over the

measurement of the e�ciency of each jet flavour for all working points of the CSV tagger.

Additionally this method was further applied to the hadronic signal region of the ↵T

analysis, where good agreement is observed between the SM background predictions from

the template method, observations in data and also the background estimation procedure

of the ↵T analysis.
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Chapter 8.

Conclusions

A search for supersymmetry has been presented based on a data sample of pp collisions

collected at
p

s = 8 TeV, corresponding to an integrated luminosity of 11.7 ± 0.5 fb�1.

Final states with two or more jets and significant missing transverse energy, a typical

final state topology of R-parity conserving SUSY models have been analysed. The ↵T

variable is utilised as the main discriminator between balanced multi-jet backgrounds

and those with real missing transverse energy.

Within the search presented, Standard Model (SM) backgrounds are estimated from

a simultaneous binned likelihood fit to a hadronic signal selection as well as three SM

process enriched control samples. The search is split into total transverse hadronic

energy (HT ), jets identified as originating for a b-quark (nreco
b ), and jet multiplicity

(njet) categories to improve sensitivity to a range of possible supersymmetric final states.

Systematic errors due to theory, detector e↵ects and simulation deficiencies are quantified

through the use of data driven closure tests and accounted for in the final interpretation.

Observations in data are found to be compatible with a SM only hypothesis.

In the absence of a signal like excess the analysis is further interpreted in a set of

Simplified Model Spectra (SMS) models, representing a set of model independent decay

topologies parameterised only by the production process and the masses of their parent

sparticle and Lightest Supersymmetric Partner (LSP). In models mediated by gluino

pair production and containing a large mass di↵erence between the gluino and LSP,

gluino masses below the range of 950-1125 GeV are excluded by the ↵T search. For SMS

models describing direct squark pair production, first or second generation squarks are

excluded up to 775 GeV, with direct bottom squarks production excluded up to masses

of 600 GeV.
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In the case of gluino mediated third generation signatures containing many jets originating

from b-quarks in the final state, mass limits are set in the range of 975-1125 GeV for

large mass splittings between the gluino and the LSP. The experimental sensitivity

to these models is attributed to the nreco
b categorisation of the analysis, where the

signal-to-background is enhanced within the phase space of the search at high nreco
b .

Furthermore, a measurement of the performance of the Level-1 trigger for jets and jet

energy sum quantities has also been presented. These studies quantify any change in

Level-1 performance after the introduction of a 5 GeV jet seed threshold into the jet

clustering algorithm. No significant change in single jet trigger e�ciencies is observed

and good performance is observed for a range of Level-1 jet energy sum quantities.

This change was introduced to facilitate a reduction in the rate of events triggered by

energy deposits due to soft non-collimated jets from secondary interactions, and which are

not of interest to physics analyses. This was necessary to ensure, that trigger thresholds

can be maintained at low values in the presence of an ever increasing number of bunch

crossings per proton interaction. In the context of SUSY, this is a necessity to keep

CMS sensitive to types of compressed spectra signatures characterised by low transverse

energy jets and small missing transverse energy signatures.

Finally, an approach that uses a template fit method to the nreco
b distribution of SM

processes within a supersymmetric search is introduced and then validated in simulation

and data. The approach can be used to identify any excess in data arising from gluino

mediated third generation supersymmetric signatures. It is utilised within this thesis as

a crosscheck to the ↵T background prediction at high b-tagged jet multiplicities. This

method is found to give a SM background estimation that is in good agreement with the

↵T search within the hadronic signal region.

The continued absence of a supersymmetric signal in the ↵T search or other analyses

at CMS [110][111][112], puts pressure on the parameter space in which SUSY can reside.

Indeed the smoking gun that many theorists and experimentalists hoped to see at the

LHC has not materialised. Instead identifying a SUSY signal may now only result

from many years of data taking and the incorporation of increasingly advanced analysis

techniques. An unenviable task considering the di�culties of not knowing where SUSY

may reside, but perhaps solace can be taken in remembering that nothing worth having

ever comes easy.
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Appendix A.

Additional Material for L1 Jet

Performance Studies

A.1. Jet Matching E�ciencies

The single jet turn-on curves are derived from events independent of whether the leading

jet in an event is matched to a Level 1 jet using �R matching detailed in Section (4.1.2).

These turn-ons are produced from events which are not triggered on jet quantities and

therefore it is not guaranteed that the lead jet of an event will be seeded by a Level 1

jet. Figure A.1 shows the particular matching e�ciency of a lead jet to a L1 jet before

(2012B) and after (2012C) the introduction of the L1 jet seed requirement of 5 GeV.

It can be seen that the turn-on occurs at a lower ET during the 2012B run period before

the jet seed requirement was introduced. The seed threshold requirement of a 5 GeV jet

seed introduced for run 2012C result in more events in which the lead o✏ine jet does

not have an associated L1 jet. This behaviour is expected and can be attributed to

events with soft non-collimated jets in which the energy deposits are not centralised in a

calorimeter region. This in turn leads to events in which the lead jets energy is spread

across the 3 ⇥ 3 calorimeter region and thus below the threshold required by the central

seed region.

However, for larger jet ET thresholds typical of those used by physics analyses (e.g. 100

GeV lead jet threshold in the ↵T search), 100% e�ciency is observed, and therefore this

e↵ect has no impact to overall physics performance.
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Figure A.1: Leading jet matching e�ciency as a function of the o✏ine CaloJet ET , measured
in an isolated muon triggered dataset in the 2012B and 2012C run periods.

Run Period µ �

2012B 6.62 ± 0.01 0.79 ± 0.03

2012C 19.51 ± 0.03 7.14 ± 0.02

Table A.1: Results of a cumulative EMG function (defined in Section 4.1.2) fit to the turn-on
curves for the matching e�ciency of the leading jet in an event to a Level-1 jet in
run 2012C and 2012B data, measured in an isolated muon triggered sample. The
turn-on point, µ, and resolution, �, are measured with respect to o✏ine CaloJet
ET . Only statistical errors are quoted for each measured value.

A fit of an EMG function to the matching e�ciencies find mean, µ, values of 6.62 GeV and

19.51 GeV for Run 2012B and 2012C respectively. This result highlights the di↵erence

at low jet pT between the jet matching e�ciencies due to the change in the jet clustering

algorithm, and is shown in Table A.1.

A.2. Leading Jet Energy Resolution

Fits to an Exponentially Modified Gaussian (EMG) function (Equation 4.1) applied

to distributions of the variable �EL1-O✏ine (Equation 4.2), for lead jets matched to L1

jets measured in an isolated µ triggered event sample. Each of the six plots are binned

according to increasing o✏ine lead jet energy for both Calo and PF jets. The best fit

values for µ and � and shown in Figures 4.8 and 4.9 for Calo and PF jets respectively.
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Figure A.2: Resolution plots of the leading o✏ine jet Calo ET measured as a function of
�EL1-O✏ine for (a) low, (b) medium, and (c) high pile-up conditions as defined
in Section (4.2).
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Figure A.3: Resolution plots of the leading o✏ine jet PF ET measured as a function of
�EL1-O✏ine for (a) low, (b) medium, and (c) high pile-up conditions as defined
in Section (4.2).



ADDITIONAL MATERIAL FOR L1 JET PERFORMANCE STUDIES 165

A.3. Resolution for Energy Sum Quantities

The following plots show the resolution parameters for energy sum quantities as a function

of the quantity (q) itself. In this case, the µ, � and � fit values to an EMG function defined

by Equation (4.1) for each of the individual �QL1-O✏ine = (L1 Q �O✏ine Q)
O✏ine Q

distributions,

in bins of the quantity (q) is displayed.
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Figure A.4: HT resolution parameters in bins of Calo HT measured for the defined low,
medium and high pile-up conditions. Shown are the mean µ (left) and resolution
� (right) fit values to an EMG function for the �HTL1-O✏ine distributions.
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Figure A.5: HT resolution parameters in bins of PF HT measured for the defined low, medium
and high pile-up conditions. Shown are the mean µ (left) and resolution � (right)
fit values to an EMG function for the �HTL1-O✏ine distributions.
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Figure A.6: ⇢⇢HT resolution parameters in bins of Calo ⇢⇢HT measured for the defined low,
medium and high pile-up conditions. Shown are the mean µ (left) and resolution
� (right) fit values to an EMG function for the �MHTL1-O✏ine distributions.
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Figure A.7: ⇢⇢HT resolution parameters in bins of PF⇢⇢HT measured for the defined low, medium
and high pile-up conditions. Shown are the mean µ (left) and resolution � (right)
fit values to an EMG function for the �MHTL1-O✏ine distributions.
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Appendix B.

Datasets and Monte Carlo Samples

The following datasets are used to populate the hadronic signal and control samples.

They correspond to the full data run of 2012 and an integrated luminosity of 11.7 ± 0.5

fb�1. The o�cial JSON from the 21st September 2012 is used to filter only certified runs

and luminosity sections.

/HT/Run2012A-13Jul2012-v1/AOD

/HT/Run2012A-recover-06Aug2012-v1/AOD

/HTMHT/Run2012B-13Jul2012-v1/AOD

/HTMHT/Run2012C-24Aug2012 v1/AOD

/HTMHT/Run2012C-PromptReco-v2/AOD

/JetHT/Run2012B-13Jul2012-v1/AOD

/JetHT/Run2012C-24Aug2012-v1/AOD

/JetHT/Run2012C-PromptReco-v2/AOD

/SingleMu/Run2012A-13Jul2012-v1/AOD

/SingleMu/Run2012A-recover-06Aug2012-v1/AOD

/SingleMu/Run2012B-13Jul2012-v1/AOD

/SingleMu/Run2012C-24Aug2012 v1/AOD

/SingleMu/Run2012C-PromptReco-v2/AOD

/Photon/Run2012A-13Jul2012-v1/AOD

/Photon/Run2012A-recover-06Aug2012-v1/AOD

/SinglePhoton/Run2012B-13Jul2012-v1/AOD

/SinglePhoton/Run2012C-24Aug2012 v1/AOD

/SinglePhoton/Run2012C-PromptReco-v2/AOD
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B.1. Monte Carlo Samples for SM Processes and

Simplified Signal Modles

The SM background Monte Carlo samples for physics at
p

s = 8 TeV are taken from the

Summer12 simulation production run with CMSSW 5 3 X with the PU S10 scenario.

/WJetsToLNu TuneZ2Star 8TeV-madgraph-tarball/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/WJetsToLNu HT-250To300 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/WJetsToLNu HT-300To400 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/WJetsToLNu HT-400ToInf 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/ZJetsToNuNu 50 HT 100 TuneZ2Star 8TeV madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/ZJetsToNuNu 100 HT 200 TuneZ2Star 8TeV madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/ZJetsToNuNu 200 HT 400 TuneZ2Star 8TeV madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/ZJetsToNuNu 400 HT inf TuneZ2Star 8TeV madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/TT CT10 TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/TT CT10 TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v2/AODSIM

/TTZJets 8TeV-madgraph v2/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/T s-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/T tW-channel-DR TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/T t-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/Tbar t-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/Tbar s-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/Tbar tW-channel-DR TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/DYJetsToLL M-50 TuneZ2Star 8TeV-madgraph-tarball/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/DYJetsToLL HT-200To400 TuneZ2Star 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/DYJetsToLL HT-400ToInf TuneZ2Star 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/DYJetsToLL M-10To50filter 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/GJets HT-200To400 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/GJets HT-400ToInf 8TeV-madgraph/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/WZ TuneZ2star 8TeV pythia6 tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/WW TuneZ2star 8TeV pythia6 tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

/ZZ TuneZ2star 8TeV pythia6 tauola/Summer12 DR53X-PU S10 START53 V7A-v1/AODSIM

The signal Monte Carlo samples for physics at
p

s = 8 TeV are taken from a FastSim

simulation production run with CMSSW 5 2 6.
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/SMS-T1 Mgluino-100to2000 mLSP-0to2000 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v1/AODSIM

/SMS-T1tttt Mgluino-350to2000 mLSP-0to1650 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v3/AODSIM

/SMS-T1bbbb Mgluino-100to2000 mLSP-0to2000 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v1/AODSIM

/SMS-T2 Msquark-225to1200 mLSP-0to1200 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v1/AODSIM

/SMS-T2bb Msbottom-225to1200 mLSP-0to1175 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v2/AODSIM

/SMS-T2bw FineBin Mstop-100to600 mLSP-0to500 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v2/AODSIM

/SMS-T2tt FineBin Mstop-225to1200 mLSP-0to1000 8TeV-Pythia6Z/Summer12-START52 V9 FSIM-v1/AODSIM
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Appendix C.

Additional Material on Background

Estimation Methods

C.1. Determination of kQCD

Appendix C.

Addition information on background
estimation methods

C.1. Determination of kQCD
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Figure C.1.: R↵T (HT) and exponential fit for various data side-bands. Linear y-axis scale.

120

Figure C.1: R↵T (HT ) and exponential fits for each of the data sideband regions. Fit is
conducted between the HT region 275 < HT < 575.
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C.2. E↵ect of Varying Background Cross-sections on

Closure Tests

Closure tests with cross section variations of +20% and -20% applied to W + jets and tt̄

processes respectively.
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Figure C.2: Sets of closure tests (open symbols) overlaid on top of the systematic uncertainty
used for each of the five HT regions (shaded bands) in the 2  njet  3 jet
multiplicity category for nominal and varied cross-sections; (a) Nominal and (b)
Varied ± 20%.

 (GeV)TH
300 400 500 600 700 800 900

pr
ed

 ) 
/ N

pr
ed

 - 
N

ob
s

( N

-2

-1

0

1

2

3

4
Systematic uncertainty

 + jets)µ > 0.55 (Tα → < 0.55 Tα
 + jets)µ 1 b tag (→0 b tags 
 + jets)µ 2 b tags (→1 b tag 

 + jetsµµ → + jets µ
 + jetsγ → + jets µµ

 + jets)µ 4 (≥ jet N→ 3 ≤ jet N≤2 
 + jets)γ 4 (≥ jet N→ 3 ≤ jet N≤2 

 + jets)µµ 4 (≥ jet N→ 3 ≤ jet N≤2 

 = 8 TeVs, -1L = 11.5 fb
CMS Preliminary

(a)

 (GeV)TH
300 400 500 600 700 800 900

pr
ed

 ) 
/ N

pr
ed

 - 
N

ob
s

( N

-2

-1

0

1

2

3

4
Systematic uncertainty

 + jets)µ > 0.55 (Tα → < 0.55 Tα
 + jets)µ 1 b tag (→0 b tags 
 + jets)µ 2 b tags (→1 b tag 

 + jetsµµ → + jets µ
 + jetsγ → + jets µµ

 + jets)µ 4 (≥ jet N→ 3 ≤ jet N≤2 
 + jets)γ 4 (≥ jet N→ 3 ≤ jet N≤2 

 + jets)µµ 4 (≥ jet N→ 3 ≤ jet N≤2 

 = 8 TeVs, -1L = 11.5 fb
CMS Preliminary

(b)

Figure C.3: Sets of closure tests (open symbols) overlaid on top of the systematic uncertainty
used for each of the five HT regions (shaded bands) in the njet � 4 jet multiplicity
category for nominal and varied cross-sections; (a) Nominal (b) Varied ± 20%.
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HT (GeV)

nreco

b

Cross Section 275–325 325–375 375–475 475–575

0 Nominal 0.303 ± 0.010 0.258 ± 0.007 0.192 ± 0.003 0.148 ± 0.004

0 Varied 0.300 ± 0.010 0.256 ± 0.007 0.191 ± 0.003 0.147 ± 0.004

1 Nominal 0.294 ± 0.005 0.246 ± 0.004 0.189 ± 0.003 0.139 ± 0.003

1 Varied 0.295 ± 0.006 0.248 ± 0.004 0.191 ± 0.003 0.140 ± 0.003

2 Nominal 0.208 ± 0.003 0.183 ± 0.004 0.145 ± 0.003 0.123 ± 0.004

2 Varied 0.211 ± 0.004 0.185 ± 0.004 0.147 ± 0.003 0.124 ± 0.004

3 Nominal 0.214 ± 0.005 0.202 ± 0.007 0.159 ± 0.006 0.140 ± 0.007

3 Varied 0.215 ± 0.005 0.203 ± 0.007 0.159 ± 0.006 0.140 ± 0.007

�4 Nominal 0.220 ± 0.015 0.245 ± 0.035 0.119 ± 0.009 -

�4 Varied 0.220 ± 0.015 0.245 ± 0.035 0.119 ± 0.009 -

nreco

b

Cross Section 575–675 675–775 775–875 875–1
0 Nominal 0.119 ± 0.004 0.098 ± 0.005 0.077 ± 0.006 0.049 ± 0.005

0 Varied 0.120 ± 0.005 0.098 ± 0.006 0.077 ± 0.007 0.049 ± 0.005

1 Nominal 0.115 ± 0.004 0.093 ± 0.005 0.075 ± 0.007 0.063 ± 0.006

1 Varied 0.116 ± 0.004 0.098 ± 0.005 0.081 ± 0.007 0.065 ± 0.006

2 Nominal 0.096 ± 0.005 0.070 ± 0.006 0.051 ± 0.007 0.063 ± 0.008

2 Varied 0.098 ± 0.005 0.073 ± 0.006 0.053 ± 0.007 0.064 ± 0.008

3 Nominal 0.114 ± 0.009 0.065 ± 0.007 0.070 ± 0.017 0.092 ± 0.020

3 Varied 0.114 ± 0.009 0.066 ± 0.007 0.070 ± 0.016 0.093 ± 0.020

Table C.1: Translation factors constructed from the µ + jets control sample and signal
selection MC, to predict yields for the W + jets and tt̄ backgrounds in the signal
region with (a) NNLO cross sections corrected by k-factors determined from a data
sideband see Section (5.3), marked as Nominal, and (b) the same cross sections
but with those for W + jets and tt̄ varied up and down by 20%, respectively,
marked as Varied. No requirement is placed on the jet multiplicity of events within
this table.
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Appendix D.

Additional Material for B-tag

Template Method

D.1. Templates Fits in Simulation

The result of template fits for the three CSV working points in the njet = 3, HT > 375

category:



ADDITIONAL MATERIAL FOR B-TAG TEMPLATE METHOD 174

reco
bn

0 1 2 3

Ev
en

ts

2

4

6

8

10

12

14

16

18

20

 375≥ = 
T

 = 3,    H
jet

Category : n

Z2 Template

Z0 Template

Combined Fit

 fit region : 0.2332χ
 signal region : 0.1382χ

 375≥ = 
T

 = 3,    H
jet

Category : n

(a) Loose working point njet = 3

reco
bn

0 1 2 3

Ev
en

ts

5

10

15

20

25

30

 375≥ = 
T

 = 3,    H
jet

Category : n

Z2 Template

Z0 Template

Combined Fit

 fit region : 0.2652χ
 signal region : 0.0212χ

 375≥ = 
T

 = 3,    H
jet

Category : n

(b) Medium working point njet = 3

reco
bn

0 1 2 3

Ev
en

ts

5

10

15

20

25

30

 375≥ = 
T

 = 3,    H
jet

Category : n

Z2 Template

Z0 Template

Combined Fit

 fit region : 0.1562χ
 signal region : 0.8982χ

 375≥ = 
T

 = 3,    H
jet

Category : n

(c) Tight working point njet = 3

Figure D.1: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to yields from simulation in the µ + jets control sample for the HT > 375 GeV,
njet = 3 category. Data is represented by the black circles with the blue, red
and black lines representing the Z=0, Z=2 and combination of both templates
respectively. Grey bands represent the uncertainty of the fit. The �2 parameter
represent the goodness of fit to the control and signal region.
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Template fits for the three CSV working points in the njet = 4, HT > 375 category:
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Figure D.2: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to yields from simulation in the µ + jets control sample for the HT > 375 GeV,
njet = 4 category. Data is represented by the black circles with the blue, red
and black lines representing the Z=0, Z=2 and combination of both templates
respectively. Grey bands represent the statistical uncertainty of the fit. The �2

parameters represent the goodness of fit to the control and signal region.
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D.2. Pull Distributions for Template Fits
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(a) Z0 Template, HT > 375 , njet = 4
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(a) Z0 Template, HT > 375 , njet � 5
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(b) Z2 Template, HT > 375 , njet � 5

Figure D.3: Pull distributions of the normalisation parameter of each template, (✓�✓̂)
� . Distri-

butions are constructed from 104 pseudo-experiments generated by a gaussian
distribution with width �, centred on the nominal template value of each point
within the low nreco

b control region. Distributions are shown for both Z0 and Z2
templates for the medium CSV working point.
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D.3. Templates Fits in Data Control Sample

Template fits for the three HT bins, in the njet = 3, medium CSV working point:
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Figure D.4: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to data from the µ + jets control sample, for the CSVM working point, with njet

in each HT category. Data is represented by the black circles with the blue, red
and black lines representing the Z=0, Z=2 and combination of both templates
respectively. Grey bands represent the uncertainty of the fit. The �2 parameters
represent the goodness of fit to the control and signal region.
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Template fits for the three HT bins, in the njet = 4, medium CSV working point:
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Figure D.5: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to data from the µ + jets control sample, for the CSVM working point, with
njet = 4 in each HT category. Data is represented by the black circles with the
blue, red and black lines representing the Z=0, Z=2 and combination of both
templates respectively. Grey bands represent the uncertainty of the fit. The �2

parameters represents the goodness of fit to the control and signal region.
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D.4. Templates Fits in Data Signal Region

Template fits for the three CSV working points, in the njet = 3, HT > 375 category :

reco
bn

0 1 2 3

Ev
en

ts

200

400

600

800

1000

1200

 375≥ = 
T

 = 3,    H
jet

Category : n

Z2 Template

Z0 Template

Combined Fit

 fit region : 7.1982χ
 signal region : 0.1082χ

 375≥ = 
T

 = 3,    H
jet

Category : n

(a) Loose working point : n
jet

= 3 , HT > 375

reco
bn

0 1 2 3

Ev
en

ts

200

400

600

800

1000

1200

1400

1600

1800

 375≥ = 
T

 = 3,    H
jet

Category : n

Z2 Template

Z0 Template

Combined Fit

 fit region : 1.5702χ
 signal region : 0.0932χ

 375≥ = 
T

 = 3,    H
jet

Category : n

(b) Medium working point : n
jet

= 3 , HT > 375

reco
bn

0 1 2 3

Ev
en

ts

200

400

600

800

1000

1200

1400

1600

1800

2000

 375≥ = 
T

 = 3,    H
jet

Category : n

Z2 Template

Z0 Template

Combined Fit

 fit region : 0.0062χ
 signal region : 0.0762χ

 375≥ = 
T

 = 3,    H
jet

Category : n

(c) Tight working point : n
jet

= 3 , HT > 375

Figure D.6: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to data from the hadronic signal selection, in the njet = 3 and HT > 375 category
for all CSV working points. Data is represented by the black circles with the
blue, red and black lines representing the Z=0, Z=2 and combination of both
templates respectively. Grey bands represent the uncertainty of the fit. The �2

parameters represent the goodness of fit to the control and signal region.
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Template fits for the three CSV working points, in the njet = 4, HT > 375 category :
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Figure D.7: Results of fitting the Z = 0 and Z = 2 templates in the nreco
b = 0-2 control region

to data from the hadronic signal selection, in the njet = 4 and HT > 375 category
for all CSV working points. Data is represented by the black circles with the
blue, red and black lines representing the Z=0, Z=2 and combination of both
templates respectively. Grey bands represent the uncertainty of the fit. The �2

parameters represent the goodness of fit to the control and signal region.
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