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This thesis describes a study of the tau-pair final state in proton collisions at a center of

mass energy of 7 TeV using the CMS Experiment at the CERN Large Hadron Collider.

Tau leptons usually decay to hadrons and their efficient detection is very challenging

in a hadronic environment. A novel tau reconstruction algorithm that maintains tau

detection efficiency for low background rates was developed. Events were then selected

from the CMS 2011 data sample in three ττ final states depending on the tau decays:

µ + τh, e + τh, e + µ where τh denotes a hadronic tau decay. Those events were used

to measure the Z-boson production cross section where Z → ττ . A search for the

Standard Model and Minimal Supersymmetric Standard Model (MSSM) Higgs bosons

was also performed. No signal was observed in the Higgs search and stringent new

bounds were set for the SM Higgs production and in the MSSM parameter space.
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Chapter 1

The Standard Model Of Particle Physics

Pursuit of answers to fundamental questions of life and nature is time invariant. The

atomic hypothesis of matter was first brought up by Democritus in 400 B.C. . Democri-

tus stated that everything consists of atoms which are physically but not geometrically

indivisible. It took 2000 years to reach the era of Galileo Galilei and Issac Newton to

move from pure philosophy to scientific methodology as known today. This chapter

describes the Standard Model of Particle Physics starting from a historical evolution.

1.1 Historical Approach

The 20th century can be characterized as the golden age of physics. This paragraph

describes a summary of the historical evolution of particle physics. A more detailed

description can be found elsewhere [1,2]. The era of particle physics essentially started

with the discovery of the electron(e) by J.J.Thomson in 1897 by noticing that cathode

rays get deflected by magnetic fields, leading him to the conclusion that the rays

consist of charged particles, the electrons. Thomson believed that the electrons were

basic constituents of the atoms. To explain the neutral charge and much higher mass

of the atom compared to the electron he assumed that electrons were embedded within
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a heavy positively charged paste. At the same time, studies of black-body radiation by

Planck in 1900 and the photoelectric effect explanation by Einstein in 1905 showed the

particle nature of the photon. Thomson’s hypothesis was repudiated by Rutherford’s

scattering experiment. Rutherford showed in 1911 that the mass and the charge is

concentrated in the center of the atom. Both Thomson’s and Rutherford’s observations

led Niels Bohr in 1914 to propose the model of hydrogen atom with one proton(p) and

one electron orbiting around it. Bohr’s model showed spectacular agreement with

experiment also for larger atoms. The difference between the mass of the larger atoms

with the one predicted by Bohr was explained later by the discovery of the neutron(n)

by Chadwick in 1932.

The era of non-relativistic quantum mechanics ends with the proposal of Dirac’s

equation. Einstein’s special theory of relativity was introduced since 1905 but took

about 20 years to be applied by Dirac in his famous equation that combines the high

momentum physics described by Einstein’s relativity and that of smallest distances

described by quantum mechanics. Although Dirac’s equation appeared to be correct,

it had negative energy solutions. Those could be explained by the presence of a par-

ticle that has the same mass as the electron but with positive charge. The triumph

of the theory was established with the discovery of the positron by Anderson in 1932.

Dirac gave many interpretations of the negative energy solutions but in 1940s Feynman

and Stuckelberg interpreted negative energy as positive energies of a different parti-

cle. This introduced the notion of the antiparticles which is a fundamental aspect of

quantum field theory. Quantum electrodynamics(QED) was developed by Feynman

and Schwinger to consistently describe electro-magnetic interactions between charged
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particles with photon exchange mediating such interactions. QED remains the most

well tested scientific theory ever.

One unanswered question at the time was what binds the nucleus together?

Yukawa proposed a new field, and a force carrier particle, the meson, that had not been

observed in the laboratory. Cosmic ray experiments led by Anderson, Neddermayer,

Street and Stevenson identified particles matching Yukawa’s description in cosmic rays.

However, other experiments in Rome showed that the cosmic ray particles interact very

weakly with nuclei which is against the Yukawa hypothesis, that those particles are the

force carriers that strongly bind the protons. It took ten years for Powell to prove that

there are two particles in cosmic rays, Yukawa’s pion that disintegrates to a weakly

interacting lighter charged particle, the muon.

Another astonishing observation in the same period was the spectrum of electrons

produced in nuclear β decay. Assuming that one nucleus disintegrates to a lighter

nucleus and an electron, the energy of the electron can be explicitly predicted by

the kinematics. However, it was shown that the experimental energy spectrum of the

electrons was softer and broader than the energies predicted. This effect was explained

by Pauli by introducing one additional particle in the final state, the neutrino(ν). At

the same time, Powell’s experiments on the cosmic rays showed that the pions in the

atmosphere that disintegrate into muons are produced at angles with respect to the

original particles showing the presence of an additional particle in the pion decay.

That was believed to be Pauli’s neutrino. Powell went further and established that

the muon also decays to electron but with two neutrinos in the final state this time.

The neutrino was established experimentally in the 50s by Cowan and Reines.
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They studied the inverse beta decay process ν̄ + p+ → n + e− in a large tank of

water in a nuclear reactor, and by identifying the positrons they gave unambiguous

evidence for the neutrino existence. Another peculiarity regarding the neutrinos is

that the decay µ→ e+γ was never observed. This shows that there is different lepton

family number conservation, i.e conservation of the µ family number and conservation

of e family number. For this conservation to hold, the subsequent neutrinos should

be different for each family; there should be muon-neutrinos and electron neutrinos.

Under this assumption, the pion decay would become : π− → µ− + ν̄µ while the

muon decay becomes: µ− → e− + ν̄e + νµ. The test of this hypothesis was studied

in Brookhaven by Lederman, Schwartz and Steinberger. They proved that that while

the reaction ν̄µ + p+ → µ+ + n is allowed, the reaction ν̄µ + p+ → e+ + n is forbidden.

The situation started to become much more complicated when mesons started to

be observed. Rochester and Butler observed a neutral particle decaying into two

pions(K0 → π+ + π−) and named it the Kaon while Powell observed a charged Kaon

decaying to three pions(K+ → π+ + π+ + π−). In the following years many more

mesons were discovered such as the ω , the ρ and others. Meanwhile, the Lambda

particle, a heavier strongly interacting particle, baryon, was discovered in 1947 by

Anderson’s group at Caltech via the decay Λ → p+ + π−. This discovery was very

important because it extended the baryon family. The conservation of baryon family

number was introduced earlier by Stuckelberg to ensure the stability of the proton.

Since the Λ decay was observed and there is a proton in the final state, Λ must

belong to the baryon family. Another observation regarding mesons and baryons was

that they were produced very often but decay relatively very slowly. Pais and others
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the deduced that mesons and baryons are produced via strong interaction but decay

via weak interactions. To account for this Gell-Mann and Nishijima introduced a

new quantum number, the strangeness that is conserved for strong interactions but

was not conserved in weak interactions. With the discovery of several mesons and

baryons, the list of particles became large. Gell-Mann introduced the Eightfold Way

which arranged the particles based on their charge and strangeness. While organizing

the baryons, Gell-Mann predicted a new particle with strangeness of -3 and negative

charge, the Ω−. This particle was soon observed and the Eightfold Way was proven.

The Eightfold way was the periodic table of elements of particle physics but

this was only the beginning of modern particle physics history. Gell-Mann and Zweig

proposed in 1964 that mesons and baryons have structure and consist of fundamental

particles called quarks. They proposed three quarks, u,d and s with charge 2/3 ,

-1/3 and -1/3 and strangeness 0 , 0 and -1 respectively. Under this model, every

baryon consists of three quarks and every meson consists of a quark-antiquark pair.

The weakness of the quark model was that no quark was observed experimentally. In

addition, by the Pauli exclusion principle three identical quarks in a baryon cannot

be in the same state. This required that quarks are subject to one more quantum

number, color that distinguishes the identical quarks in such baryons, solving the

Pauli exclusion principle issue. In addition, requiring that all physical final states

must be colorless allows bound states of baryons and mesons (two or three quark

pairs). Furthermore it does not allow free quarks to exist in nature. Evidence for

the proton substructure in terms of quarks(partons) was obtained by deep inelastic

scattering experiments that probe the structure of hadrons following the same principle
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as Rutherford’s experiment.

In 1970 Glashow, Iliopoulos and Maiani [3] categorized particles in generations

so that there is symmetry between the leptons((eνe), (µ, νµ)) and quarks((u, d), (s, c)).

They introduced a new quantum number, weak isospin that needs to be conserved

in weak interactions. However the proposed GIM mechanism predicted an additional

quark c that was not observed yet. At the same time, the J/ψ meson was discovered

by C.C.Ting’s group at Brookhaven and B.B. Richter’s group at SLAC in 1974. The

J/ψ particle was heavier than the proton and had a very long lifetime compared to the

other mesons. The explanation for the J/ψ particle was that it should be a bound state

of two charm quarks (cc̄) validating the GIM mechanism. The generational structure

was extended in 1975 with the discovery of the τ lepton by M.Perl. A third quark

generation was added by the discovery of the b quark with the observation of the Υ

meson which is a bb̄ bound state. The t quark was observed in Fermilab’s Tevatron in

1995 by observing top pair production.

Discovery of meson and baryon substructure required a new fundamental theory

of strong nuclear forces to replace Yukawa’s meson mediation theory. One new particle,

the gluon was proposed to mediate the strong interactions. The gluon must couple to

the quarks therefore it must carry color. Gluons exists in eight color configurations .

It was discovered in DESY in late 70s by studying events with three hadron showers

(jets) in the final state. Via the reaction e+e− → qq̄, due to color confinement, the

two quarks appear as a stream (jet) of hadrons in the final state. Those events are

expected to have two of those jets of hadrons in the final state. If the gluon exists,

in a similar way to the radiation of a photon, a quark could radiate a gluon resulting
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in a reaction of the form e+e− → qq̄g. This signature would result in three jets of

particles. This was observed and was an indisputable evidence of the presence of the

gluon.

Fermi had treated the weak interactions in terms of a contact theory requiring

no mediating particle. Fermi’s theory was proven to be very effective at low energies,

however it was bound to fail at higher energies. Theorists believed that to solve this

problem, new massive (O(100) GeV) electrically charged mediating particles had to be

introduced. Glashow [4], Weinberg [5] and Salam [6] proposed the electroweak theory

which unified electrodynamics and weak interactions with the addition of a neutral

Z boson and was confirmed by the observation of neutral currents at CERN in 1973.

The massive mediating bosons were discovered later by Carlo Rubbia’s group in 1983

with the UA1 experiment at the CERN SPS accelerator.

One problem of the electroweak theory was that W and Z bosons had to be

massless for the theory to be consistent while for the weak interactions to be weak

they are very heavy. Furthermore, fermions are required to be massless in the theory.

The mass of the vector bosons was explained by the spontaneous symmetry breaking of

weak interactions via the Higgs mechanism proposed by Brout, Englert [7], Guralnik,

Hagen, Kibble [8] and Higgs [9–11]. The Higgs mechanism introduces a scalar doublet

consisting of four degrees of freedom. Three of those degrees of freedom are absorbed

to give mass to the W and Z bosons. The remaining degree of freedom appears as

a new particle the Higgs boson that has not been observed yet. The search for the

Higgs boson is the main subject of this thesis.
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1.2 Quarks, Leptons and Gauge Bosons

Summarizing the historical introduction, the Standard Model of Particle Physics con-

sists of 6 quarks and 6 leptons grouped in three generations. Higher generation parti-

cles decay via weak interactions to lower generation particles, explaining why the low

energy world as it is known today consists only of particles of the first generation.
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Figure 1.1: Chart of the Standard Model fermions and gauge bosons grouped in

generations.

All matter particles are fermions having spin of 1/2. The quarks (u, c, t) have

a charge of +2/3 while the quarks (d, s, b) have a charge of −1/3. The three leptons

e−, µ−, τ− have charge of −1 while the corresponding neutrinos are neutral. Neu-

trinos were introduced in the SM as massless particles however recent results from

neutrino oscillation experiments [12–14] point to neutrinos having very small but non-

zero masses. The anti-particles of all 12 particles exist and have opposite charge.
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Each fundamental force is associated with spin 1 mediator particles. The strong force

is mediated by 8 colored gluons, and the electromagnetic force is mediated by the

photon, while the weak interactions are mediated by the W± and Z bosons. Gravity

is extremely weak to have visible effects in the TeV scale. Figure 1.1 shows the SM

particles in each generation as well as the force mediators. However, there is one

missing piece of the Standard Model the Higgs boson.

The Standard Model is formulated mathematically as a field theory under the

SU(3)×SU(2)L×U(1) symmetry. SU(3) describes color and interactions between glu-

ons and quarks while SU(2)L×U(1) describes electroweak interactions. By Noether’s

theorem each symmetry corresponds to a conservation law yielding a conserved quan-

tity, which, in the case of the Standard Model, are color, weak isospin and hypercharge.

In the unbroken SU(2)L × U(1) symmetry, gauge bosons and fermions are massless.

The mass of the weak bosons W±, Z is explained by breaking of the symmetry between

the electromagnetic and weak interactions via the Higgs mechanism described in the

next section.

1.3 The Higgs Mechanism

The price of electroweak unification is that the gauge bosons and fermions were mass-

less in the theory which is not true by experiment. This section describes spontaneous

symmetry breaking which is the mechanism through which weak gauge bosons are

believed to acquire their masses. To illustrate spontaneous symmetry breaking two

examples are studied, a global gauge symmetry and a local gauge symmetry applied

to U(1) and SU(2). First we start from a complex scalar field φ = (φ1 + iφ2)/
√

2
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described by the Lagrangian:

L = (∂µφ)∗(∂µφ)− µ2φ∗φ− λ(φ∗φ)2. (1.1)

where the first term is the kinetic energy term, the second term is the mass term and

the third term is an interaction term. This Lagrangian is invariant under global gauge

transformation φ→ eiαφ with α independent on spatial coordinates. The Lagrangian

is

L =
1

2
(∂µφ1)

2 +
1

2
(∂µφ2)

2 − 1

2
µ2(φ2

1 + φ2
2)−

1

4
λ(φ2

1 + φ2
2)

2. (1.2)

If the case where λ > 0 and µ2 < 0 is considered, the potential has a circle of minima

at:

φ2
1 + φ2

2 = υ2 with υ2 = −µ
2

λ
. (1.3)

The fact that the minimum is not at zero is very interesting since for perturbation

theory to work , the Lagrangian has to be defined around the global minimum that now

is at υ. Therefore the field needs to be translated to the new minimum by redefining

it as:

φ(x) =

√
1

2
(υ + η(x) + iξ(x)) . (1.4)

Substituting the new field into the Lagrangian gives:

L′ = 1

2
(∂µξ)

2 +
1

2
(∂µη)

2 + µ2η2 +O(η3, ξ3, η3, ξ4). (1.5)

The new Lagrangian has acquired a new mass term for the field η with mass mη =√
−2µ2 however there is no term like that for the field ξ. This is a consequence of the

Goldstone theorem that states that whenever a symmetry is spontaneously broken,

always massless scalars occur in the new theory (the field ξ in this case).
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The next step is to try to repeat the same process in a local gauge invariant U(1)

symmetry. So lets assume a scalar field interacting with an electromagnetic field. The

theory is described by the Lagrangian:

L = |Dµφ|2 − µ2φ∗φ− λ(φ∗φ)2 − 1

4
FµνF

µν (1.6)

where Dµ = ∂µ − ieAµ is the covariant derivative and the transformation is φ →

eiα(x)φ For µ2 < 0 the field has a new minimum υ exactly as before. Translating the

Lagrangian to the new minimum gives:

L′ = 1
2
(∂µξ)

2 + 1
2
(∂µη)

2 +−υ2λη2 + 1
2
e2υ2AµA

µ

−eυAµ∂
µξ − 1

4
FµνF

µν + other terms

(1.7)

In this new Lagrangian, the field η has acquired a mass of mη =
√

2λυ2 but even more

important is the fact that the field has also acquired a mass mA = eυ that implies

that the gauge boson of this theory became massive. The residual issue is that the

field ξ is still massless that states that the Goldstone theorem could still stand. In

addition the presence of a term Aµ∂
µξ is worrying since it introduces a coupling of

the A field to the scalar field. In terms of physics, since the field acquired mass, it can

have longitudinal polarization so one more degree of freedom was created. This cannot

happen by translation of the variables so the particle spectrum in the Lagrangian is not

correct. The additional term Aµ∂
µξ provides the term needed to make the polarization

transverse. Therefore one of the fields in the Lagrangian doesn’t correspond to a

particle. The gauge invariance of the Lagrangian can be used to redefine it in a way

that the particle content is more understandable. The complex field was defined as:

φ =

√
1

2
(υ + η + iξ) ≈

√
1

2
(υ + η)e

iξ
υ (1.8)
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That implies that the gauge can be picked differently so that

φ→
√

1

2
(υ + h(x))eiθ(x)/υ (1.9)

Aµ → Aµ +
1

eυ
∂µθ (1.10)

This particular choice of gauge transformation is known as the unitary gauge and is

designed to make h(x) real. Since θ appears as a phase factor, it will not appear in

the final Lagrangian. Substituting into 1.6 gives for the final Lagrangian:

L′ = 1
2
(∂µh)

2 − λυ2h2 + 1
2
e2υ2A2

µ − λυh3 − 1
4
λh4

+1
2
e2A2

µh
2 + υe2A2

µh− 1
4
FµνF

µν

(1.11)

In this new Lagrangian the field has acquired a mass via the term 1
2
e2υ2A2

µ. In addition,

there is no massless Goldstone boson in the Lagrangian but a new scalar h with

a mass of m =
√

2λυ2 called the Higgs boson. So with this procedure the massless

Goldstone boson has been converted to the additional longitudinal polarization degree

of freedom so that the field acquires mass resulting in a Lagrangian with a scalar

massive particle, a massive field and interaction terms. This procedure is known as

the Higgs mechanism. For this mechanism to be the way vector bosons acquire mass

in nature, a new particle must exist. The Higgs boson has not been yet discovered

and it the search for it is the main purpose of this thesis.

The last step is to apply the Higgs mechanism in the electroweak model and

create mass for the vector bosons and fermions. It is economical to use the same

mechanism to give mass to the fermions but it could very well be that fermions acquire

mass via a different mechanism. To apply the Higgs mechanism in the electroweak
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model we need to use the covariant derivative:

Dµ = ∂µ + igTaW
a
µ + i

g′

2
BµY, (1.12)

which corresponds to gauge invariance for the SU(2)L×U(1) symmetry. Substituting

1.12 in the Lagrangian of the scalar field (equation 1.1 ) gives:

L =

∣∣∣∣(i∂µ − gTaW
a
µ − g′Bµ

Y

2

)
φ

∣∣∣∣2 − V (φ) (1.13)

For this Lagrangian to be invariant, φmust be invariant under SU(2)×U(1) symmetry.

A choice satisfying this is using an isospin doublet with Y=1:

φ =

(
φ+

φ0

)
with

φ+ = (φ1 + iφ2)/
√

2

φ0 = (φ3 + iφ4)/
√

2
(1.14)

The new field will have a vacuum expectation value of

φ0 =
1√
2

(
0

υ

)
(1.15)

Expanding the kinetic term of the scalar field and using the Pauli matrices as the

generators of SU(2) gives: ∣∣∣(i∂µ − gTaW
a
µ −

g′

2
Bµ

)
φ
∣∣∣2 =

1
8

∣∣∣∣( gW 2
µ + g′Bµ g(W 1

µ − iW 2
µ)

g(W 1
µ + iW 2

µ) −gW 3
µ + g′Bµ

)(
0

υ

)∣∣∣∣2 =

= (1
2
υg)2W+

µ W
−µ + υ2

8

(
g2 −gg′
−gg′ g′2

)(
W 3µ

Bµ

)
(1.16)

where we used the W raising and lowering operators defined as W±
µ = (W 1

µ±iW 2
µ)/
√

2.

The first term in this expression corresponds to a massive W boson with mass of

MW = υg/2. The matrix term can be expressed as a function of the fields A and Z
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by finding a transformation between W 3, B and A,Z that diagonalizes the matrix so

that the elements in the diagonal are the mass terms 1
2
M2

ZZ
2
µ,

1
2
M2

AA
2
µ for Z and A

respectively. The transformation is:

Aµ =
g′W 3

µ + gBµ√
g2 + g′2

(1.17)

Zµ =
gW 3

µ − g′Bµ√
g2 + g′2

(1.18)

from which is derived that MA = 0 (the photon remains massless!) and MZ =

υ
2

√
g2 + g′2. Therefore all gauge bosons gained mass , the photon mass is zero and

there is one additional scalar particle. The two couplings g and g′ are related by elec-

troweak unification via the weak mixing angle(θw) as tan θw = g′/g. The final step is

to give mass to the fermions. The problem in SU(2)L ×U(1) was that the mass term

mψ̄ψ was not invariant. This can be solved by introducing a fermion coupling to the

Higgs. In the case of the electron a term can be added in the Lagrangian of the form:

Le = −K

[(
ν̄e ē

)
L

(
φ+

φ

)
eR + ēR

(
φ− φ̄0

)(νe

e

)
L

]
(1.19)

Substituting the form of the Higgs field in the unitary gauge the Lagrangian becomes

Le = − K√
2
υ (ēLeR + ēReL)− K√

2
(ēLeR + ēReL)h (1.20)

Picking the constant K such as that me = Kυ/
√

2 gives a fermion mass term in the

Lagrangian:

Le = −meēe−
me

υ
ēeh, (1.21)

Therefore the electron has acquired mass and a new coupling has been introduced

between the Higgs boson and the fermions proportional to the ratio of the electron

and W mass, which is very small since me is small.
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1.4 Z and Higgs Boson Production in proton collisions

The Standard Model describes all interactions between quarks and leptons. Those

interactions result in production and decay of the W±,Z and Higgs bosons. However

to study scalar and vector boson production in proton collisions, the hard interaction

between quarks and gluons has to be separated from the proton substructure. The

quarks inside the proton are not free but are strongly bound, exchanging colored

gluons. The continuous interactions between the quarks makes them virtual particles

lying off their mass shell. Gluons are carrying about 50% of the proton momentum and

can produce additional quark-antiquark pairs (e.g. ss̄). Therefore, the quark content

of the proton is separated into the valence quarks(u, d), the sea quarks(u, d, s, c) and

the gluons, together called partons.

Therefore, in a proton collision, any quark or gluon combination can contribute

to the hard scattering process. The probabilities for a specific parton with a given

momentum fraction of the proton to participate in the hard process are known as par-

ton distribution functions and are measured using data from deep inelastic scattering

experiments.

Therefore the center of mass energy
√
s for each hard scattering process is related

to the center of mass energy of the two colliding protons
√
S as:

s = xyS (1.22)

where x, y are the momentum fractions of the contributing partons. One important as-

pect of hadron colliders is that those parton distribution functions make them versatile

machines for discovery although the hard scattering center of mass is not well defined.



16

If the center of mass energy of the protons is high enough, depending on the parton

momentum fractions, every collision will create particles of different masses and the

possibility to observe new physics increases. This section describes the phenomenology

of Z and Higgs bosons in proton collisions

1.4.1 Z boson production in proton collisions

The Z boson is produced in proton collisions at leading order by fusion of quark-

antiquark pairs (Figure 1.2.a) . This process can create a virtual photon that will

decay to a fermion pair or a Z boson or a W+W− boson. Neglecting the virtual photon

part and assuming massless fermions, the matrix element for the Z production is:

|M|2 = (s
√

2gZ)2 (gV )2 + (gA)2

2
M2

Z = 32
GF√

2
(g2

V + g2
A)M4

Z (1.23)

and the differential cross section at parton level is:

σ = 8π
GF√

2
(g2

V + g2
A)M2

Zδ(s−M2
Z), (1.24)

where s is the center of mass energy of the colliding quarks. What this formula implies

is that to create a Z boson the two quarks must have a center of mass energy equal to

the Z mass. In lepton colliders where elementary particles are colliding, the energy of

the beams is set to the Z mass to create a Z boson. In hadron colliders the situation is

different. In the LHC protons are colliding at a large constant energy of
√
S = 7 TeV

in 2011. For the Z to be created, two partons from the proton interact. Those partons

must be a quark-antiquark with suitable momentum fractions x, y such that xyS = s.

Then the parton distribution functions are integrated for x, y to give the full cross

section:
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q

q̄

Z/γ∗

(a) Z+ 0 jet production

q

g

q

q

Z/γ∗

(b) Z+ 1 jet production

Figure 1.2: Z boson production mechanisms in hadron colliders.

σ =
8π

3

GF√
2

∫
dxdy

∑
(g2

V + g2
A)xySfq(x)fq̄(y) (1.25)

where the integration is performed under the constraint xyS = M2
Z and fq are the

parton distribution functions. The sum runs over all quarks.

The Drell-Yan process of figure 1.2.a is the simplest diagram that can create a Z

boson. In this process, the Z has no transverse momentum but is created and moving

along the beamline. There is a significant contribution from higher order diagrams

such as those shown in Figure 1.2.b resulting in an additional parton in the final state

that hadronizes to a jet . Those types of events are also observed and constitute very

important background in Higgs searches as it is described in later chapters. In terms

of the Z decay signature, the Z boson decays primarily to hadrons or lepton pairs

according to the V-A couplings. Z decays to a pair of leptons about 3% of the time

and the most straightforward final state for Z measurement is a muon or electron pair.

In this thesis, a measurement of the Z cross section is presented via a Z decays to tau

pairs.
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1.4.2 Higgs boson production in proton collisions

The Higgs boson couples to mass, therefore, it has large couplings to W and Z boson

pairs. In terms of the fermions, the introduced Yukawa couplings impose a dependence

of the coupling as m2
f , therefore the Higgs coupling is enhanced for heavy quarks

(especially t) and leptons (especially τ). The dominant production of Higgs bosons in

H
t

g

g

(a) Gluon Fusion

q

q

q

q

H

V

V

(b) Vector Boson Fusion

q

q′ H

V

V

(c) Associated production with

vector boson

H

g

g t

t

(d) Associated production with

top quark pair

Figure 1.3: Standard Model Higgs production mechanisms in proton collisions.

proton collisions at high energies is via gluon fusion (1.3.a) through a fermion loop.

Since the Higgs boson couples to the fermion in the loop, the loop contribution is

dominated by the top quark and the high parton luminosity of for gluons ensures

significant cross section. The second most dominant mechanism is via vector boson

fusion (1.3.b) where Higgs is produced via the fusion of a pair of W or Z bosons.
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Those bosons are initially radiated by a pair of quarks. This signature is extremely

important in this analysis because it introduces a final state with two forward jets

from the outgoing quarks. Those jets can be detected and enhance the sensitivity.

The other two main production mechanisms involve associated production of Higgs

with a vector boson (1.3.c) and associated production of Higgs with a top quark pair

(1.3.d). The production cross section and the decay branching fractions as a function

of the Higgs mass are presented in Figure 1.4. In terms of decays, Higgs decays
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Figure 1.4: Higgs cross section for the different production mechanisms (left) and

branching fractions (right) as a function of the Higgs boson mass [15].

primarily to fermion or boson pairs and the branching ratio is enhanced for heavier

particles. For low Higgs mass, the primary decays are via bb̄ and ττ while for higher

masses the WW and ZZ final states dominate. For mH ≈ 2mt the Higgs decay to

top pairs also contributes. Despite the structure of the couplings, the most sensitive

modes for the Higgs depend on experimental reasons. For example, at low mass, the bb̄

final state can only contribute via associated production (WH,ZH) since the pp→ bb̄

background is overwhelming. In the same sense, H → ττ dominantly contributes via

VBF due to the overwhelming Z → ττ background. On the other hand ZZ and WW
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final states also contribute to lower mass searches because of the very clean signatures

ZZ → 4` and WW → 2`2ν. Finally H → γγ has very low branching ratio but the

relatively clean two photon signature provides the best sensitivity at low mass.

1.5 The Tau Lepton

The τ lepton is the heaviest of the leptons. It was discovered by M.Perl and his

co-workers in Mark I experiment [16] at Stanford Linear Accelerator Center. The ob-

servation was made using events with one muon and electron in the final state. Due to

its high mass of 1.779 GeV it can decay to many lighter particles. Taus decay via the

weak interactions emitting a virtual W boson and a tau neutrino. The virtual W bo-

son can hadronize into some mesons or decay semileptonically to muons or electrons.

About 65% of the time tau decays hadronically while the other cases involve muons and

Decay Mode Resonance Mass (MeV/c2) Branching ratio(%)

τ− → h−ντ 11.6 %

τ− → h−π0ντ ρ 770 26.0 %

τ− → h−π0π0ντ a1 1200 10.8 %

τ− → h−h+h−ντ a1 1200 9.8 %

τ− → h−h+h−π0ντ 4.8 %

Total 63.1%

Other hadronic modes 1.7%

Table 1.1: Resonances and branching ratios of the dominant hadronic decays of the

τ -lepton [17]. The decay products listed correspond to a negatively charged τ -lepton;

the table is identical under charge conjugation.

electrons. The hadronic decays of the tau lepton are usually via the ρ(770) resonance

where ρ→ π+π0 or via the a1(1200) resonance where a1 → π+π−π+ or a1 → π+π0π0.

The tau decays and branching ratios are presented in Table 1.1. One characteristic of
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taus produced from heavy particle decays such as the Z or Higgs bosons is that the

decay products are boosted. Therefore the tau appears in the detector as a highly

collimated collection of particles and this signature is used to detect them. The iden-

tification of hadronic decays of taus is crucial to identify scalar and vector bosons

decaying to tau pairs and in this thesis a novel method is proposed for this purpose.
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Chapter 2

Supersymmetry and the MSSM

The Standard Model is a very successful theory in predicting the experimental obser-

vations through the latest years. With a possible discovery of the Higgs boson, the

SM will be a theory of almost everything. However questions arise when the Standard

Model is seen as part of a larger unified theory. The masses of the gauge bosons in SM

are derived by the vacuum expectation value of the Higgs boson which it was found

in the previous chapter to be

υ = 246 GeV (2.1)

The mass of the W/Z and Higgs depends on this value. A first question is what

is happening if loops are included in the diagrams. One example is the Higgs self

interaction diagram in Figure 2.1 on the left. This diagram will correct the Higgs

Figure 2.1: Scalar (left) and fermion (right) loop corrections to the Higgs mass.
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mass in higher orders by a factor of

λ

∫ Λ

d4k
1

k2 −m2
h

(2.2)

which seems to be quadratically divergent. However, the SM is a renormalizable

theory. This means that the Lagrangian term −µ2 can be picked so that it depends

on the cut-off Λ and if Λ →∞, the renormalized coefficient has the desired value. The

problem, however, arises when we see the SM as a part of a larger theory that appears

in a scale Λ where the SM needs to be modified. One example is what happens at the

Planck scale where quantum gravity becomes important. If the integral in equation 2.2

stops at a finite scale Λ the correction term to the mass is positive and proportional

to λΛ2φ+φ. Therefore if there is new physics at a higher scale the SM is going to

collapse. This problem is known as the hierarchy problem [18]. One important step

in solving the hierarchy problem is to consider the one loop correction to the Higgs

mass but via a fermion loop this time (Figure 2.1 on the right). This term is:[
−g2

∫ Λ d4k

/k/k

]
φ†φ ≈= −g2Λ2φ†φ (2.3)

Combining this term with the one derived from the scalar loop gives:

(λ− g2)Λ2φ†φ (2.4)

So if g2 = λ the quadratic divergence disappears. Therefore if for each scalar there

was a fermion partner with g2 = λ the divergences would not occur any more. The

existence of such a particle partner imposes a new symmetry between fermions and

bosons known as Supersymmetry [19]. To define Supersymmetry (SUSY) we need a

set of generators for the symmetry that can turn a bosonic state to a fermionic state
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and vice versa. That implies that the generators themselves must carry spin of 1/2.

The simplest selection of SUSY generators is a 2-component Weyl spinor Q and its

conjugate Q̄ such that:

Q|boson >= |fermion > Q|fermion >= |boson > (2.5)

The algebra of the generators can be written in terms of the anti-commutators as:

Qα, Qβ = Q̄α̇, Q̄β̇ = 0 (2.6)

[Qα, Pµ] = 0 (2.7)

Qα, Q̄β̇ = 2σµ
αβPµ (2.8)

where Pµ is the translation generator (momentum) and α, β take values of 1,2. From

the commutation relations it can be shown that:

P µPµQ|b >= P µPµ|f >= m2
f |f > (2.9)

but also

P µPµQ|b >= QP µPµ|b >= m2
bQ|b >= m2

b |f > (2.10)

Therefore the masses of the boson and the fermions must be the same. This has not

been observed experimentally which leads to the conclusion that if SUSY exists it

must be broken so that the masses of the bosons and the corresponding fermions must

be different.

2.1 The Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is a straightforward supersym-

metric extension of the SM. It is designed to satisfy the phenomenological constraints
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imposed by the experimental observations. SUSY transformations do not act in the

SU(3), SU(2), U(1) degrees of freedom. For example a lepton doublet cannot have the

Higgs boson as a super-partner since the Higgs doublet doesn’t carry lepton number

which needs to be conserved. Therefore, the spectrum of SM particles must be dou-

bled in the MSSM. There are two types of super-multiplets in SUSY theories: Chiral

super-multipltes that contain one fermion and a complex scalar boson and gauge su-

permultiplets that contain one vector boson and one fermion. All fermions in the SM

are parts of chiral super-multiplets. Their scalar super-partners are called squarks and

sleptons and are coupling to the electroweak interactions exactly as the nominal SM

particles. The SM vector boson fields are members of gauge super-multiplets and their

fermionic super-partners are known as gauginos (gluinos,winos,binos). Photinos and

zinos are defined as linear combinations of winos and binos, exactly as in the SM case.

For the Higgs sector two Higgs doublets are needed and their corresponding fermion

super-partners (Higgsinos). The Higgs sector is described in detail in the next section.

In SUSY, particles are assigned a quantum number known as R-parity defined

as:

R = (−1)3B+L+2S, (2.11)

where B is the baryon number, L is the lepton number and S is the spin. R is

+1 for usual SM particles and −1 for SUSY particles. The R parity is introduced

to forbid couplings in the theory that allow the baryon and lepton numbers to not

be conserved. Such couplings would allow decay of the proton. Conservation of R

parity introduces additional phenomenological constraints such as the fact that the

lighter supersymmetric particle (LSP) is stable. This is interesting in the sense that
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LSP could be a very good candidate for dark matter. In addition, the production of

supersymmetric particles in colliders must conserve the R parity therefore they are

always produced in pairs.

2.2 The Higgs Sector in the MSSM

In the MSSM, the Higgs sector is described by a model consisting of two Higgs doublets.

Φ1 =

(
φ0∗

1

−φ−1

)
Φ2 =

(
φ†2
φ0

2

)
(2.12)

The Φ1 doublet has hypercharge of −1 and gives masses to the down-type quarks

and charged leptons while the Φ2 doublet gives masses to the up-type quarks. In the

MSSM two doublets are needed two cancel out anomalies in triangle diagrams with

three bosons and a triangle loop. Those diagrams cancel in the SM due to the equal

number of quark and lepton generations. In the same manner, two Higgs doublets are

needed to cancel out the anomalies in the triangle loops with higgsinos in the loop.

Each Higgs doublet has a different vacuum expectation value. Translating the fields

at their minima gives the following mass eigenstates:(
H

h

)
=
√

2

(
cosα sinα

− sinα cosα

)(
Reφ0∗

1 − υ1

Reφ0
2 − υ2

)
(2.13)

A =
√

2(sin βImφ0∗
1 + cos βImφ0

2), (2.14)

H− = (H+)∗ = −φ−1 sin β + φ−2 cos β (2.15)

Therefore in the MSSM the Higgs sector consists of two scalar bosons h,H , a pseudo-

scalar A and a pair of charged Higgs bosons H±. The angle β is related to the vacuum

expectation values of the two Higgs doublets as

tan β =
υ1

υ2

(2.16)
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At tree level, the MSSM Higgs sector is described only by two parameters which can

be the mass of the pseudo-scalar A and the tan β. The masses of the other neutral

bosons are given by:

m2
h =

1

2
(m2

A +m2
Z −

√
(m2

A −m2
Z)2 + 4m2

Zm
2
A sin2(2β) (2.17)

m2
H =

1

2
(m2

A +m2
Z +

√
(m2

A −m2
Z)2 + 4m2

Zm
2
A sin2(2β) (2.18)

while the mass of charged Higgs in tree level is given by

m2
H± = m2

A +M2
W (2.19)

To make reliable phenomenological predictions, loop corrections have to be in-

cluded that depend on the masses of the SUSY particles. Therefore specific benchmark

scenarios are chosen for the MSSM based on the SUSY parameters. This thesis uses

the mmax
h scenario [20] which is defined by:

MSUSY = 1 TeV, Xt = 2MSUSY, µ = 200 GeV,

Meg = 800 GeV, M2 = 200 GeV, Ab = At,

(2.20)

where MSUSY denotes the common soft-SUSY-breaking squark mass of the third gen-

eration, Xt = At − µ/ tan β the stop mixing parameter, At and Ab the stop and sbot-

tom trilinear couplings, respectively, µ the Higgsino mass parameter, Meg the gluino

mass, and M2 the SU(2)-gaugino mass parameter. M1 is fixed via the GUT-relation

M1 = 5/3M2 sin θw/ cos θw.

2.3 MSSM Higgs production in proton collisions

The two doublet structure of the Higgs sector in the MSSM is responsible for some

very interesting phenomenological effects that do not appear in the SM. The dominant
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Figure 2.2: Dominant MSSM Higgs production mechanisms in proton collisions.

production mechanisms are gluon fusion and associated production of b quarks (Figure

2.2)). For large values of tan β, O(10), the couplings to the down-type fermions is

enhanced practically for the heaviest ones (b, τ) resulting in higher branching ratios

for the φ → τ+τ− and φ → bb̄ final states that are almost constant as a function

of mA at the values of 10% and 90% respectively. In addition, the top loop in the
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mechanisms [15].
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gluon fusion is augmented by an enhanced bottom loop resulting in enhancement of

the gluon fusion cross section by a factor proportional to tan β2. Moreover, due to the

increased b couplings, the associated production with b quarks becomes a dominant

mechanism. The presence of b quarks in the final state makes possible to identify

them and enhance sensitivity against the Z → ττ background. Figure 2.3 shows the

production cross section for two different values of tan β. The enhancement of the

cross section at higher tan β, the high branching ratio to di-tau final state and the

presence of the associated production with b quarks makes the MSSM Higgs search

extremely promising at the LHC.
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Chapter 3

Experimental Setup

3.1 The Large Hadron Collider

The Large Hadron Collider(LHC) is a superconducting hadron accelerator and col-

lider consisting of two rings that are installed in the existing 26.7 km tunnel that was

constructed between 1984 and 1989 for the LEP machine [21]. Unlike LEP which

collides electrons and positrons, LHC is designed as a particle-particle collider, con-

sisting of two rings of counter rotating beams of particles. The tunnel(Figure 3.1) has

a diameter of 3.7 m, housing a twin-bore magnet which provides both rings in the

same structure. The other main characteristic of the LHC is that it utilizes the latest

technology on superconducting magnets that operate at the 2 K regime.

3.1.1 Performance Goals and Constraints

The LHC is designed to reach a center of mass energy up to 14 TeV. For any physics

process the number of events generated by LHC collisions is given by:

Nevent = Lσevent, (3.1)
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Figure 3.1: Cross section of the LHC Tunnel.

where L is the instantaneous machine luminosity and σevent is the production cross

section for this specific physics process. The machine luminosity depends on the beam

parameters and for a Gaussian distributed beam is given by:

L = F
N2

b nbfrevγr

4πεnβ∗
, (3.2)

where F the geometric luminosity reduction factor due to the crossing angle at the

interaction point(IP), Nb is the number of particles per bunch, nb the number of

bunches per beam, frev the revolution frequency, γr the relativistic gamma factor, εn

the normalized transverse beam emitance and β∗ the beta function at the collision

point The beam emitance and the β∗ are determined from the single particle transverse

motion described by the equation:

x(s) = A
√
β(s) cos [ψ(s) + δ] , (3.3)

where s is the path along beam direction and A,δ are constants of integration defined

by boundary conditions. The amplitude function, β, describes the amplitude of the

motion in the beam line. The phase depends on β and advances as dψ/ds = 1/β.
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The amplitude function at the IPs where magnets are configured to focus the beams

is designated as β∗. The number of transverse oscillations per rotation is denoted as

the tune(ν). The phase space of the motion in the transverse plane is described by an

ellipse in the (x, x′) plane where x′ = dx/ds. This ellipse has a total area of πA2. If

we consider a particle ensemble populating the phase space we define as emitance the

area populated by this particle ensemble. This area depends only on the beam energy.

For a Gaussian one dimensional beam, the emitance is defined as :

ε = π
σ2

β
(3.4)

The geometric luminosity reduction factor is given by:

F =

(
1 +

(
θcσz

2σ∗

)2
)−1/2

, (3.5)

where θc is the full crossing angle in the IP, σz is the RMS bunch length and σ∗ the

transverse RMS beam size at the IP. The LHC is designed to operate at a maximum

luminosity of the order of L = 1034 cm−2 s−1. That implies nominal operation with

large number of bunches(2,808 per beam) and bunch crossings spaced by 25 ns. To

reach this luminosity, very large proton density is required. Therefore, proton-proton

beams are used providing the highest beam currents.

The limitations to the maximum instantaneous luminosity come from several

factors. The particle density per bunch is mainly limited by the non-linear beam-

beam interactions between particles when beams collide with each other. Beam-beam

interactions result in modification of the tune of the particles. which is expressed via

the linear tune shift given by:

ξ =
Nbrp

4πεn
. (3.6)
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In this equation, rp is the classical radius of the proton (rp = e2/4πε0mpc
2). The linear

tune shift should not exceed 0.015 when summed over all IPs in the machine. Another

parameter that affects luminosity is the mechanical aperture which is given by the

beam screen dimensions. The beam screen in the LHC has a width of 2× 22 mm and

a height of 2×17.3 mm. Setting the aperture at 10σ in terms of the RMS beam size and

accounting for imperfections in design and alignment results in a maximum nominal

beam size of 1.2 mm. Combined with a maximum β-function of 180 m in the arcs,

this implies a maximum emitance of εn = 3.75 µm. This parameter in combination

with the linear beam-beam tune shift, limits the particle density to Nb = 1.15× 1011.

Furthermore, the mechanical aperture limits the β∗ value at the IPs resulting in

lower peak luminosity. Other design parameters that affect the peak luminosity are

related to the maximum dipole field, the maximum energy that can be stored in the

machine, the heat load, the quality of the magnetic field and the beam instabilities

due to electromagnetic interactions between particles and between particles and the

conducting boundaries of the vacuum. The dipole field corresponding to a beam energy

of 7 TeV is 8.33 T. However, the operating dipole field depends on the heat load and

temperature margins inside the cryo-magnets and therefore on beam losses, causing

high dipole field to require very low beam losses during operation. Heat load refers

to heat deposition that is absorbed by the cryogenic system and it is usually due to

energy losses and synchrotron radiation. Synchrotron radiation is given by Larmor’s

formula:

P =
1

6πε0

e2α2

c3
γ4, (3.7)

where α is the centripetal acceleration. Although the LHC is a proton collider, 7 kW
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have to be removed at 1.8K around the ring due to heating from synchrotron radiation

which is an experimental challenge for the LHC.

Other parameters that limit the peak luminosity are related to the operation of

the machine. The most important metric for LHC Physics program is the integrated

luminosity for a run which is defined as:

Lint = L0τL
[
1− e−Trun/τL

]
, (3.8)

where L0 is the initial instantaneous luminosity, τL is the net luminosity lifetime and

Trun is the total length of the luminosity run. The luminosity lifetime depends on

collisions that can degrade the beam and other effects like beam-beam interactions,

radiation and scattering of particles in the residual gas. The average design luminosity

lifetime for LHC is

τL = 14.9 h (3.9)

The LHC is designed for long term operation. It will operate for about 200 days per

year. One significant parameter for high integrated luminosity is the turn-around time,

which is the time from the end of the run to the beginning of a new one. Ideally this

time is about 1.15 h due to magnet hysterysis, however experience in the operation

of LHC and other accelerators has shown that a more realistic value is of the order

of 7 h. All those parameters limit the maximum integrated luminosity that the LHC

provides in design conditions to 80 to 120 fb−1 per year.

3.1.2 Layout and Operation

The LHC Layout is depicted in Figure 3.2. The LHC consists of eight arcs and eight

straight sections. Each straight section is 528 m long and can have a collision point
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Figure 3.2: Schematic of the Layout of the LHC. Beam one is rotating clockwise while

beam two is rotating anticlockwise

that serves to host either detectors or specific LHC equipment. The main experimental

access points are Points 1, 2, 5 and 8. Points 1 and 5 host the high luminosity

experiments ATLAS and CMS respectively. Points 2 and 8 host the injection systems

for each beam. Points 3 and 7 host two collimation systems and Point 4 contains

two RF systems. The straight section at Point 6 is used for the beam dump system.

The LHC contains 23 arc cells which are 106.9 m long and consist of two 53.45 m

long half cells, each of which contains one 5.355 m long cold mass, a short straight

station(SSS) assembly and three 14.3 m long dipole magnets. The LHC arc cell layout
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is optimized for a maximum integrated dipole field along the arc with a minimum

number of magnet interconnections and smallest possible beam envelopes.

Particles cross a large accelerator complex before reaching the final LHC energies

(Figure 3.3). Protons are accumulated using hydrogen atoms after stripping off elec-

trons. Protons are first accelerated in LINAC2, a linear accelerator that consists of RF

cavities up to an energy of 50 MeV. They are then injected to the Proton Synchrotron

Booster(PSB) which ramps up the energy to 1.4 GeV, also by using RF cavities. In

the PSB beams start to get squeezed and each of the six bunches of protons in the

PSB is split into three. The next stage of accelerator is the Proton Synchrotron(PS).

In the PS the energy is increased to 24 GeV and each bunch is split into two bunches

twice. In addition, using an 80 MHz RF system, bunches are shortened so they can

fit into the 200 MHz brackets of the next RF stage. The final stage before injection

into the LHC is the Super Proton Synchrotron(SPS). The SPS increases the energy

up to 450 GeV and then the beams enter the LHC ring.

3.1.3 Operating conditions in 2011 run

During 2011 run, LHC ramped up from very low luminosity to high luminosities of

L = 2 × 1033 cm−2 s−1. The increase in luminosity was performed by increasing the

number of bunches but also optimizing optics to minimize β∗. Figure 3.4 shows the

integrated luminosity of the LHC during the 2011 Physics run.

One very important parameter for the experiments is the number of pile-up (PU)

interactions; the number of interactions in a bunch during collision. Even if LHC

experiments are designed to handle large multiplicities, large number of interactions

complicates data analysis. The total event rate, as discussed in section 3.1.1 is given
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Figure 3.3: The CERN accelerator complex.

by

R = LσT , (3.10)

where σT is the total pp inelastic cross section. Then the mean rate of events from

collisions of a bunch is given by

N =
R

RB

, (3.11)

where RB is the LHC crossing rate. Only a fraction of all LHC bunches are full (fB),
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Figure 3.4: LHC Delivered and CMS recorded luminosity in 2011 proton physics run.

therefore the mean number of interactions per crossing is defined as

µ =
LσT

RBfB

(3.12)

In the highest luminosity achieved by the LHC in the 2011 run thus far, the average

number of interactions per crossing reached the value of µ = 16.5 which makes trigger,

particle identification and data analysis very challenging.

3.2 The Compact Muon Solenoid Experiment

The Compact Muon Solenoid(CMS) detector [22] is a general purpose experiment

installed in Point 5 of the LHC ring, near the village of Cessy in France. CMS is

designed to exploit the full physics reach of the LHC. Therefore it will operate in

very high luminosity conditions. As described in section 3.1, LHC will be delivering

about 20 interactions per crossing in the center of the detector and to separate those

interactions, excellent spatial resolution is needed close to the interaction point. In

addition, due to the very high crossing rate (RB = 40 MHz at design), very high speed
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Figure 3.5: Schematic of the CMS Detector and its components.

of the detector electronics is required for time separation of the different crossings

colliding every 25 ns at LHC design. Therefore, the general concept of a detector to

operate in LHC conditions requires a large set of channels capable of operating in close

synchronization and high speed.

CMS fulfills the following requirements:

• Good charged particle momentum resolution and reconstruction efficiency in

the inner tracker, requiring high granularity for efficient reconstruction of a large

number of charged particles near each other, especially near the interaction point.

• Good electromagnetic energy resolution and wide angular coverage for recon-

structing electrons and photons.

• Good hadronic calorimeter energy resolution and hermetic coverage for providing
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good missing transverse energy performance and multi-jet mass resolution.

• Efficient identification of muons with good resolution over broad momenta ranges

and angles.

To achieve the above goals CMS uses a large superconducting solenoid magnet

that envelopes a large silicon tracker and both electromagnetic (ECAL) and hadronic

(HCAL) calorimeters. Outside the solenoid there is an iron yoke for control of the

magnetic flux return with multiple layers of muon detectors installed in it. A schematic

view of the CMS detector is presented in Figure 3.5.

3.2.1 Coordinate System

CMS uses the coordinate system with respect to the nominal collision point in the

center of the detector. The x-axis points to the center of the LHC ring, the y-axis

vertically upward and the z-axis pointing west towards the direction of the beam .

The detector is cylindrically symmetric around the beam line. The azimuthal angle φ

is defined with respect to to the x axis in the xy plane. The polar angle θ is measured

from the z axis and the radial distance from the beam line is denoted as r. The

pseudorapidity is defined as

η = − ln tan
θ

2
, (3.13)

and is preferred over the polar angle since particle production in minimum bias col-

lisions is constant as a function of pseudorapidity. Since LHC is a hadron collider,

the interesting observables (i.e energy and momentum) are defined as transverse to

the beam by measuring their x and y components and they are denoted as ET for the

transverse energy and pT for the transverse momentum.
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3.2.2 Magnet

The choice of the magnet is crucial for ensuring good performance for a high energy

physics experiment. Precise measurement of the charged particle momenta at a wide

range of energies requires high bending power that can be achieved using strong mag-

netic fields. For charged particle in a uniform magnetic field, the momentum of the

particle is given by

p = γmυ = qBr, (3.14)

where q is the charge, m is the mass and r is the bending radius. The sagitta of the

trajectory is given by

s =
L2

8r
=
qBL2

8p
, (3.15)

where L is the path length in the magnetic field and assuming that the particle crosses

the full solenoid L is equal to the radius of the solenoid. The transverse momentum

resolution depends on the magnetic field and solenoid radius as

dp

p
∝ p

BL2
, (3.16)

therefore for improvement in the resolution both a high volume and a strong field is

needed. CMS design targets both parameters since it utilizes a large solenoid of 6 m

in diameter (and also a large tracker that defines the measurable path length) and a

large magnetic field of 3.8 T. The CMS solenoid utilizes a 4-layer winding made from

a stabilized reinforced Nb Ti conductor. The flux is returned by a 10 000 ton iron yoke

comprised of 5 wheels and two endcaps that consist of 3 disks each. The yoke design

allows for four muon stations to be installed with a very large geometric coverage.
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3.2.3 Inner Tracking System

The tracker is the innermost sub-detector of the CMS apparatus. The purpose of the

tracker is to reconstruct the trajectories and momenta of charged particles that emerge

from LHC collision as well as the position of the primary and displaced vertices for re-

jecting additional interactions and to reconstruct objects with significant lifetimes such

as b-jets. The inner tracking system consists of the pixel detector and the silicon strip

tracker. For efficient reconstruction of LHC collisions, low hit occupancy and large

hit redundancy are required. Low hit occupancy is established by high granularity of

the detector and measurement redundancy is achieved by a large number of detector

layers. Both those parameters result in a large number of on detector electronics which

require efficient cooling and result in a large material budget in the tracker. Large

material in the detector causes Coulomb scattering, limiting the track measurement

accuracy, nuclear interactions between tracks and material, bremmstralung for elec-

trons and conversions of photons to electron pairs. All those effects spoil the particle

reconstruction resulting in a compromise in the tracker design. In addition, due to the

huge particle flux the detector electronics must be designed to operate in a hard radia-

tion environment, which implies additional design constraints. CMS has opted for for

a full-silicon tracking system that is composed of a pixel detector and a silicon strip

tracker, providing high reconstruction performance up to η < 2.4. The dimensions

are 5.4 m in length and 2.2 m in diameter, making the CMS tracker the largest inner

detector ever built in a high energy physics experiment. Figure 3.6 shows the material

budget of the tracker in units of radiation length as a function of pseudorapidity. The
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radiation length(X0) corresponds to the mean distance over which a high energy elec-

tron loses all but 1/e of its energy or to 7/9 of the mean free path for pair production

of a high energy photon [17]. At η = 0, the tracker material budget corresponds to

about 0.4 X0 while at the boundary between barrel end endcap the material budget

reaches a value of 1.8 X0 due to cabling and other services in this region.

Figure 3.6: Tracker material budget in units of radiation length as a function of

pseudorapidity for the different sub-detectors (left) and by functional contributions

(right)

3.2.3.1 Pixel Detector

The pixel detector is the detector located nearest to the interaction point and faces

very large particle flux in this region. It contributes precise tracking points in r, φ

and z and therefore is responsible for a small impact parameter resolution that is

important for good secondary vertex reconstruction of b and τ decays. To achieve

this resolution, a pixel cell size of 100 × 150µm2 is utilized. The pixel system has a

zero-suppressed analog pulse height read-out scheme that improves position resolution

and helps separating signal and noise hits as well as identifying large hit clusters from
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overlapping tracks.

Figure 3.7: Hit coverage of the CMS pixel detector.

The layout of the pixel system consists of three layers of pixel modules placed at

radii of 4.4, 7.3 and 10.2 cm and two endcap discs extending from 6 to 15 cm in radius

placed at 34.5 cm and 46.5 cm from the nominal interaction point. The pseudorapidity

range covered is −2.5 < η < 2.5 and the arrangement of the barrel layers and endcap

disks ensures the existence of three measurement points almost over full covered range

as shown in Figure 3.7.

3.2.3.2 Silicon Strip Tracker

Outside the pixel detector the particle flux is much lower so silicon micro-strip de-

tectors are utilized. The silicon strip tracker (SST) consists of three different sub-

systems(Figure 3.8). The Tracker Inner Barrel and Disks(TIB/TID), extending in a

radius of 55 cm, are composed of four barrel layers and three disks at each end. The

SST provides up to 4 r − φ measurements with a position resolution of 23µm in the

two inner layers and 35µm in the two outer layers. The TIB and TID are surrounded

by the Tracker Outer Barrel system (TOB). TOB consists of 6 barrel layers, providing

a resolution of 53µm in the first four layers and 35µm for the two outer layers. It ex-
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Figure 3.8: Schematic cross section of the CMS silicon tracker. Each line corresponds

to a detector module while double lines correspond to back-to back modules.

tends up to z = 118 cm and beyond this z range, the Tracker endcaps (TEC+,TEC-)

provide the additional forward coverage up to η < 2.5. Each TEC provides 9 φ mea-

surements per trajectory and extends to z = 282 cm. In addition the first two layers of

TIB/TID and TOB, as well as rings 1,2 and 5 of the TEC, carry a second micro-strip

module with sensors in both sides with an angle of 100 mrad in order to provide a

measurement of the second coordinate z or r in the barrel and discs respectively.

3.2.4 Electromagnetic Calorimeter

The CMS electromagnetic calorimeter(ECAL) is a hermetic homogeneous calorimeter

made of 61200 lead tungstate(PbWO4) crystals mounted in the central barrel part

accompanied by 7324 crystals in each of the two endcaps. A preshower detector is

installed at the face of each of the two endcaps. Avalanche photo-diodes(APDs) are

used as photo-detectors in the barrel and vacuum photo-triodes(VPT) in the endcaps.
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Figure 3.9: Layout of the CMS Electromagnetic calorimeter showing the arrangement

of crystals, supermodules and endcaps with the preshower in front.

The choice of high density crystals allowed CMS to build a compact calorimeter which

provides fast response, high granularity and good energy resolution. The design of

the electromagnetic calorimeter is motivated by the search for Higgs bosons in the di-

photon final state where optimal position and energy resolution for photons is essential

for Higgs discovery. The layout of the CMS ECAL is presented in Figure 3.9.

3.2.4.1 Lead Tungstate Crystals

The choice of the crystals is very important for the performance of an electromagnetic

calorimeter. For precise measurement of the energy, leakage outside the crystals has to
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be minimized. This is achieved by choosing a crystal material with low radiation length

and moliere radius. Lead tungstate crystals provide a radiation length of 0.89 cm and

their high density leads to a compact design resulting in 25.8 radiation lengths in 23 cm

crystals. The position resolution is optimized by requiring small transverse size of the

electromagnetic shower. The transverse profile of electromagnetic showers is expressed

by the Moliere radius(RM). About 90% of the electromagnetic energy of a shower lies

within a cylinder with radius equal to RM . The Moliere radius of the lead tungstate

crystals is 2.2 cm and combined with a barrel crystal front face of 2.2×2.2 cm2 ensures

that the core of the shower will be included in a 2 × 2 crystal area. Lead tungstate

provides optimal scintillation time since about 80% of the light is emited in 25 ns

which is the nominal beam crossing time separation.

3.2.4.2 Calorimeter Resolution

For energies of electromagnetic showers below 500 GeV, where energy leakage from the

end of the calorimeter is negligible, the resolution of the electromagnetic calorimeter

can be modeled in three terms:

( σ
E

)2

=

(
S√
E

)2

+

(
N

E

)2

+ C2, (3.17)

where S is the stochastic term, N is the noise term and C is the constant term.

The stochastic term describes statistics related fluctuations such as intrinsic shower

fluctuations, photoelectron statistics, dead material in front of the calorimeter and

sampling fluctuations. The main contribution to the constant term C are detector non-

uniformity, calibration uncertainty, radiation damage to the calorimeter and leakage

from the outside of a crystal. The constant term can be reduced by utilizing radiation
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Figure 3.10: Longitudinal view of the CMS detector showing the Hadronic Calorimeter

components.

hard media and performing in-situ calibration. CMS calorimeter accounts for both

factors by utilizing a laser monitoring and calibration system. The noise term is

related to the electronics noise and it is estimated by measuring the contribution

from electronics noise after summing over some Moliere radii. One additional noise

factor can come from pile-up where remnant energy from a previous crossing can be

accounted in the measurement. Test beam results indicate that by measuring energy

in a 3× 3 crystal lattice, the resolution of the CMS ECAL is given by:

( σ
E

)2

=

(
2.8%√
E

)2

+

(
0.12

E

)2

+ (0.30%)2, (3.18)

where E is the energy as measured in GeV.

3.2.5 Hadron Calorimeter

The CMS Hadron Calorimeter(HCAL) is responsible for measuring the energies of the

hadrons produced in LHC collisions, especially the neutral ones since pions and kaons
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are measured very precisely by also estimating their momenta with the silicon tracker.

In addition, for adequate measurement of the missing transverse energy, hermetic

coverage is needed up to |η| < 5. The CMS HCAL is a brass/scintillator sampling

calorimeter. Most of it is installed between the electromagnetic calorimeter and the

solenoid magnet while small part of it is installed outside the magnet and it consists

of four different subsystems:

• Barrel Hadron Calorimeter (HB) : located between ECAL barrel and the

magnet covering up to |η| < 1.4.

• Endcap Hadron Calorimeter (HE) : located inside the magnet, consisting

of two endcaps complementing HB and extending the coverage up to |η| < 3.0.

• Outer Hadron Calorimeter (HO) : located outside the magnet,in the barrel

using the magnet as additional absorber providing the additional absorber length

required for the barrel region.

• Forward Hadron Calorimeter (HF) : placed 11.2 m from the nominal in-

teraction point extending the coverage from |η| > 3 up to |η| < 5.2.

The layout of the CMS HCAL is depicted in Figure 3.10. The length scale of hadronic

calorimetry is designated as the interaction length (λI) which corresponds to the mean

free path of a hadron before undergoing an interaction in a given medium. The HB

absorber consists of a 40 mm thick front steel plate, followed by eight 50.5 mm thick

brass plates, six 56.5 mm thick brass plates and a 75 mm thick steel plate. The total

absorber thickness at incident angle of 90◦ is 5.82 interaction lengths (λI) while at

η = 1.3 it is 10.6 interaction lengths. The electromagnetic calorimeter adds about
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1.1 λI of additional material. The endcap part uses the same absorber but the plates

have a thickness of 79 mm. Between the absorber layers, plastic scintillator tiles as

placed resulting in 70 000 tiles for the whole detector. The granularity of the tiles

corresponds to ∆η×∆φ of 0.087×0.087 in the range of |η| < 1.6 and 0.17×0.17 in the

region of η > 1.6. The HO utilizes the magnet as additional absorber corresponding to

an additional 1.4λI of material at normal incidence and it consists of two scintillator

layers with the same granularity as HB. The total depth in the central region sums

to about 11.8λI . The light produced in the HB scintillators is transferred to the

Hybrid Photo Diodes (HPDs) via optical fibers. HPDs consist of a photo-cathode

held at a HV −8 kVat a distance of approximately 3mm from a pixelated silicon

photo-diode and can provide a gain of 2000. The forward calorimeter (HF) design

is very challenging, since in the LHC environment on average 760 GeV of energy are

deposited in the forward calorimeters, compared to an average of 100 GeV in the rest

of the detector. This flux introduces the need for radiation hard design. CMS opted

for a Cherenkov based calorimeter using quartz fibers as an active material embedded

in a steel absorber. The signal is generated when charged shower particles above the

Cherenkov threshold generate light that is captured by photo-multipliers(PMT). The

HF is therefore more sensitive to the electromagnetic showers and some relativistic

charged pions. In the case of hadronic calorimetry, in contrast to the electromagnetic

calorimetry, the best achievable energy resolution is limited due to the nature of the

hadronic interactions. During a hadronic interaction, a part of the energy is purely

electromagnetic due to the presence of π0 and η mesons decaying to photon pairs and

it is measured directly by the photo-detectors. Charged particles, on the other hand
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produce signal by ionization, excitation and nuclear interactions. In most of the cases,

a significant fraction of the energy of the order of 20− 35%, deposited in a sampling

calorimeter is not visible resulting in degraded resolution. For the CMS hadronic

calorimeter, the resolution is described as:( σ
E

)2

=

(
90%√
E

)2

+ (4.5%)2, (3.19)

for the HB, HO and HE and( σ
E

)2

=

(
172%√
E

)2

+ (9.0%)2, (3.20)

for the HF.

3.2.6 Muon System

Muons are very important particles for LHC physics searches. Therefore, efficient

and precise muon identification is one of the main requirements that influenced the

design of CMS. Muons have a lifetime of about 2.19 × 10−6 s [17], even longer at

relativistic speed. Therefore they cross the full detector before decaying. In addition,

bremmstrahlung is suppressed by a factor of (me/mµ)2 with respect to electrons for

muons below 100 GeV which implies that the muon does not stop in the calorimeters

but rather interacts via ionization. Muons are therefore expected to produce a track in

the CMS tracker and then escape the calorimeter by depositing very small energy in it.

In addition, for very energetic muons, the tracker cannot provide sufficient momentum

resolution due to the small sagita of the very energetic track. This creates the need

of a special muon system outside the calorimeters that can provide identification and

momentum measurement. The purpose of the muon detectors is three-fold:

• Efficient muon identification
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Figure 3.11: Layout of one quadrant of the muon system in the r − z plane showing

the position of muon sub-detectors.

• Precise measurement of muon momentum and charge

• High speed able to provide muon triggering capabilities.

The muon detectors are placed inside the iron yoke to exploit the return field that pro-

vides bending of the particles for momentum measurement. The muon system follows

a cylindrical geometry according to the whole CMS design and utilizes three types

of gaseous detectors that are based on different complementary technologies. In the

barrel region, drift tube(DT) chambers and resistive plate chambers(RPC) are used.

The endcap region is instrumented by RPCs and also Cathode Strip Chambers(CSC)

that provide better performance than DTs in a more dense radiation environment. A

layout of the muon system is depicted in Figure 3.11.

3.2.6.1 Drift Tube Chambers

In the CMS barrel, where the muon rate is under control, four layers of muon stations

are used, occupied by Drift Tube(DT) Chambers covering up to |η| < 1.2. Drift Tube
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chambers consist of individual drift tube cells that contain a 50µm-diameter anode

wire and two electrode plates that create the drift electric field. The walls of the cell

are grounded, acting as cathodes. The cells are filled with a gas mixture of 85% Ar

and 15% CO2 and the wire and electrodes are operated with a voltage difference of

about 1.8 kV. Picking a transverse dimension for the cell of 21 mm to optimize drift

time, gain and number of channels, all the above design conditions provide a gain of

105, resulting in a drift time of 380 ns and a linear relationship between drift time and

drift path which is essential for the chamber to provide triggering capabilities. The

basic DT cell is shown in Figure 3.12. Each DT chamber is made of three(or two)

Figure 3.12: The individual Drift Tube cell and operation principle.

super-layers(SL) where each super-layer is made of four layers of drift cells staggered

by half a cell.The outer SLs have wires aligned parallel to the beam line providing

a measurement in the transverse bending plane while in the inner SL, the wires are

perpendicular to the beam line to provide a measurement of the z position of the

track.
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3.2.6.2 Cathode Strip Chambers

The Cathode Strip Chambers(CSCs) are installed in the endcaps, providing full muon

coverage up to |η| < 2.4. The CSCs are multi-wire propotional chambers consisting

of six planes of anode wires interleaved among seven cathode panels. Wires run az-

imuthially, defining the tracks radial component, while strips are milled on cathode

panels and run lengthwise at a constant ∆φ width. The angular φ position of the

track is estimated by extrapolating the charge that is induced on the strips as shown

in Figure 3.13.

Figure 3.13: Cathode Strip Chamber operation principle.

The nominal gas mixture is 40% Ar, 50% CO2 and 10% CF4. The addition of CF4

is used to avoid polymerization of the wires. The CSCs can operate at high rates and

in large and non-uniform magnetic fields without requiring precise monitoring of gas,

pressure or temperature and can provide trigger and precision position measurement
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in the same device. The wires give very fast signals that provide very good time

resolution while the development of the avalance on the strips gives very good position

resolution.

3.2.6.3 Resistive Plate Chambers

Resistive Plate Chambers (RPC) are gaseous parallel plate detectors that combine

adequate position resolution with very high speed. RPCs are able to tag the presence

of an ionizing particle in much less than a bunch crossing, which makes RPCs an

ideal trigger device since they can associate the correct bunch crossing with the muon.

The CMS RPC chamber consists of two gaps operated in an avalanche mode with

read-out strips in between. The total induced signal is the sum of the induced signal

in both gaps. RPCs need intensive monitoring of temperature, humidity and pressure

to ensure stability of conditions for proper operation. The RPC system spans both

barrel and endcap and for the initial CMS operation chambers have been installed up

to η < 1.6.

3.2.7 Trigger

The LHC provides proton collisions at high interaction rates with a designed bunch

crossing rate of 40 MHz. Each recorded event in CMS has a nominal size of 0.5−1MB

which makes impossible to store and process this huge number of events. There-

fore, a drastic rate reduction is achieved in real time using the trigger system. CMS

uses a two-level trigger architecture that consists of the level 1 (L1) and high level

trigger(HLT). The L1 trigger is based on hardware and consists of custom-designed,

programmable electronics whereas the high level trigger is based on software that runs
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on a large filter farm of commercial processors.

3.2.7.1 L1 Trigger

The L1 Trigger uses coarse information from the Calorimeter and the Muon system,

while holding the high resolution data in pipelined memories in the front-end elec-

tronics. The purpose of the L1 Trigger is to perform the sufficient reduction from the

input crossing rate of 40 MHz to provide a maximum output rate of 100 kHz. The L1

Trigger starts from local information in calorimeters and muon detectors. This local

information is encoded in the form of trigger primitives that define the coarse data

to be used in the trigger algorithms, essentially hit patterns and segments in muon

chambers and energies in the calorimeters. The next step uses the regional triggers

that combine information from trigger primitives to build ranked trigger objects in lo-

calized regions of the detector. The Global Muon and Calorimeter Triggers then sort

the regionally created candidates and forward the highest ranked ones to the Global

Trigger(GT). No decision for selecting the event is taken before the Global Trigger.

The GT combines all information from the global muon and calorimeter trigger and

can flexibly apply topological requirements and requirements for combinations of ob-

jects which are crucial for efficient triggering of interesting physics events as luminosity

increases. The different parts of the L1 Trigger system are shown in Figure 3.14. The

Calorimeter Trigger starts from the Trigger Primitive Generators(TPGs) in electro-

magnetic and hadron calorimeter. The Trigger primitives segmentation almost follows

the HCAL segmentation of 0.087 × 0.087 towers in the barrel and larger in endcap

therefore the individual ECAL crystal information is summed to similar sized towers

for trigger primitive generators. However, since an electron or photon is expected to
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Figure 3.14: Architecture of the CMS L1 Trigger system.

be very narrow in η direction and broader in the bending φ direction one additional bit

is formed in ECAL TPGs requiring a deposit in a narrow crystal profile in η to be con-

fined within two crystals in this direction. The transverse energy and the additional

bits are then forwarded to the Regional Calorimeter Trigger(RCT). The RCT uses the

towers to form electron or photon (e/γ) candidates and regions of 5 × 5 towers that

are forwarded in the Global Calorimeter Trigger(GCT). In addition, the RCT creates

sums of ECAL and HCAL energies to broader regions that are used later in the GCT

to form jets. The regions are accompanied by a bit showing the compatibility of a

region with the tau-lepton hypothesis. The GCT sorts the electron candidates and

forms jets by combining the regions created in the RCT. Then it sorts the highest e/γ

and jets and forwards them in the Global Trigger.

The muon trigger uses all muon sub-detectors in the trigger. Trigger Primitives

in the form of track segments are created in the DT and CSC system. Then in
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regional level the DT or the CSC track finders combine the segments to build muon

tracks assigning a transverse momentum to them using Look-Up tables. The RPC

system, being much faster provides its own track in the form of hit patterns created

by the individual segments. All the regional information is forwarded to the global

muon trigger (GMT) that combines all information, providing tracks with equal or

better resolution than the regional ones. Then the tracks are ranked and forwarded

in the Global Trigger.

3.2.7.2 Regional Calorimeter Trigger

The Regional Calorimeter Trigger consists of eighteen crates installed in nine racks

in the CMS underground electronics room. Each crate corresponds to one slice in

the (η, φ) Calorimeter TPG lattice and contains seven cards, with two regions per

card resulting in fourteen regions per crate. For each trigger tower, the RCT takes

as input two 8-bit calorimeter transverse energies, two energy characterization bits,

an LHC bunch crossing bit and 5 bits of error detection from ECAL, HCAL and HF

electronics. The RCT e/γ algorithm starts from the trigger towers and using look-

up tables it forms the sum of the ECAL and HCAL energies as well as the ratio of

HCAL to ECAL energy (H/E) which is used as a requirement to discriminate electrons

and photons from pions and electromagnetic deposits in jets. The L1 e/γ algorithm is

applied on trigger towers that have energy higher than their four immediate neighbors.

The seeding tower must have a compatible electromagnetic deposit which is confirmed

by requiring that the finegrain veto bit is not set. Then, the tower energy is combined

with the nearest highest energy neighbor to account for particles that deposit energy

into two towers. The sum of the two energies is associated with the e/γ candidate.
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To further discriminate against jets, isolation can be applied by requiring low energy

surrounding the primary tower. If the eight towers around the primary tower have two

full sides (L patterns) below a configurable threshold and those towers finegrain bit

is not set,then the candidate is isolated. Each crate sorts the candidates and creates

two collections of the four highest ranked isolated and non-isolated candidates. The

isolated and non isolated collections are mutually exclusive.

Figure 3.15: Regional Calorimeter Trigger e/γ identification algorithm (up) and tau

veto bit algorithm (down).

The RCT also calculates the energy sums of the 4 × 4 tower regions that are

used later for jet reconstruction in the GCT. During the creation of those regions,
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the RCT checks if the region is compatible with a hadronic τ lepton hypothesis by

examining the energy profile. If the energy is not confined in a 2 × 2 tower cluster

in the region where all other towers are below a programmable threshold then a tau

veto bit is set indicating the region is not compatible with a tau lepton hypothesis.

The transverse energy of the region and the tau veto bit is then sent to the GCT

for jet reconstruction. The RCT e/γ and tau identification algorithms are depicted

in Figure 3.15. High performance of the Regional Calorimeter Trigger is essential for

triggering electrons photons and taus that are crucial objects for the CMS physics

program. The performance of the RCT is monitored during and after data-taking

by constantly comparing the trigger output with the expected output from emulating

the system. The RCT Emulator is a high level software package designed to provide

the response of the hardware for any inputs. Using a high level design like this, it is

possible to cross-check the hardware configuration and the observed behavior against

the expected behavior of the system and spot possible problems that can appear in

the cards that result in a non-expected behavior. The RCT data quality monitoring

software package runs the RCT emulator on a subset of events and compares the

emulator response with the hardware response for this event. Figure 3.16 shows a

comparison of the e/γ candidate and region response in η × φ bins of the L1 Trigger

lattice showing excellent performance of the RCT in LHC physics runs.

3.2.7.3 High Level Trigger

The High Level Trigger(HLT) processes the events accepted by the L1 trigger by using

a filter farm of commercial processors. The main goal of the HLT is to reduce the

incoming event rate of 100 kHz by 103, reaching an output rate of the order of 300 Hz.
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Figure 3.16: RCT Data Quality Comparator between data and emulator of the trans-

verse energy of e/γ and regions as a function of the tower index in η − φ space.

Excellent agreement is observed between emulator and hardware.

After the event is selected at L1, the data corresponding to the same bunch crossing

have to be transferred from the readout units to a single processor to be processed

at the HLT. A fast network (Event Builder) is utilized that sequentially streams all

the data of each crossing to an individual filter unit for HLT processing. Since HLT

processing is much slower than L1, this procedure is serial, resulting each node in the

farm processing a different event. The number of processors in the farm needs to be

sufficient such that when the last node is occupied, the first node is available for a

next event. However large safety factors have to be used for the case of failing nodes

or nodes that take much more time to process events due to algorithm and events

peculiarities (i.e huge number of tracks to be reconstructed). The time to process

each event in the HLT mostly depends on the time to run specific complex algorithms

such as track reconstruction. To optimize the time each node takes to process each

event, the HLT utilizes several steps of event rejection. Simpler algorithms run first

and basic requirements are applied before running more complex algorithms that take
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a longer time. If the event is rejected in the first step, complex algorithms do not run

at all and the processing node is free to accept the next event. One example is the

muon high level trigger that starts by unpacking the muon chamber digits. Regional

reconstruction is performed in the muon system around the L1 track and if a good

track exists, the next step unpacks the tracker digits and runs inner tracking around

the same track making a full muon global track similar to the offline reconstruction.

The algorithms used at the High Level Trigger are written in C++ and they are very

similar to identical with the algorithms that run in the offline event reconstruction

to achieve compatibility with the offline reconstruction and high trigger efficiency

for offline selected high quality objects. More details about the High Level Trigger

designed for this analysis is included in Chapters 5 and 6.
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Chapter 4

Event Simulation

Physics and detector simulation is necessary in high energy physics to model complex

physics processes, optimize analysis techniques and understand the performance of the

numerous and complex sub-detectors of an apparatus such as CMS. Physics event and

detector response simulation is performed using the Monte Carlo(MC) method [23].

The Monte Carlo method uses random sampling applied to a theoretical model to

predict its expected behavior in realistic conditions. It relies on computer simulations

and can give correct solutions especially in cases where a deterministic solution cannot

be derived. Examples in high energy physics include event simulation where particles

are produced in random direction and position but obey the theoretical constraints

and also detector simulation where the detector behavior during passage of particles

through it is modeled precisely including any external parameters such as electronics

noise, noise of neighboring sub-detectors and other effects(e.g. temperature changes).

4.1 Physics Event Generation

Event generation is the first step in the simulation process and refers to the procedure

of simulating a collision using programs known as MC generators [24] . Event gener-
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ation is usually performed in many steps following a modular approach, often using

different MC programs for each step.

4.1.1 Hard Scattering Process

The first step in event generation is the simulation of the hard scattering process. To

illustrate the generation process we assume Z production at tree level and decay to

tau pairs, pp→ Z → τ+τ−. This process has a matrix element M(qq̄ → Z → τ+τ−)

and the total cross section taking into account the parton distribution functions is:

dσ =
1

3
fqfq̄

1

2(xys)2

∣∣M(qq̄ → Z → τ+τ−)
∣∣2 d cos θdφdxdy

8(2π)2
, (4.1)

where fq, fq̄ are the parton distribution functions of the proton for each quark q and

s is the square of the center of mass energy of the LHC, where
√
s = 7 TeV. The

momentum fractions that each quark carries from the original proton are denoted as

x and y. For the calculation of the cross section, Eq 4.1 is integrated using MC by

picking uniform random numbers (θ, φ, x, y, q) and calculating the average < dσ >

which is an approximation of the cross section integral. Each element dσ is referred

to as the event weight.

In the case of event generation, the purpose is not the calculation of the cross

section , but the creation of particles produced by a random collision due to the process

under test, in this case Z production. To achieve this goal, the maximum event weight

dσMAX is calculated by scanning the phase space and then each infinitesimal element

dσ is normalized by calculating dσ/dσMAX . Then, a uniformly distributed number

0 < g < 1 is generated and if dσ/dσMAX > g this element in phase space is generated

and the kinematics of the decay are obtained. Before the output is converted to
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particles that will be simulated within the detector, additional processes, e.g. NLO

effects, (radiation of gluons, quarks and photons ), evolution of jets (hadronization)

and decays of tau leptons need to be performed.

Figure 4.1: Illustration of the hard scattering process, parton shower, hadronization

and decay during the generation of an event with two quarks in the final state.

4.1.2 Parton Shower, Underlying Event and Hadronization

After the hard process has been generated, higher order effects are added by “evolv-

ing” the event using parton shower simulation, which allows partons to split in pairs

of other partons (i.e g → qq̄, q → gq ). The resulting partons can branch further,

resulting in a large number of final quarks and gluons that are not allowed to exist in

isolation due to color confinement. The next step is the modeling of the underlying

event(UE). UE refers to the beam remnants of the proton after the partons contribut-

ing to the hard scatter have been pulled out. The beam remnants recoil against a
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very small transverse momentum, present due to the motion of the partons inside the

proton. The resulting partons are then grouped together into color singlet composite

hadrons using a phenomenological model known as hadronization. The hadronization

scale is in the non-pertubative regime. Therefore, crude phenomenological models

which contain several parameters tuned with experimental data are used. Because the

hadronization scale is much smaller than the hard scales, the impact of the choice of

the hadronization model is small for most physics processes. Any resonances created

during the hadronization process are decayed. Finally the possibility of multi-parton

interactions where two or more partons per proton can interact is taken into account

and is added to the simulated event. Figure 4.1 shows the different steps in the event

generation using as an example a proton collision resulting in two quarks followed by

parton shower and hadronization.

4.1.3 MC Generator Programs

Several MC simulation programs are used to model the processes in this analysis de-

pending on the peculiarities of the different final states under study. A brief description

of the respective generators is described in the next sections.

4.1.3.1 PYTHIA

PYTHIA [25] is a general purpose event generator for lepton and hadron colliders.

It consists of a sub-process library containing about 240 different 2 → n sub-processes

all at leading order. Standard processes include SM vector boson and vector boson

pair production, QCD processes, SUSY, Higgs production and exotic physics. Initial

and final state showers are added to provide more realistic configurations especially
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for the internal structure of jets. Hadronization is also performed by using a phe-

nomenological model knows as the “Lund string model” [25] and the underlying event

is simulated by 2 → 2 scatterings between the remaining partons. The Parton shower

and hadronization developed in PYTHIA is also used when it is interfaced to other

generators such as MadGraph and POWHEG.

4.1.3.2 POWHEG

The POWHEG method [26] is an improvement to PYTHIA since it utilizes NLO

calculations combined with parton shower. The main idea of the POWHEG method

is that the hardest emission (the one with the highest pT) is simulated according to

the exact NLO cross section. Then during the parton shower, the hardest emission

is excluded and subsequent emissions are vetoed if they are harder than the hard-

est emission. The POWHEG method, compared with PYTHIA, provides a much

better description of basic processes such as vector boson and Higgs production and

is used explicitly to describe final states with low multiplicity such as inclusive W/Z

production.

4.1.3.3 MADGRAPH

PYTHIA is very effective when describing simple 2 → 2 processes. However, in most

experimental cases there are additional hard particles in the final state. One example

is the W+jets background in the H/Z → ττ analysis where one electron or muon is

produced from the W decay and one jet is faking a hadronic τ . This example involves

the production of a lepton, a neutrino and a jet and can be complicated further by

considering the example of vector boson fusion Higgs production and decay to tau
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pairs, qqH → qqττ . In this final state, W+3 jets is a major background with one

jet faking a tau and two other jets are faking the VBF signature. The MadGraph

generator [27] provides a better description for those types of final states utilizing

calculations of diagrams of multiple final state objects at tree level. Given a user

process, MadGraph automatically generates the amplitudes for all relevant sub-

processes and produces the mappings for the iteration over the phase space. Once the

events are generated, MadGraph is interfaced to PYTHIA for the parton shower

and hadronization procedures.

4.1.3.4 TAUOLA

tauola [28] is a MC package used explicitly to model the decays of the tau leptons

including proper description of the tau polarization. The description of the tau polar-

ization is very important in view of the fact that due to the scalar nature of the Higgs

boson, the helicity states of the produced tau leptons are different than the ones from

Z → ττ decay and this needs to be described properly. tauola utilizes an individual

phase space generator for each decay mode including specific modeling of the weak

and hadronic current and it can be interfaced to other generators that produce the

hard scattering process, e.g. PYTHIA, POWHEG and MadGraph.

4.1.4 K-factors

Even if event generators are becoming more and more sophisticated, there are usually

several calculations performed in higher orders that affect observable quantities in

the experiment. To account for those additional effects, the specific observables of a

generator such as POWHEG are re-weighted to match the spectra of the observables
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of the higher order calculation. The weights that are produced via this process are

referred as K-factors. One example is the re-weighting of the pT of the Higgs boson to

match the spectrum obtained by NNLO calculations. In this case the NNLO spectrum

is obtained using the FeHiPro [29] cross section integrator and its spectrum is used to

correct the POWHEG spectrum.
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Figure 4.2: Transverse momentum of the Higgs boson as modeled by POWHEG and

NNLO for a Higgs with mass of 120 GeV.

Figure 4.2 shows the transverse momentum of the Higgs boson as modeled by

POWHEG and NNLO using FeHiPro. POWHEG overestimates the cross section

for high transverse momenta of the Higgs. Therefore the POWHEG sample is re-

weighted according to the above distributions to match the NNLO spectrum.

4.2 Detector Simulation

The complexity of the CMS Detector requires very sophisticated simulation to properly

reproduce the detector behavior in the presence of particles from proton collisions. The
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detailed simulation is performed using the GEANT4 [30] toolkit. GEANT4 relies

on the accurate detector description including the full geometry, the materials of the

detecting devices and the dead material(e.g. cables, support, cooling ) to simulate

the particle response. It takes as input particles from the event generator and then

propagates them through the detector taking into account the measured magnetic field

map (for charged particles) and any interactions between particle and material such

as bremmstralung, multiple scattering and photon conversions. At the final stage,

GEANT4 produces a set of simulated hits in the active material such as the energy

loss of a particle in the sensitive volume of a detector. The simulated hits are then fed

to emulators of the readout and trigger electronics to simulate the event and provide

it in digitized format which is equivalent to the digital information produced by real

data events. All subsequent stages, such as event reconstruction, use the same input

collection and are the same when running on simulated events or data.

4.2.1 Simulation of Multiple Interactions

The number of interactions per crossing can very significantly affect the performance

of identifying interesting events. Therefore, the effects of pileup need to be simulated

properly to account for the changes in performance and allow for studies to improve

the performance for operation on higher luminosities. Pileup is simulated by over-

laying events at the hit level. The hard interaction is superimposed with additional

simulated minimum bias events by combining the hits between them. Both in-time

(multiple vertices per event) and out-of-time (detector response remnants from previ-

ous crossings) are simulated. For out-of-time pileup, the time information is shifted

by one bunch crossing allowing the slower detectors to be affected by the information



71

in the other crossings. Along with the simulated hits, the generator information is

also provided to allow for studies of the merged event.

The distribution of pile-up interactions in the data depends on the run period and

the respective LHC configuration. However, the production of the simulated samples is

performed centrally before or during the run. To avoid multiple simulation production

runs, the simulated samples are produced with a flat distribution of PU interactions

and that distribution is re-weighted to match the distribution of interactions in data.

4.3 Simulated Samples

The complete set of the samples and the MC generators used for this analysis is

presented in table 4.1. The SM Higgs signal is modeled using POWHEG samples. For

the gluon fusion process the POWHEG spectrum is re-weighted to match the spectrum

predicted by NNLO. In the MSSM case, where the Higgs is produced in association

with b quarks, the PYTHIA simulation is preferred since it provides an accurate

description for the 2 → 2 process that is produced. For the Z → ττ production,

POWHEG is used to describe the inclusive production while MadGraph samples

are used to describe Z+jets production in the case of final states with jets (e.g. ττ +

b, ττ+VBF). W boson production is modeled by MADGRAPH since there is always at

least one jet in the final state that will fake hadronic decays of tau lepton in addition

to the prompt lepton from the W decay. Top pair production is simulated using

MadGraph and includes cases of the presence of additional jets produced with the

top pair. Single top production is a very small background and is modeled using

POWHEG including all three contributions from t, s and tW channels. Diboson

samples simulated with PYTHIA correspond to a small fraction of the background.
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In the case of QCD multijet production, estimation of shapes and normalization in the

analysis is performed using data. However, QCD samples were used for some analysis

optimization purposes. For final states with muons, a QCD sample with a requirement

of the presence of a muon with pT > 15 GeV and η < 2.5 at the generator level is used.

This sample covers the cases where a muon is produced by a heavy flavor decay or

decays in flight of π and K mesons. While most of the muons in QCD events are real

muons, in the case of electrons, the QCD background contribution is dominated by

fake electrons from jets with electromagnetic fluctuations. This background is modeled

by requiring an electromagnetic signature at the generator level. The electromagnetic

signature requires an isolated sum of energy from electrons or photons of 20 GeV in a

cone of ∆R = 0.1. The energy deposited by hadrons in this cone should be less than

50% of the EM energy. In addition, less than 5 GeV of energy coming from charged

particles and less than 10 GeV of energy from neutral particles is allowed to exist in

an annulus defined by an outer cone of ∆R = 0.2. Finally the EM enriched sample is

required to not contain heavy flavor quark decays to electrons. For the heavy flavor

case, a separate sample is produced. For each event in a simulated sample an event

weight is assigned as following:

wgen =
σ × ε× L

Ngen

, (4.2)

where σ is the cross section, ε is the efficiency of the generator level requirements, L

is the integrated luminosity and Ngen is the number of produced events before any

generator level requirements.
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Sample Generator σ × ε[pb] Comments

SM gg → H → ττ POWHEG - with NNLO k-factors

SM qqH → qqττ POWHEG - -

SM V H → V ττ POWHEG - V denotes vector boson or tt̄ pair

SUSY gg → H → ττ POWHEG - -

SUSY bbH → bbττ PYTHIA - -

Z → ττ POWHEG 1667 gen. m`` > 20 GeV

Z → ``+jets MadGraph 3048 gen. m`` > 50 GeV

W → `ν+jets MadGraph 31314 -

tt̄+jets MadGraph 158 -

Single t (s channel ) POWHEG 4.21 -

Single t (t channel ) POWHEG 64.6 -

Single t (tW channel ) POWHEG 10.6 -

WW PYTHIA 43 -

WZ PYTHIA 18.2 -

ZZ PYTHIA 5.9 -

QCD µ enriched PYTHIA p̂T > 20 GeV, µ pT > 15 GeV

QCD EM enriched PYTHIA p̂T > 30 GeV

QCD b/c→ eν PYTHIA p̂T > 30 GeV

Table 4.1: List of simulated samples used in this analysis including normalization cross

sections and preselection requirements in generator stage.
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Chapter 5

Event Reconstruction

The collected collision information from all sub-detectors is stored in ’raw’ data format

that can be used for online event reconstruction(in HLT) or offline event reconstruction

for data analysis. The reconstruction process utilizes several algorithms to identify

particle candidates and higher level quantities used to identify and analyze useful

events.

5.1 Track and Vertex Reconstruction

Tracking and vertexing are the most important parts of CMS reconstruction since

identification of charged particles is crucial for the CMS Physics programme. In ad-

dition efficient reconstruction of the primary event vertex is extremely important to

separate the hard scattering process from pileup interactions. This section describes

the track and vertex reconstruction in CMS.

5.1.1 Track Reconstruction

Track Reconstruction in CMS [31] starts from the clustering of pixel and silicon tracker

signals into ”hits” produced by charged particles on the silicon detectors. The hit po-
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sition and their uncertainties are estimated and then used for track seed generators.

Track seeding is the process of creating initial trajectories using a small number of hits.

To define a trajectory, at least three hits or two hits and a beam/vertex constraint

are used. Seeds are created in the inner part of the tracker where the occupancy per

unit area and the effects due to the material budget (i.e. nuclear interactions) are

minimal. Several seeding categories are used, including pixel triplets, pixel pairs and

vertex/beamspot constraint, pixel-strip pairs with vertex or beamspot constraint or

strip pairs with beamspot constraint. After the seeds are created, tracks are found

by propagating the seed trajectory to each detector layer using a Kalman filter ap-

proach [32]. At each new layer, compatible hits are associated with the track and the

track parameters are updated. In case of multiple compatible hits, additional track

candidates are created. The track finding algorithm also accounts for the case where a

track did not leave a hit in the corresponding detector layer before propagating to the

next layer. During the iterative reconstruction process, a lot of ambiguities are created

in the case of multiple seeds per track or multiple tracks per seed. Trajectories are

cleaned to reduce those ambiguities by examining the number of shared hits between

track pairs. If the number of shared hits is larger than 50% of the hits of the track

with the lower number of hits, the track with lower number of hits is discarded. In

the case of equal number of hits, the track with the highest χ2 is discarded. After

ambiguities have been removed, a final track fit is performed using a Kalman Filter

with smoothing [32]. During the final fit, spurious hits that have very large residuals

from the trajectory are also removed. Finally to reject fake tracks, especially in the

case of high multiplicity in jets, several tracking quality criteria, e.g. the number of
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hits,normalized χ2 and vertex compatibility are used.

5.1.2 Iterative Tracking

Iterative tracking is tuned to maintain high efficiency and low fake rate even for tracks

reconstructed in a very dense environment(i.e inside jets) which is used extensively

for reconstructing charged particles in the Particle Flow reconstruction described in

the following sections. Iterative tracking starts with seed and track reconstruction

using very tight criteria leading to moderate efficiency but very low fake rate. Then

hits are unambiguously removed from very high quality tracks and used to seed tracks

in subsequent iterations with loosened seeding criteria. This increases the tracking

efficiency while keeping the fake rate low due to the fact that the pruned hits have

reduced combinatorics. Full track reconstruction and cleaning is performed before

the next iteration. Iterative tracking proceeds in six steps. In the first three steps

99.5% of the tracks associated with isolated muons and 90% of the pion tracks are

already reconstructed. The last iterations use also the silicon tracker for seeding tracks

created far from the interaction point to improve conversion and nuclear interaction

reconstruction.

5.1.3 Vertex Reconstruction

Vertex Reconstruction [33] uses the Deterministic Annealing(DA) algorithm [34]. The

problem of vertex finding refers to the association of a set of reconstructed tracks with

a number of reconstructed vertices along the beam line. If zi is the position of tracks

extrapolated to the beam line and zk the position of the vertex, a figure of merit can
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be defined as :

χ2 =
∑
i,k

cik
(zi − zk)

2

σ2
i

, (5.1)

where cik corresponds to a matrix defining if a track is associated with the vertex

(cik = 1) or not (cik = 0). The solution of the vertex finding problem is the mini-

mization of this χ2. However the DA algorithm uses a different probabilistic approach

where the assignment matrix cik corresponds to probabilities that can take any value

0 < cik < 1. Therefore, instead of minimizing the χ2, the algorithm finds the most

probable assignment for a given χ2 and then the χ2 is gradually reduced defining a

new assignment in each iteration. For a vertex to be selected in the analysis , it is

required to have a z position of smaller than 24 cm with respect to the center of the

detector, a ρ position of smaller than 2 cm with respect to the nominal interaction

point and more than 4 degrees of freedom. Out of the vertices selected with the above

criteria, the event primary vertex is defined as the one that maximizes:

∑
i

p2
T, (5.2)

where pT is the transverse momenta of the associated tracks.

5.2 Electron Reconstruction and Identification

Electrons in CMS are reconstructed using either ECAL or tracker seeds. ECAL seeded

reconstruction starts from an electromagnetic deposit in the ECAL and matches this

deposit with a track to build an electron candidate [35]. Track seeded reconstruction

starts from tracks and associates bremmstralung radiation to reconstruct electron

objects [36,37].



78

5.2.1 ECAL seeded reconstruction

The first step of the ECAL reconstruction is clustering of the calorimeter hits into

ECAL clusters. Basic clusters are created from ECAL cells. In the case of the endcap

(1.479 < η < 3.0) the ECAL cluster positions are extrapolated to the preshower

detector(ES) and ES clusters are built. The total cluster energy in the endcap region

is the sum of the endcap ECAL and preshower cluster energies.

The presence of material in front of the calorimeter (0.4 − 1.8X0) can cause

bremmstralung of electrons and subsequent conversions of radiated photons. Because

of the strong magnetic field of CMS, the energy flow associated with primary electrons

or converted photons spreads in the φ direction with increasing distances from the col-

lision vertex within the tracker volume. To account for those additional deposits when

calculating the electron energy, basic clusters are summed into superclusters which are

extended in φ direction. Superclusters with ET > 4 GeV are selected and matched to

track seeds in the inner tracker layers to built electron tracks from those seeds. Trajec-

tories are reconstructed using a dedicated model of the electron energy loss and fitted

using a Gaussian Sum Filter(GSF) algorithm [38]. Finally the momentum assignment

for the electron is performed by combining the energy measured in the ECAL with

the momentum assigned to the track by the GSF algorithm.

Based on the desired performance, additional selection requirements can be ap-

plied on the supercluster and on the ECAL-track matching variables. The basic dis-

criminating variables for an ECAL seeded electron are:

• The transverse shower profile along the η direction (σηη)
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• The difference in pseudorapidity (∆η) and azimuthal angle (∆φ) between the

energy weighted position of the supercluster and the GSF track as calculated in

the position of the primary vertex.

• The longitudinal shower profile quantified by the ratio of hadronic calorimeter

energy deposited in the supercluster area divided by the energy of the super-

cluster (H/E).

• The bremmstralung ratio (fbrem) defined as the momentum difference in the

outer and inner measurement state divided by the inner state momentum.

• The ECAL-track compatibility(E/p), defined as the ratio of the supercluster

energy divided by the momentum of the GSF track.

• The transverse impact parameter between the track and the primary vertex

(dxy).

5.2.2 Track seeded reconstruction

In the case of low energy electrons or electrons produced inside jets, the calorimeter

signature is very broad due to the strong magnetic field, resulting in mis-measurement

of the electron energy. In the case of electrons in jets, pollution of the supercluster

energy by particles produced near the electron also degrades the energy measurement.

To account for those effects, a dedicated track seeded electron algorithm has been

developed. The algorithm starts from all reconstructed tracks and electromagnetic

clusters. Starting from the inner track position, the bremmstralung hypothesis is

tested at each detector layer by checking the presence of an ECAL cluster at the point
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on the calorimeter surface calculated by extrapolating a straight line from the track

position and momentum vector at the corresponding detector layer. The process is

repeated for all layers and a supercluster is defined by summing all linked electromag-

netic cluster deposits. This procedure is very efficient but does not account for the

cases of additional showering effects produced by conversions of the radiated photons

that broaden the energy deposits and cannot be approximated using the tangent line

method. Those effects are recovered in two ways. Converted photon reconstruction

is performed using the track pairs to recover some of the conversions and create the

photon four vector. In the case of isolated electrons, the ECAL driven supercluster

footprint is used to assign the full energy to the electron. Due to the high probability

of reconstructing a fake low energy electron or electron in jets, a multivariate approach

is used to discriminate electrons from pions exploiting a Boosted Decision Tree(BDT)

that is described in detail elsewhere [36,37].

5.2.3 Rejection of Electrons From Converted Photons

An important background contribution to di-tau analysis, where one tau decays to

an electron and one hadronically, is due to γ+ jets production where a high energy

photon converts to an electron-positron pair and a jet is misidentified as a hadronic

tau. To reject this background, it is essential to identify and veto electrons produced by

photon conversions. Photon conversions [39] are reconstructed by combining opposite

sign track pairs (produced with the Kalman or GSF algorithm) and performing a

vertex fit of those tracks to identify conversions. The distance between the conversion

vertex and the primary vertex and the vertex fit probability as calculated from the

fit are used to discriminate against fake conversions. In addition, to reject electrons
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coming from conversions, electron tracks are required to have the expected number of

hits in the pixel detector given the track position and direction, accounting for dead

channels that are not expected to give hits in the pixel.

5.2.4 Electron Identification

Tight electron identification is necessary to reject large QCD backgrounds in the di-tau

analysis. Electron identification requirements are tuned separately in the barrel and

the endcap as well as in different electron transverse momentum ranges. In the analysis

of the electron+muon final state, it is desirable to identify electrons with transverse

energy just above 10 GeV but below 20 GeV where the background is much larger

therefore a different set of criteria are applied. The electron identification requirements

are presented in detail in table 5.1.

Electron ID Requirements

pT < 20 GeV/c pT > 20 GeV/c

Requirement Barrel Endcap Barrel Endcap

σiηiη < 0.01 0.03 0.01 0.03

|∆ηin| < 0.004 0.005 0.004 0.007

|∆φin| < 0.03 0.02 0.03 0.03

H/E < 0.025 0.025 0.04 0.025

fbrem > OR η < 1.0 AND E/p > 0.15 OR 0.95 0.15 OR 0.95 - -

Missing Inner Tracker Hits 0 0 0 0

Vertex fit probability < 10−6 10−6 10−6 10−6

Vertex distance from PV > 2 cm 2 cm 2 cm 2 cm

Table 5.1: Electron identification requirements tuned separately for high and low pT

electrons and barrel and endcap detector regions.
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5.2.5 Electron Trigger

The electron trigger starts from identified e/γ candidates produced at L1 Trigger.

Electron objects are created in Regional Calorimeter Trigger where basic identification

requirements are imposed in the electron compatibility (H/E < 0.05). The four most

energetic e/γ objects are forwarded to the Global trigger where a L1 decision takes

place. In the case that a L1 Trigger path that involves electromagnetic objects fires

the trigger, all four highest e/γ objects are used as seeds for the electron HLT. In the

first step of the electron HLT, regional ECAL reconstruction is performed around the

L1 objects using full granularity at crystal level. ECAL hits are clustered to clusters

and superclusters using identical configuration with the offline reconstruction. Basic

electromagnetic compatibility criteria (shower shape, H/E) and calorimetric isolation

are applied as well as thresholds on the electron object. For the events that pass this

step, pixel reconstruction is performed to create track seeds. Track seeds are required

to match the supercluster candidate. Then seeds that are found are extrapolated

to the supercluster and several track-supercluster matching identification criteria are

applied to define a HLT electron object. In the case of isolated triggers, track based

isolation is applied as final step to trigger the event.

5.3 Muon Reconstruction and Identification

Muons are reconstructed using combined information from the tracker and the muon

detectors. The first step of the muon reconstruction corresponds to separate track

reconstruction in the tracker and in the muon system. Based on this information
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three muon reconstruction approaches are used: standalone-muons, global muons and

tracker muons [40].

5.3.1 Standalone Muon Reconstruction

Standalone muon reconstruction is performed using only tracks from the muon system.

Standalone muon tracks are reconstructed using the Kalman Filter technique [32]

starting from local track segment seeds or from the trajectory parameters estimated

by the L1 Trigger electronics. Tracks are then propagated using an iterative algorithm

taking into account the magnetic field and multiple scattering in the material. The

choice of including additional hits from each station is based on χ2 compatibility

trials during each propagation step. After basic identification criteria, the tracks

are propagated to the closest approach of the beam-line. A beamspot constraint is

applied to improve the track pT resolution. Standalone muon tracks are mainly used

to reconstruct global muons.

5.3.2 Global Muon Reconstruction

Global Muon reconstruction starts from matching a standalone muon track to a track

in the inner tracker. The large multiplicity of tracks in the tracker necessitates the

selection of a subset that roughly corresponds in momentum and position to the stan-

dalone muon tracks. The matching is performed in two steps. Firstly, tracks in a

rectangular η×φ region are selected around the standalone muon tracks.Secondly, an

iteration is performed on the inner tracks applying more stringent spatial and momen-

tum matching criteria to select the best matching track. Both inner and standalone

tracks under test are propagated to a common surface and a quality test is performed
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comparing the position, direction and momentum compatibility on the propagated

plane and the primary vertex. After selecting the inner tracks that correspond to the

standalone muon tracks, the next step is the creation of a global track that uses all

tracker and muon hits. There is no additional pattern recognition at this step but

the hits from both sub-detectors are refitted together to form a global track. In the

case of more than one inner track candidate, the track pair that gives the best χ2 is

selected resulting in only one inner track per standalone muon track. The momentum

resolution for muons with pT < 200 GeV/c is driven by the excellent tracker resolu-

tion provided by the inner measurement. However at higher transverse momenta, the

standalone track provides significant improvement to this measurement. However in

H/Z → ττ analysis, higher transverse momenta are not relevant since muons from

tau decays tend to be soft.

5.3.3 Tracker Muon Reconstruction

Global muon reconstruction relies on the presence of a high quality standalone track in

the muon system. In the case of low pT muons, the muon system information is min-

imal and the standalone muon reconstruction fails. The tracker muon reconstruction

considers silicon tracker tracks as muons if they are compatible with signatures in the

muon system. The tracker muon algorithm starts from tracks at a given p or pT and

extrapolates them to the calorimeter and the muon system accounting for material ef-

fects. The algorithm then searches for compatible segments in the muon system. The

distance and the pull between the extrapolated track and the muon segment is used

as quality criteria for the track-segment match. During tracker muon reconstruction,

a global refit is not performed. Therefore the momentum of the muon corresponds to
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the momentum of the inner track. In the case that this muon is also a global muon the

momentum associated with it is given by the global refit. In the case of tracker muon

reconstruction where many tracks are near a set of segments in the muon system, it is

quite possible that the same set of segments is associated to more than one track. To

define a 1-1 association between segments and tracks, two algorithms are implemented

for arbitration exploiting the minimum ∆X or minimum ∆R = ∆X2 + ∆Y 2 between

segment and track. Tracker muons are very effective for lower pT muon reconstruction

exploiting the excellent silicon track resolution to extrapolate precisely into the muon

system.

5.3.4 Muon Identification

In most the cases high quality muons are reconstructed both as tracker and global

muons. The main source of background to isolated muons from tau decays are muons

coming from heavy flavor (b/c) production and muons produced in K/π decays in

flight. Muons produced in heavy flavor jets can be suppressed by exploiting the large

lifetime of B hadrons by requiring a small impact parameter, which is defined as the

distance of closest approach between the track and the primary vertex. In addition,

requirement of a minimum number of pixel hits constrains the track to be produced

near the collision point. In the case of decays in flight, the χ2 of the global track is

used to suppress them when a significant kink is produced due to the neutrino recoil

in the K/π → µνµ decay.

Since the background from heavy flavor and decays in flight is very significant

in the Z/H → ττ analysis, a tight selection is required at the muon level. Muons are

required to be identified both as global and tracker muons. The global muon track
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is required to have at least one good muon hit and the global track χ2/ndof must

be smaller than 10. The inner track is required to have at least 10 hits in the silicon

tracker and at least one hit in the pixel detector. The tracker muon is required to have

passed segment ∆X arbitration and to have at least two matched segments. Finally

the relative transverse momentum resolution ∆pT/pT is required to be better than

10%, where ∆pT is the error of the momentum measurement. Additional selection

based on the impact parameter is applied depending on the analyzed tau pair final

state. For the final states consisting of a lepton and a hadronic tau, the transverse

impact parameter with respect to the primary vertex is required to be ∆xy < 0.045cm;

large enough to account for the tau lepton lifetime.
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Figure 5.1: Leading muon transverse momentum (left) and di-muon invariant mass

(right) for the selected Z → µµ sample. The filled band in the ratio corresponds to

the uncertainties due to statistics and luminosity measurement(2.2%). No corrections

are applied to the simulation.

The muon performance is quantified using muons produced in Z boson decays .
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Figure 5.1 shows the reconstructed muon transverse momentum and di-muon invariant

mass in simulation and 4.7 fb−1 of CMS data collected in 2011. Despite the very good

agreement, residual differences in the muon identification efficiency are quantified in

chapter 7 where the simulation is corrected to match the muon performance in data.

5.3.5 Muon Trigger

The muon trigger [41] is essential for all aspects of the CMS physics program including

analysis with tau leptons where one tau decays to muon and two neutrinos. The muon

HLT starts from the output of the L1 muon trigger. The L1 muon trigger provides

coarse information about the muon candidate momenta and position, associates muons

to respective bunch crossings and provides event timing information. The subsequent

muon HLT provides full track reconstruction, muon isolation and is used as first step

in many multiple object triggers such as muon+tau trigger. The muon HLT starts

from the four highest quality candidates produced by the L1 Global Muon Trigger

(GMT). Standalone muon reconstruction is performed in the regions defined by those

candidates and using calorimeter information, isolation deposits are defined in the

case of the isolated muon triggers. Specific thresholds on the transverse momenta

and isolation are applied at this stage depending on the trigger requirements. Muon

candidates that pass those requirements are forwarded to the next step that involves

track reconstruction. Full silicon track reconstruction is applied in a constrained region

defined by the standalone track and the vertex and a refit is performed between the

tracker and the standalone tracks to form a global muon track. Finally in the case

of isolated muon triggers, track isolation can be applied around the muon to define

an isolated muon candidate. Details of the efficiency of the muon reconstruction and
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trigger using data is described in Chapter 7.

5.4 Particle Flow Reconstruction

Particle Flow(PF) reconstruction [36] combines information of all CMS sub-detectors

to define a unique event description in the form of mutually exclusive particles, the PF

candidates. PF candidates are then used to build higher level objects such as jets, taus

and missing transverse energy as well as isolation deposits for leptons. Most stable

particles produced in proton collisions at the LHC have a rather low pT even in colli-

sions involving large momentum transfer. For example, during the hadronization of a

quark or gluon jet with pT > 500 GeV/c, the average pT carried by each constituent is

of the order of 10 GeV/c while for jets with pT > 100 GeV/c the average momentum per

constituent reduces to few GeV/c . The goal of the PF algorithm is to identify as many

particles as possible even if they have low transverse momenta and energies. To achieve

this goal, specific techniques are implemented in tracking and calorimeter clustering

to identify candidates with high efficiency and low fake rate. The track reconstruction

in the PF algorithm exploits fully the iterative tracking approach described in section

5.1.2.

5.4.1 Calorimeter Clustering

The purpose of the calorimeter clustering is to identify neutral stable particles and also

deposits from charged hadrons and electrons. In case of charged hadrons with low qual-

ity reconstructed tracks, calorimeter measurement improves the energy/momentum

measurement. Calorimeter clustering is performed separately in each sub-detector:

ECAL barrel, ECAL endcap, HCAL barrel, HCAL endcap, Preshower first and sec-
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ond layer. In the case of forward calorimeter, clustering is not performed but each hit

gives rise to an individual cluster. The clustering algorithm proceeds in three steps.

First, cluster seeds are created using local calorimeter cell energy maxima. Second,

topological clusters are created by the seeds adding hits that have an adjacent crystal

side with the seed, requiring that the cluster energy is above a threshold defined by

the noise in the calorimeter electronics, namely 80 MeV in the ECAL barrel, 300 MeV

in the ECAL endcap and 800 MeV in the HCAL. Third, each topological cluster is

used as a seed for many particle flow clusters.

5.4.2 Link Algorithm

A given particle produced in CMS is expected to give rise to several individual PF

”elements” in different sub-detectors. For example, a charged hadron will give rise

to a track and a calorimeter deposit. Since the main purpose of Particle Flow is to

reconstruct the individual particles and remove the double counting of those deposits,

a linking algorithm is necessary. The link algorithm is performed on all individual

pairs of elements defining a linking distance to quantify the quality of the link. The

CMS detector is ideal for PF reconstruction because the high granularity of the track-

ing and calorimeter which enables resolution necessary to link the specific detector

elements making the separation between particles easier. The linking between a track

and calorimeter deposits proceeds as follows: the track is extrapolated from its last

measurement hit in the tracker to to the two layers of the Preshower Detector, the

ECAL and HCAL . The extrapolation points in ECAL correspond to a depth that is

defined by the maximum of a typical longitudinal EM shower profile, while the HCAL

extrapolation point corresponds to a depth of one interaction length which is typical
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for a hadron shower. The track and cluster are linked if the extrapolation point is

within the cluster boundaries. In the case of electrons, the track-ECAL linking is per-

formed using the track seeded electron reconstruction described in section 5.2.2. In

the case of a pair of clusters the link is established if the cluster position in the more

granular calorimeter(ECAL/PS) is within the cluster envelope of the less granular

calorimeter(HCAL/ECAL).

5.4.3 Particle Reconstruction

The particle reconstruction and identification is performed on the blocks of linked

elements. First electrons are reconstructed using the track seeded approach that was

developed to be efficient on different types of electrons including those inside jets. All

the clusters linked by the bremmstralung recovery or the PF supercluster are asso-

ciated with the electron and removed from further processing. Then muons that are

not inside jets are reconstructed by Particle Flow if they are reconstructed as global

muons. For muons inside jets, a tighter approach is used due to the higher fake rate

from pion and kaon decays. Some additional muons inside jets not passing the tight

selection are recovered later in the step of calorimeter-track association during the

charged hadron reconstruction. After muons and electrons have been identified, the

next step is identification of charged hadrons, neutral hadrons and photons. Tracks

can be directly connected to a number of ECAL and HCAL clusters. Neutral particles

are identified after the calorimeter energy associated to charged particles has been re-

moved. For the charged hadron hypothesis, energy in ECAL and HCAL is compared

to the track momentum using calibrated cluster energy, taking into account the cor-

responding uncertainties. In the case of multiple tracks linked to clusters, the sum of
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(a) (b)

Figure 5.2: Reconstructed jet energy fractions as a function of pseudorapidity (a) in

the data (b) and in the simulation. From bottom to top in the central region: charged

hadrons, photons, electrons, and neutral hadrons. In the forward regions: hadronic

deposits, electromagnetic deposits [42].

the momenta are required to correspond to the linked calorimetric energy, while in the

case of several clusters linked to the track, the closest one is kept for the comparison.

Special attention is given when a charged hadron overlaps with a photon, where we

have hadronic energy and many ECAL clusters linked to it. The total calorimeter

energy in this case is defined as the sum of the HCAL energy and sum of the ECAL

energy computed cluster by cluster starting from the one with the smallest link dis-

tance until the total calorimeter energy is equal to the track momentum. For the case

that the calorimeter energy is in agreement with the track momentum a combined

fit is performed using the measurements and the uncertainties to redefine the parti-

cle four vector. In the case that the total linked calorimeter energy is significantly

higher than the track momentum, taking into account the calorimeter resolution, the
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farthest clusters are treated as separate neutral particles. If the excess of energy is

larger than the total ECAL energy both photon and a neutral hadrons are created

otherwise the excess gives rise to only a photon. The precedence given in ECAL to

photons over neutral hadrons is justified by the observation that, in jets, 25% of the

jet energy is carried by photons while neutral hadrons leave only 3% of the jet energy

in the ECAL. On the other hand, there is the case that the calorimeter energy is much

smaller than the track momentum. In this case a search for muons not identified by

the tight selection is performed by checking the compatibility of the muon hypothesis

with the calorimeter energy. All remaining tracks are treated as charged pions. Figure

5.2 shows the reconstructed particle content of jets clustered using PF candidates for

data and simulation. Beyond the tracker acceptance (η > 2.5) only neutral particles

are reconstructed while at the forward region the algorithm is restricted to HF hits.

Excellent agreement is observed for the particle content in data and simulation.

5.5 Lepton Isolation

Electrons and muons produced by tau decays are expected to be isolated in the detector

while leptons from heavy flavor decays and π/K decays in flight are expected to be

inside jets. Lepton isolation is usually calculated using detector information from the

tracker and the calorimeters. This sub-detector based isolation is defined by summing

individual sub detector deposits in a cone around the lepton:

IDet
` =

∑
ptrack

T +
∑
EECAL

T +
∑
EHCAL

T

pl
T

, (5.3)
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where ptrack
T is the sum of the transverse momenta of the tracks, EECAL

T is the transverse

energy sum of ECAL hits, EHCAL
T is defined as the transverse energy sum of HCAL

hits and pl
T is the transverse momentum of the lepton. One characteristic of the sub-

detector based isolation is that calorimeter deposits of charged particles such as pions

and kaons are double counted since the calorimeter and tracker deposits are both

added in the sum. To avoid this double-counting, particle based isolation is defined

using objects created by the PF algorithm. All charged particles are considered in the

isolation sum, while photons and neutral hadrons are required to have ET > 0.5 GeV.

The isolation variables sum up particles of the above types in a cone of ∆R = 0.4

around the lepton axis. The particle based isolation is defined using the following

formula:

IPF
l =

∑
pcharged

T +
∑
Eγ

T +
∑
Eneutral

T

pl
T

, (5.4)

where
∑
pcharged

T is the sum of the transverse momenta of charged particles,
∑
Eγ

T is

the sum of the transverse energies of the PF Photons and
∑
Eneutral

T , the sum of the

transverse energy of PF neutral hadrons. Isolation is studied in data using a Z → µµ

sample selected by requiring two high quality muons (as defined in section 5.3) with

pT > 20 GeV/c that have opposite charges. The most energetic one is required to be

isolated using IPF
l < 0.5 and the invariant mass of the two muons is required to be

within the Z mass window (70 < mµµ < 120). The subleading muon is used as a

’probe’ to quantify the isolation performance. In a similar way, a heavy flavor sample

is selected by requiring the most energetic muon to be inside jets (IPF
l > 0.5) and

the mass window to be outside the Z peak (mµµ < 70 or mµµ > 120). Heavy flavor

production is very important for this analysis since production of b/c quarks is the
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major QCD contribution.
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Figure 5.3: Receiver Operator Characteristic (ROC) curves of the muon efficiency

from muons from Z vs the efficiency for muons from heavy flavor production. Particle

based reconstruction shows improved performance with respect to the sub-detector

based one.

Figure 5.3 shows a Receiver Operator Characteristic(ROC) curve of the muon

isolation efficiency from muons from Z production vs the efficiency for muons from

heavy flavor semileptonic decays. The curve is created by scanning different cut values

and measuring the reduction in the Z enriched and heavy flavor enriched sample and

illustrates the discriminator power of each isolation method. Particle based isolation

demonstrates better discrimination power and for a Z muon efficiency of 90% the heavy

flavor acceptance is suppressed by about a factor of 2 with respect to the subdetector

based isolation.
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5.5.1 Isolation Optimization at Higher luminosities

In the case of high instantaneous luminosity, the number of primary interactions in the

detector becomes significant and particles from other interactions degrade the isolation

performance. In the case of charged particles, the vertex information can be used to

remove charged particles from other interactions. The association probabilities of the

deterministic annealing algorithm as described in section 5.1.3 are used to associate

charged particles to the respective vertices. In case charged particles are not associated

with any vertex by the vertex algorithm, they are associated with the vertices by their

closest distance in the z axis after they are extrapolated to the beam line. Using this

separation algorithm, only charged particles from the primary vertex are included in

the isolation sum described in eq. 5.4. The vertex association accounts for roughly

two thirds of the particles corresponding to the charged fraction of a proton collision

but still does not account for neutral particles produced by pile-up interactions. For

this purpose, a specific correction is implemented to account for the neutral energy

from other interactions known as the ∆β correction. The ∆β correction makes use

of the Particle based isolation to predict the neutral particle deposits in the isolation

cone based on particle deposits due to pile-up in the same cone. A charged particle

transverse momentum sum is created by summing all over the charged particles inside

the isolation cone of the lepton but by requiring that those charged particles do not

originate from the primary vertex. Then the charged particle sum is converted into

an expected neutral deposit by the simple assumption that the average charged to
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Figure 5.4: Average Isolation sums using charged particles from PU vertices as a

function of the number of reconstructed vertices (left) and muon pseudorapidity (right)

for a Z → µµ sample.

neutral particle ratio is 2:1. The particle based isolation sum is modified as follows:

I
PF/∆β
` =

∑
pcharged

T + max
(∑

Eγ
T +

∑
Eneutral

T − 0.5
∑
Echarged

T (PU), 0.0
)

pl
T

, (5.5)

where
∑
Echarged

T (PU) is the charged particle pT sum when charged particles are not

associated with the primary vertex. The average sum of the charged particle transverse

momenta from pileup interactions is presented in Figure 5.4 as a function of the number

of reconstructed primary vertices and the muon pseudorapidity. There is a linear

relation between the average sum and the vertices with a slope of 0.23 GeV/vertex

corresponding to about 0.12 GeV of neutral energy in the cone of ∆R = 0.4 per

reconstructed vertex. The average pileup isolation transverse energy shows a structure

as a function of muon pseudorapidity. There is a bump in the highest material region

around η = 1.5 that corresponds to the increased number of photon conversions and
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nuclear interactions in this region creating more charged particles. This excess is

visible in the particle content inside the jets presented in Figure 5.2. In addition there

is a decrease of the average pileup isolation transverse energy at the end of the tracker

acceptance where there are less charged particles reconstructed. Due to those detector

effects the correction is expected to be higher in the high material region and lower

in the end of the tracker acceptance. The muons in this analysis are restricted to

η < 2.1, and therefore the performance in the forward part of the tarcker is not very

relevant. The efficiency of the particle based isolation is measured in the Z → µµ and
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Figure 5.5: Efficiency for Z → µµ (left) and heavy flavor (right) enriched samples for

the isolation requirement I` < 0.15 with and without ∆β corrections applied.

the heavy flavor samples, for an isolation requirement of IPF
` < 0.15. Figure 5.5 shows

the isolation efficiency as a function of the number of reconstructed primary vertices

for the two samples. PU corrected isolation shows a much smaller degradation of the

Z → µµ efficiency as the number of vertices increase. In the case of the heavy flavor

sample the efficiency is higher for the corrected isolation-resulting in higher heavy
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flavor contamination- but the performance is approximately flat as a function of the

number of vertices.

5.6 Jet and Missing Transverse Energy Reconstruction

Jets are very important objects since they are the signature of hadronizing quarks.

Efficient jet reconstruction is crucial to identify final states with jets such as associated

production of Higgs with b quarks or vector boson fusion production of the Standard

Model Higgs. Missing transverse energy is a very important measure of the presence

of invisible particles in the detector which is very important to identify W → lν and

tau decays.

5.6.1 Jet Reconstruction

Jets are reconstructed at particle level by clustering particles produced by the Particle

Flow Reconstruction. The jet reconstruction using PF resembles much better the

properties at generator/true level than traditional calorimeter hit jet reconstruction,

therefore the comparison with theory is much more efficient. Roughly, the 90% of

the jet energy which corresponds to charged hadrons and photons is reconstructed

with excellent precision by the PF algorithm while the remaining 10% corresponds

to neutral hadrons that are affected by the poor HCAL resolution, especially for low

neutral hadron ET.

Particles are clustered into jets using the ‘anti-kT ‘ algorithm [43]. An impor-

tant requirement for this jet clustering algorithm is to be infrared and colinear (IRC)

safe. The algorithm is infrared safe if it is robust against the presence of soft par-

ticles radiated by the partons(e.g. gluon radiation). The algorithm is collinear safe



99

if parton splits into a pair of collinear partons are recombined to the original one.

The IRC-safe property of the jet algorithm is important for comparisons of the jets

to theoretical calculations of any pertubative order. The anti-kT algorithm uses the

effective distances:

dij = min

(
1

k2
T,i

,
1

k2
T,j

)
∆2

ij

R2
, (5.6a)

diB =
1

k2
T,i

, (5.6b)

where ∆2
ij = (yi − yj)

2 + (φi − φj)
2 and kT,i, yi and φi are the transverse momentum,

rapidity and azimuth of the particle i respectively and R is referred as the algorithm

parameter. The distance dij is denoted as the distance between two entities (particles

or pseudo-jets) and diB is denoted as the distance between a particle and the beam.

The algorithm iterates in steps starting from the highest pT entity and clustering softer

particles around it. For each clustering step the two distances are calculated and if

the smaller one is dij, the particle is added in the jet while if it is diB, a new jet is

created.

The effect of the anti-kT algorithm is that softer particles tend to cluster with

harder ones before clustering with other soft particles. A hard particle with no nearby

neighbors will have all the soft particles within R added to it, resulting in a conical

jet. If another hard particle is between R < ∆ij < 2R, the two hard particles will

split the surrounding softer particles, weighted according to their relative transverse

momenta, resulting in only partly conical jets. Two hard particles within ∆ij < R

will combine into one jet, the center weighted by their relative momenta to the harder

particle and the shape formed from the union of the two cones around the particles

plus the cone around the final jet. One strength of this reconstruction method is that
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Figure 5.6: The result of applying the anti-kT algorithm to a generated parton level

event with additional soft radiation. The colored areas indicate the covered areas of

each jet. Harder jets take up a larger portion of the area than nearby softer jets [43]

softer particles do not modify the shape of the jet, yet it is still flexible for harder

radiation. An example of the anti-kT algorithm applied to a parton level event with

added soft radiation is shown in Figure 5.6. The jets used in this analysis have a

parameter R of 0.5.

5.6.2 Jet Energy Corrections

The UE and pile-up can smear the energy of the jets as well as change the distribution

of particles inside jets. Jets are corrected for those effects using a pile-up subtraction

using jet areas [44] called L1 Fastjet correction. Assuming that a jet has an area in

rapidity-azimuth coordinates denoted by A and the mean contribution from pile-up
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and underlying event per unit area is ρ, the corrected four-vector of the jet is defined

as:

pµ
c = pµ − Aµρ, (5.7)

where pµ is the original four vector component and Aµ is the generalized ”four-vector”

jet area. The main ingredient in applying the correction is estimation of the UE+PU

density ρ for each event. In the presence of PU interactions, there will be many jets

that will be very soft. In the limit that the PU+UE contribution is dense and uniform,

any PU jet will have a ratio of pT divided by area equal to ρ. Since in principle PU/UE

jets cannot be separated from hard jets in the events, ρ can be defined as:

ρ = median
[pT

A

]
, (5.8)

where the median is calculated for each jet in the event. In general, PU jets are more

numerous than hard jets giving the average PU/UE contribution ρ that can be used

to correct the hard jets in the event.

Additional jet energy corrections are used to correct the non-uniformity and

non-linear response of the detector. Although particles are already corrected in PF

level, additional corrections take into account any loss of particles in the reconstruction

phase as a function of jet transverse momenta and direction. Several corrections are

applied to account for the effects of pileup(L1) and make the jet response uniform in the

detector(L2) and in different ranges of jet tranvserse momenta(L3). The corrections

are factorized as:

Ec = CL1 × CL2 Relative(η, p
′
T)× CL3 Absolute(p

′′
T). (5.9)

The L1 Fastjet correction is denoted as CL1, while CL2 Relative(η, p
′
T) and CL3 Absolute(p

′′
T)

provide the L2 Relative and L3 Absolute corrections respectively. Each correction is
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applied to the four vector produced by the previous correction. Therefore, p′T corre-

sponds to the transverse momentum as estimated by L1 Fastjet and p′′T corresponds to

the transverse momentum after L1 and L2. The L2 Relative correction is created to

equalize the jet response as a function of η and remove effects from varying detector

response along the detector. L2 is designed so that the response of a jet in an arbi-

trary η region is equalized to the response of a central jet. L2 corrections are obtained

using data driven di-jet balance techniques. The L3 Absolute corrections equalize the

response as a function of pT so that the transverse momentum of the jet is corrected

back to the particle level. This correction is obtained using γ+ jet or Z+jet events to

correct the pT of the jet to the well measured pT of the photon or the Z respectively.

In the case of data, one additional jet correction, the L2L3 Residual correction

is introduced. While the jet response in the simulation is very accurate, this small

residual correction is applied to correct for the difference between data and simulation

as a function of pT and η. The L2L3 Residual correction is applied on top of all the

other corrections.

5.6.3 Missing ET Reconstruction

Missing transverse energy is used to identify the presence of invisible particles in the

detector, mainly neutrinos, but also search for exotic particles appearing in processes

beyond the SM (i.e SUSY). Missing transverse energy is defined using PF candidates

as:

~6ET = −
∑

particle

~pT, (5.10)
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where the sum runs over the transverse momentum vector (px, py) of all reconstructed

PF candidates.

5.7 Identification of jets originating by b quarks

Jets that arise from bottom quark hadronization and decay(b-jets) are present in a

wide range of interesting physics processes such as the decay of top quark, Higgs

bosons and various SUSY cascades. In this analysis, b-jets are extensively used to

enhance the sensitivity for MSSM Higgs bosons that are produced in association with

b-quarks. Properties of the bottom, and to lesser extent, charm quarks, such as their

fragmentation functions and the relatively large mass and long lifetime of the heavy

hadrons are used to identify the hadron jets into which they fragment. In addition we

exploit the semileptonic decays of the heavy quarks by identifying muons and electrons

inside those jets.
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Figure 5.7: Value (a) and significance (b) of the impact parameter for all selected

tracks [45].

The CMS b-jet identification starts from reconstructed PF jets clustered with
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the anti-kT algorithm. High quality tracks are selected inside the jet by requiring a

transverse momentum of at least 1 GeV, at least eight hits associated to the track

and a good track fit, with χ2/ndof < 5. The track parameters are extracted from

all PF charged particles inside the jet. Since track measurements in the vicinity of

the interaction vertex contain most of the discriminating power, at least two hits

are required in the pixel system. A loose selection is applied on the track impact

parameters to further increase the purity and reduce contamination by decay products

of long lived particles like K0s. The transverse and longitudinal impact parameters,

dxy and dz are defined as the transverse and longitudinal distance to the primary

vertex at the point of closest approach to the beam line. Their norms are required to

be smaller than 0.2 cm and 17 cm respectively. Tracks are associated to jets in a cone

∆R < 0.5 around the jet axis and at the point of closest approach, the distance to the

jet axis is required to be smaller than 700µm and this point is required to be within

5 cm from the primary vertex. Several algorithms are implemented in CMS for b-jet

identification [45]. This analysis is using the Track Counting Algorithm.

5.7.1 The Track Counting Algorithm

The track counting (TC) algorithm exploits the impact parameters of the associated

tracks to the jet. The impact parameter(IP) is calculated in three dimensions, taking

advantage of the excellent resolution of the pixel detector along the z axis. A sign is

assigned to the impact parameter based on the scalar product of the vector pointing

from the primary vertex to the point of closest approach with the jet direction: tracks

originating from the decay of particles that are traveling in the jet direction tend to

be assigned to positive values while prompt tracks have positive or negative signs.



105

The resolution of the impact parameter depends strongly on pT and η of the track.

Therefore, for discrimination purposes, the impact parameter significance is defined

as IPsig = IP/δIP , where δIP is the IP measurement error. Figure 5.7 shows the

impact parameter and its significance for the selected tracks. The impact parameter
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Figure 5.8: Discriminator values for the TCHE algorithm [45].

significance alone has discriminating power between the decay projects of b and non-b

jets. The Track Counting (TC) algorithm sorts tracks in a jet by decreasing values of

the IP significance. While the ranking tends to bias the values for the first track to high

positive IP significances, the probability to have several tracks with high positive values

is low for light jets. This algorithm uses the IP significance of the second ranked track

as the discriminator value and is referred as Track Counting High Efficiency (TCHE)

algorithm. The values of the discriminator are presented in Figure 5.8. Very good

agreement is observed between data and simulation for the 2011 dataset corresponding

to the data used in this analysis.
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Chapter 6

Hadronic Tau Identification and Trigger

High performance hadronic tau identification is crucial for measurements and searches

of new physics in final states involving tau leptons. In about two thirds of the cases,

taus decay hadronically, typically into either one or three charged mesons (predom-

inantly π+, π−) in presence of up to two neutral pions, decaying via π0 → γγ. A

similar signature is occationally observed for quark and gluon jets. Due to the huge

jet-production cross section, the experimental challenge in reconstructing and identify-

ing genuine hadronic tau decays is formidable. This chapter describes the Hadron Plus

Strips(HPS) Tau identification algorithm that was designed specifically for Z/H → ττ

analysis presented in the following chapters as well as the trigger algorithm optimized

for di-tau final states.

6.1 Decay Mode Based Reconstruction

The traditional tau identification algorithms start from a jet and apply narrowness and

isolation requirements on the jet to be tagged as a hadronically decaying tau. Usually

a set of cones is used, a signal cone around the core of a jet or the leading track inside

a jet, and a concentric isolation cone that defines an annulus that is used for isolation.
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One problem of the cone approach is the definition of the tau energy. Since the signal

cone is usually designed to envelope the tau constituents, more particles from the

underlying event are usually added, resulting in overestimation of the tau energy. This

overestimation becomes much more significant in the case of high luminosity where

pile-up is significant and constituents coming from other vertices could be associated

with the tau. A second problem is the definition of the isolation. Since the background

just comes from jet production, depending on how the jet hadronization fluctuates,

it is possible that a jet is very narrow and falls into the signal cone. If additional

constituents are associated to the tau lepton, they will not be used in calculating

the isolation that is applied outside the cone. Both those problems can be solved

by utilizing reconstruction of the actual decay modes. The tau decays via ρ(770) or

a1(1260) resonances that can be individually reconstructed inside the jet. The isolation

sums can be created by using all particles that are not associated with the decay

mode. This approach gives optimal separation of the signal and isolation constituents,

providing simultaneously optimal definition of the tau energy and maximum rejection

of background. Figure 6.1 illustrates the differences between the decay mode and the

cone based approach for a jet that has a signature similar to a ρ → π+π0 plus some

additional particles. In the illustrated example, the fake tau candidate appears less

isolated in the decay mode approach since no isolation annulus is required.

6.2 The HPS Tau Identification Algorithm

The Hadron plus Strips (HPS) tau identification algorithm is based on charged hadrons

and neutral electromagnetic objects (“photons”) that are provided by the CMS PF

reconstruction. The HPS algorithm starts from a PF jet and searches for tau lepton
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Figure 6.1: Illustration of the different approach of cone based(a) and decay mode

based(b) tau identification in a jet that has a ρ → π+π0 candidate signature and

additional particles. Constituents that are shown as solid lines contribute to the signal

cone for the tau, while constituents shown as dotted lines correspond to candidates

that contribute to the isolation.

decay products produced by any of the hadronic decay modes enumerated in Table 1.1.

As neutral pions are produced very often in hadronic tau decays, one focus of the HPS

tau identification algorithm is an optimized π0 reconstruction. Special attention is

paid to photon conversions in the CMS tracker material, which typically result in

broader calorimeter signatures for neutral pions in the azimuthal direction, due to the

bending of electron/positron tracks in the 3.8 T solenoidal magnetic field of CMS.



109

6.2.1 Reconstruction of π0 sub-clusters

The possible broadening of calorimeter signatures by photon conversions is accounted

for in the HPS algorithm by reconstructing photons in “strips”, objects which are

built out of electromagnetic particles. The strip reconstruction starts by centering

one strip on the most energetic electromagnetic particle reconstructed by the PF algo-

rithm within the jet. The algorithm then searches for other electromagnetic particles

within the window of size ∆η = 0.05, ∆φ = 0.20 around the strip center. If other

electromagnetic particles are found within that window, the most energetic of these

particles is associated with the strip, and the strip center position is recalculated to

match the sum of four–vectors of all PF particles associated with the strip. The next

highest energetic electromagnetic particle is then searched for within the ∆η = 0.05,

∆φ = 0.20 window around the new strip center until no further particles can be asso-

ciated with the strip. In this case the algorithm creates a new strip centered around

the most energetic particle not associated with any strip. Strips satisfying a minimum

transverse momentum requirement of pstrip
T > 1 GeV/c are finally combined with the

charged hadrons to reconstruct individual hadronic tau lepton decay modes.

6.2.2 Combination of Charged Hadrons and Strips

The decay modes which are considered by the HPS tau identification algorithm are:

1. Single hadron: This signature reconstructs τ− → h−ντ decays and τ− → h−π0ντ

decays in which the neutral pions have too little energy to be reconstructed as

strips.
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Figure 6.2: Reconstructed visible tau mass for tau decays.

2. One hadron + one strip: This signature aims to reconstruct the decay mode

τ− → h−π0ντ in events in which the impact position of the photons from π0

decays are close together on the calorimeter surface. The size of the strip in φ

direction is large enough to account for the possibility that one or both of the

photons have converted.

3. One hadron + two strips: This signature aims to reconstruct the decay mode

τ− → h−π0ντ in events in which the impact positions of photons from π0 decays

are well separated on the calorimeter surface.

4. Three hadrons: This signature aims to reconstruct the decay mode τ− →

h−h+h−ντ . The three charged hadrons are required to have charge sum |q| = 1

and to be refitted to the same secondary vertex, reconstructed by the Kalman

vertex fit algorithm.
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The four–vectors of hadrons and strips are reconstructed according to the respec-

tive tau decay mode hypothesis and are required to be compatible with the masses

of intermediate meson resonances listed in Table 1.1. In case of the one hadron +

one strip signature the four–vector reconstructed from the strip energy and position

is set to match the nominal π0 mass. Whereas in the case of the hadron + two strips

signature, a massless four–vector is reconstructed for each strip and the invariant mass

of the two strips is required to be within 50 MeV/c2 and 200 MeV/c2. The signature

of three charged hadrons is not affected by photon conversions and is well identified.

Figure 6.2 shows the reconstructed visible mass of the hadronic tau candidates for sim-

ulated taus produced in Z → ττ and in fake taus reconstructed in QCD jets. In the

cases of hadrons+ strips and three prong decays, the vector meson mass reconstructed

with the one prong + strip decay mode is broader than the three prong decays due to

photon conversions and energy loss of the π0. In the case of one prong + 1 strip the

invariant mass of the tau is required to be between 0.3 GeV/c and 1.3 GeV/c. In the

case of a hadron + 2 strips, the invariant mass is required to be within 0.4 GeV/c and

1.2 GeV/c. In the case of three prongs, where only track reconstruction is performed,

the a1 signature is very clean and an invariant mass window between 0.8 GeV/c and

1.5 GeV/c is required.

For additional background rejection, narrowness criteria are required. Figure 6.3

shows the cone size in terms of ∆R or opening angle as a function of the reconstructed

tau energy or transverse momentum for real taus from Z → ττ decays. A narrowness

criterion is defined by requiring that the cone of the hadronic tau is smaller than

∆R = 2.8/pτ
T, where pτ

T is computed by summing the four–vectors of reconstructed
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Figure 6.3: Tau decay cone size (∆R) vs reconstructed tau pT (left) and tau opening

angle (rad) vs reconstructed tau energy (right).

charged hadrons plus strips, where the cone is defined by the maximum distance of the

associated constituents and the tau four vector. In addition the cone is not allowed

to exceed ∆R = 0.1. To account for the material effects the minimum restricting

cone cannot be smaller than ∆R = 0.05. In addition, the hypothetical visible tau

momentum pτ is required to match the (η, φ) direction of the seeding jet within a

maximum distance of ∆R = 0.1. If more than one hypothesis for tau decay signatures

exists after all selection requirements, the hypothesis leading to the lowest ET sum

of jet constituents not associated with tau decay products is given preference(most

isolated candidate) to ensure that there is only one tau reconstructed per PF Jet.

6.2.3 Hadronic Tau Isolation

Tau isolation is the major discriminator against QCD jets. Isolation is defined in a cone

of ∆R = 0.5 around the tau four-vector. All PF charged and neutral electromagnetic

candidates in the cone contribute to the isolation sums except for the reconstructed
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decay mode constituents. The total isolation transverse energy is defined as:

IPF
τ =

∑
pcharged

T +
∑

Eγ
T (6.1)

where the sums are running on the non associated PF charged and PF γ candidates.

Due to the higher instantaneous luminosity resulting in a large number of pile-up

interactions observed in the detector, isolation is designed to be robust against pile-up

by introducing the ∆β corrections in Tau ID, as implemented for muons and electrons

in section 5.5. In the case of taus, neutral hadrons are not used. Therefore, the

correction factor is computed such that the efficiency is almost flat as a function of

the number of reconstructed vertices. The corrected ∆β isolation sum is defined as

IPF/∆β
τ =

∑
pcharged

T + max
(∑

Eγ
T − f∆β

∑
Echarged

T (PU), 0.0
)

(6.2)

where
∑

PFchargedET (PU) is the sum of the charged particle transverse energy coming

from pile-up interactions in a cone of ∆R = 0.8 around the tau four vector and f∆β

is the ∆β correction factor. The PU contribution is summed in a cone of 0.8 so that

there are more statistics available for the correction. The ∆β factor is selected to

account for the effect of the larger PU cone with respect to the nominal isolation cone

and was chosen to be f∆β = 0.458

Several isolation working points are defined by imposing different requirements

on Isum
τ (∆β) :

• VLoose: Requires that the ∆β corrected isolation sum(Isum
τ (∆β) is smaller

than 3.0 GeV.

• Loose: Requires that the ∆β corrected isolation sum(Isum
τ (∆β) is smaller than

2.0 GeV.
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• Medium: Requires that the ∆β corrected isolation sum(Isum
τ (∆β) is smaller

than 1.0 GeV.

• Tight: Requires that the ∆β corrected isolation sum(Isum
τ (∆β) is smaller than

0.8 GeV.

The performance of those working points is presented in the following sections.

6.3 Discrimination Against Electrons and Muons

Although the most significant backgrounds to analyses with taus come from jets,

real electrons and muons also contribute significantly to the background, especially

in the case of the di-tau analysis where direct Drell-Yan production of di-muons or

di-electrons fakes a di-tau signature when one tau decays to electron or muon and the

other hadronically. To reject this type of background, specialized electron and muon

rejection criteria are implemented.

6.3.1 Muon Rejection

Muons fake taus by being reconstructed as single prong taus consisting of a perfect

track. Charged pions can be discriminated against muons by checking the the number

of muon segments associated with the leading track of the tau. Due to the very high

efficiency of the muon detectors, segment requirements reject almost all real muons.

However, there are cases where the muon has passed through cracks in the muon

system therefore leaving no segments in the muon chambers. To reject the remaining

muons, the compatibility between the calorimeter energy and the track momentum is

required to be consistent with the pion hypothesis. Two operating points are defined

for muon rejection:
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• Loose Muon Rejection: Requires that the leading track of the tau is not

associated with a global muon or a tracker muon with at least one segment

match.

• Tight Muon Rejection: On top of the loose working point, checks for calorime-

ter compatibility the single prong decay mode/. The ECAL associated energy

(EPF
ECAL) and HCAL associated energy (EPF

HCAL) from the Particle Flow algo-

rithm is used to define the compatibility. The leading charged candidate of the

tau is required to have
(
EPF

ECAL + EPF
HCAL

)
/Ptrack > 0.1 where Ptrack is the track

momentum.

6.3.2 Electron Rejection

Separation between electrons and taus is very challenging due to the fact that a show-

ering electron has a very similar signature with a hadronically decaying tau. The Par-

ticle Flow algorithm has intrinsic electron/pion discrimination(ξ(e/π)) implemented

for identifying electrons inside jets. This discriminator has a pion mis-identification

rate of about 15%. The huge background contamination from Z/γ∗ → ee in the elec-

tron + tau final state defines the need for additional discrimination against electrons.

Electrons that are faking taus can be identified by the fraction of their electromagnetic

energy. Therefore the performance and coverage of the electromagnetic calorimeter is

very important. Electrons that fall in the ECAL crack between barrel and endcap and

in the boundaries of the ECAL supermodules leave no energy in the ECAL making

discrimination very difficult. Because the cracks contribute to a very small percentage

of the total coverage, taus with compatible directions with the cracks are rejected.
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For additional electron rejection a multivariate discriminator is used and is described

in detail elsewhere [46]. The multivariate discriminator exploits the electromagnetic

fraction of the tau, the PF electron/pion discriminator, the shower profile of the elec-

tromagnetic energy and the properties and presence of a GSF track. The electron

rejection working points are defined as follows:

• Loose: Requires that the leading charged candidate of the tau has a PF electron

compatibility of ξ(e/π) < 0.6

• Medium: Requires that the leading charged candidate of the tau is not iden-

tified as a PF electron ξ(e/π) < −1 and that the tau direction is incompatible

with the ECAL crack and the super module boundaries

• MVA: Requires that the multivariate discriminator has passed and that the tau

direction is incompatible with the ECAL crack and supermodule boundaries.

6.4 Performance of Tau Identification

Due to the fact that the main background background to taus comes from jets that

are produced in processes with many orders of magnitude higher cross section, high

performance tau identification is crucial to make possible the analysis with tau lep-

tons. The main measures of performance is the efficiency and the fake rate. The tau

identification efficiency is defined as:

ετ =
Nτ (ID)

Nτ (ref)
, (6.3)

where Nτ (ref) is the number of simulated real tau objects and Nτ (ID) is the number of

simulated real tau objects that have passed the HPS Tau identification requirements.
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In the case of simulation, the true tau object is defined as a simulated tau lepton that

has decayed hadronically and its four-vector is defined by the visible products of the

tau decay excluding the neutrinos.

The tau fake rate quantifies the background and is defined per jet as:

fτ =
Njet(ID)

Njet(ref)
, (6.4)

where Njet(ref) is the number of PF jets reconstructed with the anti-kt algorithm

(parameter 0.5) in the acceptance of the CMS tracker(|η| < 2.5) and Njet(ID) is the

number of reference jets that have also been identified as taus. The fake rate is

measured using data and is compared to the expectation from MC simulation. The

efficiency is defined using simulated Z → ττ events in this section and a measurement

using data is described in Chapter 8 with the scope of the Z → ττ cross section

measurement.

6.4.1 Tau Performance in Simulation

The tau identification efficiency is defined with respect to simulated taus produced in

Z → ττ decays. Generated taus that decay hadronically, having a visible transverse

momentum of pT > 5 GeV/c and η < 2.3 are selected. Reconstructed taus are matched

to generated objects using a cone of ∆R = 0.1. Figure 6.4 shows the tau reconstruction

efficiency as a function of the generated pT and η for the decay mode reconstruction

and all isolation working points for reconstructed tau transverse momentum of pT >

20 GeV/c. The HPS reconstruction shows very steep turn-on behavior, establishing

an efficiency plateau of about 50% for the Loose isolation working point used in this

analysis. In addition, the efficiency is flat as a function of the pseudorapidity for most
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Figure 6.4: Tau Identification efficiency as a function of generated visible tau pT (left)

and η (right) for taus produced in Z decays using POWHEG simulation interfaced

with tauola for modeling the tau decays.

part of the detector, falling at the most forward region due to tracking inefficiency

and material effects in π0 reconstruction.

Another additional performance metric is the reconstruction of the tau four

vector quantified by the transverse momentum resolution defined as

R(pT) =
preco

T − pgen
T

pgen
T

, (6.5)

where preco
T is the reconstructed tau decay mode pT and pgen

T is the generated visible

tau pT. Figure 6.5 shows the transverse momentum resolution for each individual

decay mode of the HPS algorithm. In the case of one prong and no strips, the tau is

a single charged hadron. As a result, the measurement is dominated by the excellent

pT resolution of the CMS tracker. In the case of a hadron + strips there is an energy

loss tail resulting from the challenge in reconstructing low energy photons in the

presence of material. Finally, in the three prong case the reconstruction is dominated

by track triplet reconstruction which is improved by vertex refitting. The precision
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Figure 6.5: Tau transverse momentum resolution(R(pT)) for different tau decay modes.

in the energy measurement using the decay mode approach shows great improvement

compared to previous proposed reconstruction methods [47].

6.4.2 Measurement of the Tau Fake Rate

The tau fake rate is measured in two samples relevant for this analysis, muon enriched

QCD and W+jets. The muon enriched sample requires a reconstructed tight muon

with pT > 25 GeV/c and η < 2.1. The muon is required to not be isolated having

Irel
PF > 0.5 with isolation as defined in section 5.5. To reject contamination from Drell-

Yan muon pairs, a veto is applied on a second muon with pT > 15 GeV/c in the event.

The Tau ID is tested against jets that don’t overlap with the muon by a distance of

∆R > 0.5. The second major background to Z/H → ττ analysis is W production

in association with jets, which fake a tau. A W sample is selected by requiring a

tight muon with pT > 25 GeV/c and η < 2.1 that is required to be isolated requiring

Irel
PF < 0.15. The W selection is enhanced by requiring that MT (µ, PF 6ET ) > 65 GeV,

where MT (µ, PF 6ET ) is the transverse mass of the muon and the missing transverse
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energy defined as

MT (µ, 6ET ) =
√

2pl
T 6ET · (1− cos ∆φ). (6.6)

For rejection of Drell Yan background, a veto is applied in the presence of a second

muon with pT > 15 GeV/c in the event.
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Figure 6.6: Tau fake rate as a function of PF jet pT (left) and η (right) for a muon en-

riched QCD sample and a W+jets enriched sample bottom. Filled points corresponds

to CMS 2011 data and hollow points to PYTHIA simulation.
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Figure 6.6 shows the fake rate as a function of the tested jet pT and η for both

muon enriched and W+jets samples. The Loose Isolation working point (section 6.2.3

provides a fake rate that is smaller than 1% for both samples. The fake rate shows

increase in the region near the barrel–endcap boundary for the isolation working points

where there is large amount of material. In this region, the ∆β corrections are higher

because photons from π0 have higher conversion rates, resulting in the charged particle

sums from PU vertices being higher implying larger corrections.

6.5 Trigger for di-tau final states

Due to the high luminosity achieved by the LHC in 2011 run, a dedicated trigger was

introduced for final states with a lepton and a hadronically decaying tau. The main

purpose of this trigger was to maintain very high efficiency for the analysis without

biasing offline tau identification. The main challenge in achieving this goal was the use

of tau algorithms at L1. The L1 trigger uses only calorimeter information. Therefore

a measurement of the tau with the calorimeter would bias the precise measurement of

the decay mode reconstruction that was described in previous sections. On the other

hand, the presence of a light lepton(electron or muon) in the final state and the better

performance of the L1 trigger for electrons and muons makes possible the use of single

electron or muon trigger at the L1 with the additional requirement of the tau trigger

only in the High Level Trigger.

6.5.1 High Level Trigger Algorithm

All the events that pass single muon or electron L1 trigger are passed as input to the

HLT. The next step is full online reconstruction of the electron or muon in the HLT.
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Muons and electrons are reconstructed with similar algorithms as the full offline re-

construction and several identification and isolation criteria are applied to reject fake

objects and reduce the rate. Only the events that pass the single electron or muon

trigger are forwarded to the Tau HLT. At this point the rate has been reduced signifi-

cantly which makes possible the use of sophisticated algorithms for tau identification.

The first Tau HLT step is identification of points of interest for hadronic taus

by clustering jets using only information from ECAL and HCAL. A loose requirement

of ET > 5 GeV is applied on the jets so that the energy measurement is not biased.

The jets that are selected correspond to seeds for possible taus. The next step is

pixel track and vertex reconstruction. Track reconstruction is performed in several

steps during an iterative tracking process similar to the offline algorithm described in

5.1.2. First, tracks are reconstructed using pixel hits and vertices are formed by those

tracks. If a pixel track has pT > 0.9 GeV it is used as seed for full track reconstruction.

Alternatively, for pixel triplets above 0.5 GeV an association is formed between the

seeding jets and the pixel tracks for tracks coming from the primary vertex and within

a window of η × φ = 0.5× 0.5. Tracks that satisfy the above requirements contribute

to the next steps of the iterative tracking process. To maintain high efficiency in the

presence of dead pixel channels, pixel tracks are formed by the vertex and a pixel pair.

Those tracks with pT > 1.2 GeV/c are used as seeds as well. The next iterations of

the tracking use the existing tracks as seeds to provide better measurement and reject

fake tracks. After tracking is performed, information from all relevant detectors is

available to reconstruct hadronic taus. For maximum synchronization of the online

and offline reconstruction, Particle Flow algorithm is run at this step using a lighter
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(a) (b) (c) 

Figure 6.7: Illustration of the different steps of tau identification in the HLT. (a)

Calorimeter clustering , (b) Pixel vertex and track reconstruction,Jet-Track associa-

tion and full silicon tracking. (c) Particle Flow reconstruction and tau ID.Bent lines

correspond to charged hadrons and straight lines to PF photons.

configuration. Calorimeter clustering is performed only in the regions of interest.

Tracks and clusters are combined to build PF candidates in the same way as in the

offline reconstruction. The PF candidates produced during online reconstruction are

then used to form PF Jets. The PF Jets are then fed to the Tau identification algorithm

to form tau candidates. A simpler and generic cone based algorithm is used to identify

taus. A signal cone is formed around the leading PF Charged candidate that has a

size of ∆R = 0.15. All charged and neutral electromagnetic (PF photon) constituents
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in the signal cone are defining the tau four vector. Isolation is computed in an annulus

around the leading charged hadronic candidate with a maximum cone size of ∆R = 0.5.

Many isolation working points are defined depending on the instantaneous luminosity

and the final state:

• Loose Requires no charged candidates in the isolation annulus with pT >

1.5 GeV/c.

• Medium Requires no charged candidates in the isolation annulus with pT >

1.0 GeV/c.

• Tight Requires no charged candidates in the isolation annulus with pT > 1.0 GeV/c

and no neutral electromagnetic PF candidates in the annulus with ET > 1.5 GeV.

An illustration of the different steps of Tau Identification in the HLT is presented

in Figure 6.7.
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Figure 6.8: Efficiency of the Isolated Tau trigger as a function of the reconstructed

tau pT where tau is produced in Z decays has been matched to the generator level.
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6.5.2 Performance

The performance of the Tau HLT algorithm is measured with respect to high

quality reconstructed taus that pass offline tau identification. The offline tau is re-

quired to have been reconstructed using the HPS Algorithm within η < 2.3 and be

isolated using the HPS Loose working point. In addition, the offline reconstructed tau

is required to be matched to a generated tau object. The triggered tau is required

to be above a threshold and be matched to the offline object within a distance of

∆R < 0.3. The trigger efficiency is presented in Figure 6.8 after requiring a trigger

threshold of 20 GeV/c. The turn on curve is very steep due to the precise tau energy

measurement made online and the efficiency reaches a flat value of about 90%. The

10% inefficiency observed is mainly due to mis-association of the track seeds and the

primary pixel vertex and appears in the case when the offline and the pixel primary

vertices are not the same. This inefficiency can be improved by defining the primary

vertex as the vertex that is nearest to the triggered lepton in the lepton + tau trigger.
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Chapter 7

Selection of Tau Pairs

The first step of the analysis is the selection of high quality di-tau candidates that

can be used for Z cross section measurement and Higgs searches. The analysis is

performed in three final states which have at least one light lepton to facilitate easier

trigger:

• µ+τh: Consists of one tau decaying to muon and the other decaying hadronically.

• e+ τh: Consists of one tau decaying to electron and the other decaying hadron-

ically.

• e+µ: Consists of one tau decaying to electron and the other decaying to muon.

The µ+τh and e+τh final states have a branching ratio of about 23%. The µ+τh final

state is relatively clean and the major background is heavy flavor QCD production

and W+jets where a jet can fake a tau lepton. The e+ τh final state is characterized

by higher background contamination due to the increased fake rate of the electron

compared to the muon. In addition since a hadronic tau decay via τ → ρν → π+π0ν

can be dominated by the electromagnetic part, the tau signature in the detector is
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sometimes similar to the one of the electron, resulting in higher background contam-

ination from Z/γ∗ → ee compared to the µ + τh final state. The e + µ final state

consists of two opposite flavor leptons with a branching ratio of about 6% but is al-

most background free. The small background in e+µ mainly includes tt̄, heavy flavor

QCD and W/Z+jets, where jets are faking leptons.

7.1 Data Samples and Triggers

Events are selected from the 2011 CMS data sample that corresponds roughly to a

delivered LHC integrated luminosity of L = 5.2 fb−1. Preselection is performed in the

level of L1 Trigger. For the µ+ τh final state, a single muon trigger is required at L1

with a threshold that varies from 7 GeV to 14 GeV depending on the instantaneous

luminosity during the run. For the e+ τh final state , L1 requires a single e/γ trigger

with a threshold that varies from 12 GeV to 20 GeV. Finally in the case of e + µ

final state, a set of cross triggers is used utilizing asymmetric thresholds for the two

electron legs. In the first set, an e/γ object of 12 GeV is combined with the bare

presence of a L1 muon with no threshold (MuOpen) and the second set is using an

e/γ object of 5 GeV combined with a muon with a threshold varying from 7 to 12 GeV.

The events that are accepted by the requirements described above are passed to the

High Level Trigger. The HLT, in the case of the µ + τh final state, uses a combined

muon+tau trigger with the muon threshold varying from 12 GeV to 15 GeV and the

tau threshold varying from 10 GeV to 20 GeV. Loose isolation is applied on the tau

trigger as described in section 6.5. In the case of the e + τh final state, the rate is

higher. Therefore an electron of 15− 20 GeV is combined with a tau of 20 GeV with

isolation varying between medium and tight as described in section 6.5 . Finally, in
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the e + µ final state, two electron+muon cross triggers are applied depending on the

L1 seeds requiring a leading lepton of 17 GeV combined with a sub-leading lepton of

8 GeV. The list of the HLT paths used and their respective L1 seeds are presented in

Table 7.1.

µτh-final state

HLT Path L1 Seed Sample fraction (%)

IsoMu12 LooseIsoPFTau10 L1 SingleMu7 0.5

IsoMu15 LooseIsoPFTau15 L1 SingleMu10 44.2

IsoMu15 eta2p1 LooseIsoPFTau20 L1 SingleMu14 eta2p1 55.3

eτh-final state

HLT Path L1 Seed Sample fraction (%)

Ele15 LooseIsoPFTau20 L1 SingleEG12 25.0

Ele15 TightIsoPFTau20 L1 SingleEG12 15.9

Ele18 MediumIsoPFTau20 L1 SingleEG15 38.6

Ele20 MediumIsoPFTau20 L1 SingleEG18 20.4

Ele20 MediumIsoPFTau20 L1 SingleEG20 0.1

eµ-final state

HLT Path L1 Seed Sample fraction(%)

Mu8 Ele17 CaloIdL MuOpen EG12 11.4

Mu8 Ele17 CaloIdT CaloIsoVL MuOpen EG12 39.2

Mu17 Ele8 CaloIdL Mu7 EG5 45.6

Mu17 Ele8 CaloIdT CaloIsoVL Mu12 EG5 3.8

Table 7.1: Summary of the used trigger paths for the µ + τh,e + τh and e + µ final

states and their corresponding fractions of the dataset as described in the text.

After passing the HLT requirements, events are stored after they are categorized

in primary datasets. The categorization of events into primary datasets is performed

according to sets of trigger paths that are used for common analysis needs and also

the cumulative rates of those paths. An event can be stored in multiple datasets if it

fired different triggers. Since that implies that events can be stored twice, the primary
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datasets are tuned for minimal overlap. To collect the di-tau events in this analysis

the TauPlusX and the MuEG datasets are used. The TauPlusX dataset includes cross

triggers with a tau lepton while the MuEG dataset includes muon+electron cross

triggers. For supporting studies of the muon and electron performance and background

normalization, the Single Muon, Single Electron, Double Muon and Double Electron

datasets are also used.

A data certification procedure ensures full and smooth detector operation and

validation of the basic physics objects used in analysis. Several data taking periods

that had improper detector operation are flagged as not certified and are not used

for analysis. The total certified dataset that is used in this analysis corresponds to

4.934 fb−1. for the µ+ τh final state,4.922 fb−1 for the e+ τh final state and 4.979 fb−1

for the e+ µ final state respectively.

7.2 Object Selection

The selected events are required to have at least one primary vertex with the require-

ments defined in section 5.1.3. Muons are required to pass the tight requirements

described in section 5.3 and have transverse momentum above 17 GeV for the µ + τh

final state while, for the e+µ final state, asymmetric thresholds of 20 and 10 GeV are

used depending on the cross trigger thresholds. Electrons are required to be recon-

structed with the ECAL seeded method, pass the requirements described in section

5.2, have pT > 20 GeV for the e+ τh final state and asymmetric thresholds of 20 and

10 GeV respectively, are used for the e+ µ final state depending on which of the cross

trigger fired. Muons and electrons are constrained within η < 2.1 for all final states.

Both leptons are required to be isolated using I
PF/∆β
` < 0.1 (section 5.5) for e + τh
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Figure 7.1: Muon and Tau transverse momentum and pseudorapidity for the µ + τh

final state.

and µ + τh final states, while in the case of the e + µ final state, a looser isolation

requirement of I
PF/∆β
` < 0.15 is used. Hadronic taus are required to have pT > 20 GeV

and η < 2.3 and are identified using the methodology discussed in Chapter 6. Taus

are required to pass Loose isolation discriminator using ∆β corrections . To reject

Drell-Yan events where a light lepton fakes a hadronic tau decay, taus in the µ + τh

final state are required to pass tight discrimination against muon and loose discrimi-

nation against electrons. On the other hand, in the e+τh final state, taus are required

to pass the MVA electron discriminator and loose muon discriminator.
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Figure 7.2: Electron and Tau transverse momentum and pseudorapidity for the e+ τh

final state.

7.3 Topological Requirements

After object selection, the main reducible backgrounds present in the analysis include

QCD,W+jets and tt̄. In the case ofW and top pair production, the missing transverse

energy is exploited to further reduce those backgrounds. In the case of the µ+ τh and

e + τh final states, the transverse mass of the muon and missing transverse energy is
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formed as following:

MT =
√

2pl
T 6ET · (1− cos ∆φ), (7.1)

where pl
T is the lepton transverse momentum, 6ET is the PF missing transverse energy

and ∆φ is the acoplanarity angle between the missing energy transverse vector and

the lepton transverse momentum vector. In the case of tau decays, MT is expected

to peak at very low values constrained by the small tau invariant mass while in the

case of W , MT is expected to peak in the W mass. For both e + τh and µ + τh final

states, a requirement of MT < 40 GeV is applied. While transverse mass provides a
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Figure 7.3: Illustration of the ζ variables for a real di-tau event (left) and a W+jets

event (right).

good discrimination against W+jets and tt̄, there are cases where improvement can be

made in rejecting those backgrounds. In the case of e+µ where the main background
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is tt̄ and the transverse mass is smeared by the presence of neutrinos in both legs,

a different variable is introduced to reject this background. The variable was first
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Figure 7.4: Electron and muon transverse momentum and pseudorapidity for the e+µ

final state.

introduced in MSSM Higgs searches in Tevatron [48] and it exploits the fact that the

taus are boosted. Therefore the neutrinos from the tau decay are produced near the

visible decay products. The bisector angle between the visible products defines the ζ

axis. The visible transverse momenta and the 6ET are projected on the ζ axis and two

values are calculated:



134

pζ = p1
T · ζ̂ + p2

T · ζ̂+ 6ET · ζ̂ , (7.2)

pvis
ζ = p1

T · ζ̂ + p2
T · ζ̂ (7.3)

Figure 7.3 shows an illustration of the pζ variables for a real di-tau event and a W+jets

event. In the case of real di-tau event the values and directions of pζ and pvis
ζ are similar

while in the case of W+jets the opening angle between the lepton and the missing

transverse energy changes the direction and values of the vectors. The collinearity

requirement is imposed by using a combined variable:

pcut
ζ = Pζ − α · P vis

ζ (7.4)

In the case of e+µ final state a requirement of pcut
ζ > −25 GeV is applied with α = 1.25.

The ζ variables are very useful also in the case of final states with hadronic taus

when searching for high mass Higgs bosons in the MSSM. In this case the transverse

mass requirement causes an efficiency loss for the signal therefore is replaced by a

requirement of pcut
ζ > −20 GeV with α = 1.20.

To discriminate against the Z → `+`− background a di-lepton veto is introduced.

For the muon case, the veto requires no second global muon with pT > 15 GeV/c,

opposite charge to the first, and IPF
rel (∆β) < 0.2 (section 5.5). For the electron case,the

veto requires no second electron with pT > 15 GeV/c, opposite charge to the first, and

IPF
rel (∆β) < 0.3. For the e+ µ final state, both di-lepton vetos are applied. Finally, in

all final states the two legs are required to have opposite charge.
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Figure 7.5: Transverse mass and ζ variable for the µ+ τh final state.

7.4 Corrections to the Simulation

Despite the excellent simulation of the CMS Detector, there are still small differences

between the simulation and the data. Therefore, the simulation has to be corrected

to make appropriate predictions. The corrections to the simulation are performed by

measuring the quantities to be corrected in signal free regions in data and simulation

and applying event weights to the simulated samples that correspond to the respective

ratio of the quantities. The general form of the event weight for correction on objects

is:

weff =
εData(~xi)

εSim(~xi)
, (7.5)

where εData(~xi) and εSim(~xi) are the respective efficiencies in data and simulation re-

spectively and xi are the quantities that the efficiencies depend on, e.g. the pT and

the η of a lepton. The following paragraphs describe the corrections performed in this

analysis.
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7.4.1 Pileup Corrections

As described in section 4.2.1, the MC samples have been simulated using a uniform

pileup distribution. This distribution is re-weighted to match the pileup distribution

in the data. In simulation, the number of interactions for each bunch crossing is

available for each event. In data, this information can be derived from the luminosity

information. From section 3.1.3 the number of PU interactions per crossing is:

µ =
LσT

RBfB

. (7.6)

Therefore, knowing the revolution frequency RB, the fraction of filled bunches(fB)
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Figure 7.6: Distribution of the number of interactions for simulation and data as

extracted by the luminosity information.

and the total pp cross section, one can get the average number of interactions for each

lumisection. A lumisection is defined as the time needed for 218 orbits and it is the

minimum time segment where the instantaneous luminosity is calculated. The PU

distribution in data is derived using the information about the number of interactions
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from each lumisection and using the list of lumisections used in the analysis. Then the

simulated distribution is re-weighted to match the observed distribution by assigning

event weights. Figure 7.6 shows the obtained distributions from data and simulation.

For the data distribution, the total pp cross section used is the one obtained by the

TOTEM experiment [49] and corresponds to σT = 73 mb.

7.4.2 Electron and Muon Efficiency Corrections

To estimate the efficiency of identification and trigger, Z → `` events are used. The

method applied to measure the efficiency is known as the “tag-and-probe“ method.

Clean Z events are selected by applying tight identification requirements to the leading

lepton. In the case of muons, it is required to have pT > 25 GeV, be within η < 2.1 and

satisfy the tight identification criteria described in section 5.3. In addition, the muon

is required to be isolated using I
PF/∆β
` < 0.2. In the case of electrons, the electron

is required to have pT > 25 GeV, be within η < 2.1 and satisfy the identification

criteria described in section 5.2. Isolation is applied on the lead electron, requiring

I
PF/∆β
` < 0.2. The other leg of the Z candidate is then used as a probe to evaluate

the identification and trigger requirements. The muon efficiency is factorized in the

following steps:

εµ = εtrk × εID × εHLT , (7.7)

where εtrk is the efficiency to reconstruct a track in the inner tracker and εID is the

efficiency to reconstruct a full muon passing all the requirements described in 5.3. To

evaluate εtrk, Z events are selected by requiring a high quality muon satisying the

criteria discussed in section 5.3 and a standalone muon track that has opposite charge

to the muon. Whereas, to evaluate the identification efficiency, a high quality muon
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and an opposite sign inner track are required. To increase the purity of Z events, in

both cases a mass window of 60 < Mtp < 120 GeV is required.
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(a) muon HLT, barrel
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(b) muon HLT, endcap
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(c) electron HLT, barrel
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Figure 7.7: Muon (up) and Electron (down) trigger efficiency as measured in data and

simulation for barrel (left) and endcap (right) for the triggers used in the µ + τh and

e+ τh final states.

The electron efficiency is factorized as following:

εe = εSC × εID × εHLT , (7.8)

where εSC is the probability to reconstruct a supercluster and εID is the probability
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to reconstruct a GSF track and requiring that the electron object criteria described in

5.2 have passed. To measure the GSF track and identification efficiency, an electron

plus supercluster candidate is formed while to measure the supercluster efficiency an

electron plus track candidate is formed. Similarly to the muon case, a mass window

around the Z resonance is applied by requiring 60 < Mtp < 120 GeV. For both

electrons and muons, the trigger efficiency εHLT is defined as the probability that the

probe muon passes the respective HLT path when it has passed all identification and

isolation requirements. The efficiency is measured by defining two regions: a region

of events passing the respective requirement (Pass) and a region of events failing the

requirement (Fail). The efficiency is defined as

ε =
NPass

NPass +NFail

, (7.9)

where NPass is the number of Z events in the Pass region and NFail is the number of

Z events failing the requirement.

Despite the high purity of the Z sample there is non-negligible contamination

of backgrounds under the Z peak, especially in the fail regions. Therefore to extract

the number of Z events a fit is performed taking into account the background contri-

butions. The main background contributions include Z → ττ , W+jets, QCD and tt̄.

The Likelihood is formed as following for the Pass and fail regions respectively:

LP =

[
NZεf

P
Z (m``) +

∑
i

NP
i f

P
i (m``)

]
×
∏

i

Ln(NP
i , N̄

P
i , σi) (7.10)

LF =

[
NZ(1− ε)fF

Z (m``) +
∑

i

NF
i f

F
i (m``)

]
×
∏

i

Ln(NF
i , N̄

F
i , σi), (7.11)
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where NZ is the number of Z events, ε is the efficiency and fi are shape PDFs of the

mass distributions for Z and backgrounds. To improve the fit stability a constraint to

the backgrounds is applied in a form of a product of Lognormal distributions which is

expressed by multiplying the Pass and Fail likelihoods with a constrain term :

Lbkg =
N∏
i

1

biδbi
√

2π
exp−(ln bi − 1)2

2δβi
2 . (7.12)

where bi is the background yield of the i-th background and δbi is equal to 1+σi where

σi is the uncertainty which is taken to be 30%. The fit is performed simultaneously

in the Pass and Fail regions and the efficiency is extracted.

The Z → `` signal is modeled by the line-shape derived by simulated events

in the pass and fail regions respectively. To account for scale and resolution differ-

ences between data and simulation the line-shape from simulation is convolved with a

Gaussian distribution. The extracted mean and width of this distribution provides ad-

ditional information about the scale and resolution of the muons. The reconstruction

and identification efficiencies are measured separately in the barrel and endcap and in

specific regions defined by the analysis. The trigger efficiency is measured in bins of

reconstructed lepton transverse momenta and the turn on is modeled by a function

that is defined as the integral of the Crystal Ball [50] function given by:

ε(pT) = N ·


∫
dx · exp

(
− (x−m0)2

2σ2

)
forx−m0

σ
> −α∫

dx
(

n
|α|

)n

· exp
(
− |α|2

2

)
·
(

n
α
− |α| − x−m0

σ

)−n
forx−m0

σ
< −α

(7.13)

The trigger efficiency results are presented in Figure 7.7. In the case of muons, the

Crystal Ball integral is replaced with a linear function at high pT in the barrel region

to model the dropping efficiency behavior. The identification and isolation correction

factors are presented in table 7.2 for all final states.
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Correction Factors for identification efficiency

Muon Electron

µ+ τh and e+ τh final states

Barrel Endcap Barrel Endcap

17 < pT ≤ 20 0.952± 0.006 0.930± 0.008 - -

20 < pT 0.967± 0.006 0.943± 0.008 0.972± 0.002 0.969± 0.003

e+ µ final state

10 < pT ≤ 15 0.98± 0.01 0.96± 0.01 0.93± 0.01 0.91± 0.01

15 < pT ≤ 20 0.982± 0.003 0.971± 0.007 0.948± 0.006 0.942± 0.007

20 < pT 0.987± 0.001 0.978± 0.002 0.972± 0.003 0.967± 0.004

Table 7.2: Correction factors for the selection and identification of muons and electrons

for the requirements applied in each specific final state.

7.4.3 Tau Efficiency corrections

The efficiency of the tau identification is measured in the combined fit of the three final

states to extract the Z → ττ cross section or a Higgs limit. However, an independent

measurement that is described elsewhere [46] provides a correction factor of ρτ =

1.00 ± 0.06 that is used as an initial constraint in the fits described in the following

chapters. This measurement was obtained using a “tag-and-probe“ like procedure but

using Z → ττ events. A more precise tau identification correction factor is extracted

in the Z → ττ cross section but since the sample of events that is used to derive the

factor is the same as the one that is used to search for the Higgs, this factor is not

used for the Higgs searches described in the last chapters. The efficiency of the tau

trigger is measured by applying the full µ + τh and e + τh selection in data samples

that have passed the single lepton triggers and checking if the selected events also pass
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(a) µ + τh, barrel
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(b) µ + τh, endcap
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(c) e + τh, barrel
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Figure 7.8: Tau Trigger efficiency as measured in data and simulation.

the cross triggers. In the case of e + τh final state, a set of prescaled single electron

triggers was designed explicitly for this purpose. The main characteristic of the trigger

efficiency measurement using Z → ττ events is the background contamination from

QCD and W+jets events. Those contribute fake taus that have slightly different

trigger efficiency from real taus. To account for this effect, an additional systematic

uncertainty is assigned to account for the impurity of the sample and it is based on

the trigger efficiency difference in the simulation, if the background is varied by one

standard deviation of its uncertainty corresponding to approximately 10% of the yield.
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The uncertainty of the background is estimated by data driven methods discussed

in section 7.5. Figure 7.8 shows the efficiency of the tau triggers as a function of

the reconstructed tau transverse momentum in the barrel and the endcap region of

the detector. The systematic uncertainty due to the background contamination is

estimated to be less than 3%.

7.4.4 Missing ET Calibration

The missing transverse energy is a useful quantity for rejecting W+jets and tt̄ events

through the MT or ζ requirements. To evaluate properly the shape of the background,

the missing transverse energy response and resolution in the simulation has to be

calibrated to match the data. The 6ET in this analysis is calibrated using the procedure

here [51] using Z → µµ events. The recoil in the Z event is defined in the transverse

plane as

~R = − 6ET − pZ
T, (7.14)

where pZ
T is the transverse momentum of the Z system. The recoil is decomposed into

two coefficients, one parallel (U1) and one perpendicular (U2)to the Z boson direction.

The projected variables are fitted in bins of Z boson pT. Response functions are

created from the means of the fit results for respective bins and resolution functions

from the respective widths. The resolution and response are parametrized as a function

of the Z boson pT. Using the values derived from the Z study , several samples are

be calibrated. For example, W simulation is calibrated by applying the corrections

as a function of the generated W boson pT. Similar procedure is used for the Higgs

samples. Since the production mechanism is different one needs to take into account

the difference in the recoil between Higgs and Z as a systematic uncertainty. The
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Figure 7.9: Parametrization of the response and resolution of the recoil components

for data and simulation.

calibration is performed simultaneously on the response and resolution. The response

is corrected by applying a scale factor to the i-the component of the recoil:

Ki =
fDATA

i (pT)

fMC
i (pT

), (7.15)

where fi are the response function derived in data and simulation respectively.

For the resolution a Gaussian smearing is performed with a width equivalent to

σi =
√
fi,DATA(pT)2 − fi,MC(pT)2 (7.16)
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Final State Efficiency (DATA) Efficiency (MC) Correction Factor

µ+ τh 0.885 ± 0.001 0.884 ± 0.002 1.001 ± 0.002

e+ τh 0.857 ± 0.002 0.857 ± 0.003 1.000 ± 0.004

e+ µ 0.945 ± 0.001 0.945 ± 0.002 1.000 ± 0.002

Table 7.3: Efficiency and correction factors for the topological requirements for all

three final states estimated using the embedded sample.

After the recoil has been calibrated, the missing transverse energy is recalculated with

the new recoil vector for each simulated event. Figure 7.9 shows the parametrization

of the recoil response and resolution as a function of the transverse momentum of

the Z boson. PU re-weighting has been applied to the simulation. As expected, the

response of the parallel component (U1) is linear with the transverse momentum of the

Z while the perpendicular component is insensitive to the Z transverse momentum.

Both components in the simulation need additional smearing to match the data.

7.4.5 Corrections to the Topological Requirements

The efficiency of the topological requirements, namely the transverse mass, the oppo-

site charge requirement and the di-lepton veto, are calculated for the Z → ττ both in

the case where it is treated as a signal (Z → ττ cross section measurement) and in

the case where it is treated as background (Higgs searches).

The correction factors to the topological requirements are estimated using the

embedding technique in Z → µµ events [46]. A clean Z → µµ sample is selected and

the muons are replaced with tau leptons with the muon kinematics that are allowed

to decay using tauola [28]. The embedded event is reconstructed and is mixed with

the original Z → µµ event by combining the PF candidate collections after removing
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the muons from Z. Then taus are reconstructed and the full analysis is repeated on

the new sample. The hybrid events have the underlying event, PU and jet multiplicity

from the data while the tau decay is modeled very well by tauola. The efficiency of

the topological requirements is measured in the embedded sample and compared to

the MC simulation. Results are presented in Table 7.3.

7.5 Background Estimation in e+ τh and µ+ τh final states

The most important irreducible background contributions in the presence of hadronic

taus in the final state are QCD multijet and W/Z+jets. Smaller backgrounds include

tt̄ and diboson production. Data driven methods were implemented to predict the

residual contributions of those backgrounds after all selection requirements. The main

characteristics of the backgrounds and the estimation methods are described in the

next paragraphs.

7.5.1 QCD multijet

In the muon case, heavy flavour decays and decays in flight produce energetic muons

that pass the muon identification and a jet in the event can fake the tau signal. In

the electron case, the effect of heavy flavor decays of quarks is not dominant for the

electron background and the major contribution comes from fake electrons produced

by jets. The main characteristic of the QCD background is that it can produce fake

tau pairs with both opposite sign(OS) and same sign(SS) topologies. In the case of

pure fake events, the OS/SS ratio should be compatible with unity, however, this is not

the case for real pairs from heavy flavor (especially b ) quark decays. The key behind

QCD measurement is estimation of the events in the OS (signal) region by using events
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in the SS region. To perform this extrapolation the OS/SS ratio is measured with the

data.
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Figure 7.10: Number of OS and SS events in the region defined by inverted lepton

isolation for µ+ τh (left) and e+ τh (right) final states respectively.

The OS/SS ratio is measured by inverting the requrements on the lepton isolation

while keeping the hadronic tau isolated. The isolation requirement in the electron

trigger requires using prescaled triggers to calculate the ratio in the electron case

which results in limited statistics. Figure 7.10 shows the OS and SS events in data for

the inverted isolation for both final states. A slight excess is observed for OS events

due to the presence of heavy flavor quark decays to real leptons. Figure 7.11 shows

the OS/SS ratio as a function of the inversion requirement for the lepton isolation.

The value is taken from the flat region at higher inversion values and a systematic

uncertainty is applied based on the maximum deviation from the mean. The values

obtained for both final states are:

f
OS/SS
µ+τh

= 1.10± 0.01(stat)± 0.10 (syst) (7.17)

f
OS/SS
e+τh

= 1.08± 0.3 (stat)± 0.15 (syst) (7.18)
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Figure 7.11: Estimation of the OS/SS fraction in anti-isolated events as a function of

the isolation requirement for µ+ τh (left) and e+ τh (right) final states.

7.5.2 W+jets

In the case of W events, there is a real high quality isolated lepton from the W decay

and a jet faking the hadronic tau. A characteristic of the W sample is an excess in OS

contribution with respect to the SS contribution, therefore this background should be

estimated separately and subtracted from the SS QCD events before applying OS/SS

scaling factors which were discussed in the previous section. Events are counted in

the region MT > 70 GeV, which is W enriched, for both OS and SS cases and is used

for extrapolation into the signal region (MT < 40 GeV). The extrapolation factor

is taken from simulation where the missing transverse energy is calibrated using the

recoil method. W decays can also contribute to the selected sample via W → τν,

where tau decays to electrons or muons. Due to the tau decay branching fraction and

the smaller acceptance due to the tau decay, those events are a very small fraction of

the total W+jets events. Since the production mechanism is the same the W → τν
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events are extrapolated simultaneously with the W → `ν events. The extrapolation

factors for the two final states are calculated to be:

fW+jets
µ+τh

= 0.379± 0.028 (7.19)

fW+jets
e+τh

= 0.348± 0.036 (7.20)

The error is estimated by quantifying the change of this factor due to variation of the

lepton energy scales as well as an additional 1% error for the 6ET calibration.

7.5.3 Z → ``+jets

The Z → `` background enters in the final selection in two ways:

• A lepton fakes the tau. In this case, the shape of the visible mass is compatible

with the Z lineshape and contributes mainly to OS events.

• A jet fakes the tau. In this case, one lepton is lost out of the acceptance or was

not reconstructed and there is a jet in the event faking a tau. This contribution

is expected to be produced equally in the OS and SS data since any of the two

leptons from Z can be lost.

This background is very small and it is taken from simulation normalized to the

theoretical cross section [52]. The simulation is corrected for lepton efficiency and tau

fake rate. The uncertainties of the fake rates were calculated in chapter 6.

7.5.4 Top pairs, di-bosons and γ+Jets

Top quark pair production is an irreducible background due to the presence of energetic

leptons and taus from W → `ν in top decays. In addition, semileptonic top decays



150

where there are four or more jets in the event can enter the final selection when a jet is

faking a hadronc tau. The number of expected tt̄ events is taken from the simulation

normalized using the CMS measured cross section value [53] of:

σtt̄ = 165.8± 2.2 (stat.)± 10.6 (syst.)± 7.4(lumi.)pb (7.21)

Since the sample of the measurement and the sample used in this analysis is identical,

the luminosity uncertainty is not relevant. Therefore, the total cross section uncer-

tainty is 6.6%. The photon + jets background is relevant only for the e + τh final

state. It is a small contamination and since the photon converts to two electrons, it is

expected to be OS/SS blind. In the current background estimation, γ + jets is taken

into account the same way as the QCD background. Dibosons contribute mainly via

WW production but there are small contributions from WZ and ZZ as well. The

uncertainty assigned to the diboson samples is 30%.

7.5.5 Background estimation method

For the calculation of the background sources, the transverse and OS requirements

are dropped. Initially the W → `ν contributions are estimated by counting the events

in the sideband defined by MT > 70 GeV and applying the extrapolation factor to

the signal region. The calculation is performed individually for OS and SS events.

For both OS and SS events, the high MT contribution of tt̄ and di-boson events are

subtracted before extrapolation. The number of W events in sideband is calculated

as:

WOS
sideband = NOS

W − tt̄OS
W − V V OS

W (7.22)

W SS
sideband = NSS

W − tt̄SS
W − V V SS

W (7.23)
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The W contribution to the signal is calculated by applying the extrapolation factor

using the W shape :

WOS
signal = WOS

sideband · fW+jets (7.24)

W SS
signal = W SS

sideband · fW+jets (7.25)

QCD is first estimated in the SS region after subtracting all other other SS contribu-

tions and is given by:

QCDSS
signal = NSS

signal −W SS
signal − ZSS

`+jet − ZSS
`` − tt̄SS − V V SS (7.26)

and the OS QCD is calculated using the OS/SS factor:

QCDOS
signal = fOS/LS·QCDSS

signal = fOS/LS·(NSS
signal−W SS

signal−ZSS
`+jet−ZSS

`` −tt̄SS−V V SS)

(7.27)

The number of extracted events are summarized in Table 7.4 for both final states.

7.6 Background estimation for the e+ µ final state

The e + µ final state is characterized by dominant Z → ττ , tt̄ and backgrounds

from fake leptons (QCD, W/Z+jets). Other smaller sources include di-bosons where

irreducibleWW production dominates. The tt̄ and diboson backgrounds are estimated

by normalizing the simulation to the measured values of the respective cross sections

and applying the proper correction factors.

Fake backgrounds are estimated using data by exploiting the following regions

depending on the charge of the di-tau candidate and the lepton isolation.

• A: OS , both leptons isolated

• B: OS , both leptons anti-isolated



152

µ+ τh
OS SS

Source MT < 40 GeV MT > 70 GeV MT < 40 GeV MT > 70 GeV

Di-Boson 212 ± 66 325 ± 200 - -

tt̄ 813 ± 80 1813 ± 128 - -

Z l+jet 466 ± 51 - 441 ± 49 -

Z ll 354 ± 108 - 28 ± 9 -

W + jets 5883 ± 435 15511 ± 215 2149 ± 159 5948 ± 77

QCD 8234 ± 773 - 7418 ± 195 -

Z → ττ 30402 ± 2107 - - -

Total Expected 46364 ± 2292 - - -

Observed 46244 17650 10188 5948

e+ τh
OS SS

Source MT < 40 GeV MT > 70 GeV MT < 40 GeV MT > 70 GeV

Di-Boson 88 ± 27 156 ± 48 - -

tt̄ 350 ± 37 876 ± 68 - -

Z l+jet 1672 ± 179 - 488 ± 54 -

Z ll 3803 ± 404 - 255 ± 29 -

W + jets 3172 ± 333 9132 ± 130 1122 ± 118 3365 ± 58

QCD 8557 ± 1202 - 7923 ± 165 -

Z → ττ 13827 ± 1081 - - -

Total Expected 31467 ± 1709 - - -

Observed 30679 10164 9853 3365

Table 7.4: Background estimation results for the µ + τh and e + τh final states. All

backgrounds are estimated with the methods described in the text. For the Z → ττ

contribution, the events are normalized using the theoretical cross section [52].
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• C: SS , both leptons isolated

• D: SS , both leptons anti-isolated

Regions A and C are dominated by fake backgrounds while region C has small con-

tamination from tt̄ and dibosons. The uncertainty of those backgrounds is propagated

to the uncertainty of the events in the region. In the signal free SS regions, an extrap-

olation factor is defined as

f fake =
NC

ND

, (7.28)

where NC ,ND is the number of events in C and D region respectively, after subtracting

small backgrounds from the C region. The extrapolation factor is then applied on the

number of events in the B region to give the expected fake background in region A

which is given by:

N fake
A = NB × f fake =

NBNC

ND

(7.29)

Since it is required that both leptons are not isolated in the inverted regions the

estimation is dominated by QCD. Other minor fake contamination is due to a vector

boson plus a jet faking a tau. Those contributions are estimated using the simulation

assigning a conservative uncertainty of 40% Table 7.5 shows the results of the data

driven estimation for the e+ µ final state.

7.7 Results

After applying all selection requirements a data sample of about 70K events is selected

for all three final states. After data driven background estimation and application

of correction factors, the sample is compatible with SM expectation compatible with
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e+ µ

Source OS SS

Di-Boson 428 ± 129 26 ± 8

tt̄ 2489 ± 201 23 ± 3

Fakes 1560 ± 178 751.00 ± 50

Z → ττ 14054 ± 739 -

Total Expected 18530 ± 797 800 ± 51

Observed 18316 848

Table 7.5: Background estimation results for the e + µ final state. All backgrounds

are estimated with the methods described in the text. For the Z → ττ contribution,

the events are normalized using the theoretical cross section [52].

Z → ττ production. Figure 7.12 shows the visible mass distributions in data compared

to simulation after all corrections have been applied.
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Figure 7.12: Visible mass distribution of all three final states in linear (left) and

logarithmic scale(right) after complete background estimation and correction factors

applied to the simulation.
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Chapter 8

Measurement of Z → ττ Production

This chapter presents a measurement of the Z production cross section when Z decays

to tau pairs using the 2011 data sample. The analysis is performed in all three final

states using the object reconstruction and selection requirements presented in previous

chapters. The cross section is extracted using the formula:

σ =
N −Nb

BR · A · ε · L
, (8.1)

where BR is the branching ratio of the di-tau to the final state of interest, N is the

number of events in data, Nb is the number of estimated background events, A is

the acceptance ε is the efficiency and L is the integrated luminosity. The product

of acceptance and efficiency can be expressed in terms of the correction factors as

estimated in section 7.4 as following:

Ā = A× εMC ×
∏

i

ρi, (8.2)

where εMC is the efficiency in the simulation and
∏
ρi is the product of all correction

factors.
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Final State Acceptance (%)

µ+ τh 5.889 ± 0.011

e+ τh 4.524 ± 0.009

e+ µ 8.084 ± 0.011

Table 8.1: Acceptance calculated with POWHEG for all three final states.

8.1 Acceptance Model

The acceptance is defined as the fraction of the Z → ττ events that are produced

within the detector and satisfy some fiducial requirements on the transverse momenta

of the visible decay products. The acceptance is calculated using POWHEG [26]

simulation interfaced with tauola [28]. Due to the peculiarity of the tau decay to

invisible products, it is not possible to define the acceptance in the Z mass window.

Therefore, the acceptance is defined for Mττ > 20 GeV using the visible decay prod-

ucts. However, to compare the cross section with the one derived for other final states

forM`` > 50 GeV, the measured cross section is extrapolated to theMττ > 50 GeV win-

dow using a factor derived using FEWZ NNLO cross section calculation program [52]

which is estimated to be 0.584. In the case of µ+ τh, the acceptance requires a muon

or pT > 17 GeV and η < 2.1 and a hadronic tau with visible pT > 20 GeV and η < 2.3.

For the case of e+ τh, the acceptance requires an electron of pT > 20 GeV and η < 2.1

and a hadronic tau with visible pT > 20 GeV and η < 2.3. Finally for the e + µ final

state an electron-muon pair is required with asymmetric thresholds of 20 and 10 GeV

respectively where the pseudorapidity of the leptons is constrained within η < 2.3 for

muons and electrons. Table 8.1 shows the acceptance and the extrapolation factor

fM(50) used to extrapolate the acceptance to the Mττ > 50 mass window.



158

8.2 Systematic Uncertainties

The major systematic uncertainties that affect this measurement are due to experi-

mental factors, namely, the mis-modeling of the object reconstruction, identification

and energy scale and resolution. Other systematic uncertainties contribute due to

theoretical uncertainties on the acceptance calculation. The sources of systematic

uncertainties are discussed in the following sections.

8.2.1 Experimental Systematics

The major systematic uncertainties are due to the muon, electron and tau identifica-

tion and trigger efficiencies. The muon and electron identification and trigger efficiency

is measured precisely using Z → `` events as described in section 7.4. The statistical

uncertainties from the fit are negligible and a 1% systematic factor is applied to ac-

count for systematic effects in mis-modelling the shapes. In the case of the e+µ final

state, the systematic uncertainty assigned is 2% to account for the higher uncertainty

in measuring the efficiencies in the region defined by the lower transverse momentum

thresholds.

The tau identification uncertainty is estimated with a “tag-and-probe“ method

to be 6%. The efficiencies for electron and muon reconstruction, identification, isola-

tion and trigger efficiencies are obtained from data. Correction factors for the values

extracted from the simulation are determined with from Z → `` events as described

in section 7.4. The uncertainties on the correction factors are estimated to be below

1%. A similar technique is used to estimate the hadronic tau reconstruction efficiency
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corresponding to an uncertainty of 6%. The tau trigger uncertainty is dominated by

the background contamination in the measurement region(section 7.4.3) which corre-

sponds to 3.5%. The uncertainty of the topological requirements is estimated using

the embedding technique and corresponds to less than 0.5% due to the high statistics

of the embedding sample. The tau energy scale uncertainty is estimated by confirm-

ing the agreement of the reconstructed tau mass between data and simulation and by

evaluating the maximum effects on the scale due to tau decay mode misidentification.

The maximum deviations were found to be well below 3%.

 [GeV]
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Z p
20 40 60 80 100 120 140 160 180 200 220

a.
u

-310

-210

-110
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POWHEG

 = 7 TeVs, -1CMS  2011, L = 4.9 fb  = 7 TeVs, -1CMS  2011, L = 4.9 fb

Figure 8.1: Z transverse momentum spectrum in POWHEG simulation and Z → µµ

data.

8.2.2 Theoretical Uncertainties

The main source of theoretical systematic effects is due to the uncertainty from the

Parton Distribution Functions(PDFs). The effect of the PDF uncertainties in the
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acceptance is estimated by evaluating the acceptance difference due to different PDF

sets and by studying the effect of each individual PDF set. For the estimation of

the uncertainty in acceptance, the recipe prescribed by the PDF4LHC working group

is followed [54] yielding an uncertainty of 2%. Other theoretical effects include ini-

tial state radiation(ISR), final state radiation(FSR) and effects from higher orders in

perturbation theory. Final state radiation is negligible in the di-tau final states and

the other effects are expected to modify the transverse momentum spectrum of the Z

boson usually towards higher values. The Z boson spectrum is well measured using

Z → µµ data as presented in Figure 8.1. Since several additional factors such as

muon momentum scale and different background contamination in data and simula-

tion could contribute to the difference of the spectra a conservative estimate is followed

for the uncertainty. The POWHEG spectrum is re-weighted to match the data and

the difference in the acceptance before and after re-weighting is assigned as the sys-

tematic uncertainty. After applying the weights and re-evaluating the acceptance, the

maximum difference is below 0.5% with respect to the POWHEG estimation which

is assigned to the systematics.

The experimental and theoretical uncertainties are summarized in Table 8.2.

8.3 Combined Fit

The accuracy of the cross section measurement is improved by performing the measure-

ment simultaneously in the three final states, exploiting a combined fit. In addition,

the dominant systematic uncertainty of the tau identification efficiency exists in only

the final states with a hadronic tau (e + τh, µ + τh), and it will be constrained in the

fit by comparing the yields with the e + µ final state. The combined fit is performed
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Source µ+ τh e+ τh e+ µ

muon identification and trigger 1 % - 2 %

electron identification and trigger - 1 % 2 %

tau identification 6% 6 % -

tau trigger 3.3% 3.3 % -

efficiency of topological selections 0.5% 0.5% 0.5%

tau energy scale uncertainty 3% 3 % -

luminosity 2.2% 2.2% 2.2 %

parton distribution functions 2% 2% 2%

other theoretical uncertainties 0.5% 0.5% 0.5%

Table 8.2: Summary of the systematic uncertainties.

exploiting also shape information by fitting the visible mass shape in each final state.

The likelihood for each final state can be factorized as:

L = Lshape × Lbkg × Lsyst (8.3)

where Lshape is the likelihood term describing the sum of signal and background shapes

normalized by their respective background estimation coefficients, Lbkg corresponds to

the variation of the background estimation coefficients within their uncertainties and

Lsyst corresponds to the variations of the systematics factors within their uncertainties.

The shape likelihood term is expressed as:

Lshape = NZ→ττ (nj)fZ→ττ (mvis, nj) +
∑

Ni(nj)fi(mvis, nj), (8.4)

where NZ→ττ (nj) is the number of Z → ττ events, fZ→ττ is the Z → ττ shape PDF

and Ni(nj) and fi correspond to the number of background events and background

shapes respectively. The factors nj correspond to the vector of systematic factors(i.e

tau efficiency). The background component of the Likelihood is defined as:

Lbkg =
∏

i

Ln( ¯Ni(nj), Ni, σi), (8.5)
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where N̄i and σi are the mean values of the backgrounds and the respective uncertain-

ties. Finally the systematics part of the likelihood is:

Lsyst =
∏

j

Ln(n̄j, nj, σj), (8.6)

where σj denotes the values of the systematic uncertainties. It is possible to directly

fit for the cross section by replacing

NZ→ττ (nj) = σĀ(nj)L, (8.7)

where σ is the cross section and L is the integrated luminosity of the sample.

The effect of the energy scale uncertainty affects both the shape and the nor-

malization of the templates. Shape morphing is implemented to account for those

effects [55]. For each scale uncertainty source, two new templates are introduced

where the shape is allowed to vary up(f+) and down(f−) by one standard deviation

of the scale uncertainty with respect to the original template (f 0). The final template

is then given by an interpolation between the three depending on the scale coefficient

ns as following:

f(ns) = f 0 − α(ns) · f+ + β(ns) · f 0 + γ(ns) · f− (8.8)

The simplest form of the α, β, γ coefficients corresponds to linear interpolation of the

form α = max(ns, 0), β = −|ns|, γ = max(−ns, 0). The linear model has discontinu-

ities in the derivatives at zero, therefore for values of ns < 1, quadratic interpolation

is used in the following form:

f(ns) = f 0 − ns · (1 + ns)

2
· f+ + n2

s · f 0 − ns · (1− ns)

2
· f− (8.9)
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For each scale uncertainty source, a Lognormal factor is created in the respective yield

allowing the yield of the template to vary as the scale varies which is the result of

migration of events in and out of the sample.

8.4 Results

For each final state, the likelihood is minimized separately to extract the individual

cross sections. The final states with a hadronic tau( µ+ τh, e+ τh) are dominated by

the tau identification efficiency uncertainty of 6% while the e + µ final state is not

affected by it. The combined fit introduces additional constraints that the channels

with a hadronic tau correspond to the same cross section and their cross section

be consistent with that of the e + µ final state. Moreover, the electron and muon

identification efficiency is correlated between the channels that have the respective

objects in the final state.

The extracted cross section for each final state extrapolated into the Mττ >

50 GeV window is :

σ(µ+ τh) = 947± 10 (stat)± 66 (syst)± 21 (lumi) pb (8.10)

σ(e+ τh) = 936± 17 (stat)± 68 (syst)± 21 (lumi) pb (8.11)

σ(e+ µ) = 958± 11 (stat)± 34 (syst)± 21 (lumi) pb (8.12)

Since the fit provides a single error corresponding to both statistical and sys-

tematic contributions, the statistical part is estimated by generating and fitting toy
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Figure 8.2: Simultaneous measurement of the Z → ττ production cross section and

the tau identification efficiency correction factor. The 68% and 95% confidence level

for the simultaneous measurement are shown as well as the standard error ellipse. The

theoretical expectation at NNLO [52] is overlayed. Luminosity uncertainty of 2.2% is

not shown.

MC experiments without the systematics part of the likelihood. Then, the system-

atic error is produced by subtracting in quadrature the statistical contribution. The

three final states are combined using a simultaneous fit to extract the cross section

and the tau identification efficiency. The result of the fit is presented in Figure 8.2.

The standard error ellipse is shown along with the 68% and 95% confidence intervals

that correspond to the simultaneous measurement of the two parameters. The 68%

and 95% CL contours are produced by varying the likelihood by 2∆lnL equal to 2.30

and 5.99 respectively. The luminosity uncertainty is not shown. Considering the tau
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Figure 8.3: Summary of cross section measurements for the individual final states and

the combination. The theoretical expectation at NNLO [52] is overlayed. Luminosity

uncertainty of 2.2% is included in the systematic error.

identification efficiency as a nuisance parameter and integrating it out yields a cross

section for the combined measurement equal to:

σ(ττ) = 955± 7 (stat)± 33 (syst)± 20 (lumi)pb (8.13)

The combined and the individual cross section are in good agreement with the theo-

retical predictions [52]. Considering the fit as a measurement of the tau identification

efficiency and integrating out the cross section yields a correction factor for the tau

identification equal to:

ρτ = 0.978± 0.035. (8.14)

This correction factor proves excellent description of the hadronic taus in the sim-

ulation and a very small tau identification uncertainty of 3.5% that can be used in

other measurements or searches with tau leptons. Figure 8.3 shows the summary of
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the cross section measurements for all the final states and the combination. The mea-

surement in the µ + τh and e + τh final states is dominated by the tau identification

efficiency uncertainty while the total uncertainty of the combination is similar to the

e+ µ uncertainty that is not affected by tau identification.
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Chapter 9

Search for Higgs bosons

Based on the phenomenological results of spontaneous symmetry breaking in the SM

and the MSSM, both SM Higgs bosons at low mass and MSSM Higgs bosons in the

whole mass range are expected to decay to tau pairs with very significant branching

ratios. The measurement of the Z production cross section described in Chapter 8

shows very good agreement with the theory and provides no clue of excess in the di-tau

final states. However since the major background to the H → ττ signal is Z → ττ

and the Higgs production cross section is expected to be very small, the presence of

a Higgs signal could not be established in a general di-tau measurement but more

complicated topologies could give increased sensitivity. For example the vector boson

fusion(VBF) production of SM Higgs with tagging of the forward jets is expected to

be more sensitive since the VBF signature requirement suppresses the Z background.

In scenarios beyond the SM such as in the Minimal Supersymmetric Standard Model,

the associated production of Higgs with b quarks allows the possibility to search for

topologies with b-tagged jets to increase sensitivity. This chapter describes a search

for SM and beyond the SM Higgs bosons in the di-tau final state.
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9.1 Event Selection and Categorization

Both SM and MSSM searches are performed on a preselected data sample of di-tau

events with specific additional requirements applied to enhance the sensitivity. In the

case of the SM, the major production mechanisms are gluon fusion and vector boson

fusion(VBF). The VBF production cross section is about ten times smaller than the

gluon fusion production but the distinctive VBF signature enhances sensitivity by

suppressing Z → ττ background. In the case of gluon fusion, the Z background is

overwhelming but the number of expected Higgs events is large. If the systematic

uncertainties are small, gluon fusion can further improve the sensitivity achieved by

VBF selection. The SM search is performed in the mass region between 110 and

145 GeV where the branching ratio of the Higgs boson to tau pairs is significant. In

the case of the MSSM search, the main production mechanisms are gluon fusion and

associated production with b-quarks. In the case of associated production, requiring

the presence of b-jets in the final state suppresses Z background. The relevant mass

region in the MSSM corresponds to a large mass window between 90 and 500 GeV

since the main target particle is the pseudo-scalar A boson that can have very high

mass.

The preselection of di-tau events is almost identical to the one used to measure

the Z → ττ production cross section in chapter 8. Additional study is needed for the

case when the kinematic requirements used in Z → ττ analysis are inappropriate for

the Higgs searches. In the case of the SM, the Higgs masses studied are low, resulting

in very similar topologies as for the Z boson. On the other hand, for the MSSM Higgs



169

 [GeV]A m
50 100150 200250 300350 400450500

∈ ×
 A

 

0.00

0.02

0.04

0.06

0.08

<40 GeVTM

>-20  GeVcut
ζ

p

 = 7 TeVsCMS Simulation,  = 7 TeVsCMS Simulation, 

Figure 9.1: Total acceptance times efficiency as a function of the mass of the pseudo-

scalar Higgs boson in the MSSM for the two topological requirements of MT < 40 GeV

vs pcut
ζ > −20 GeV. For high masses of the boson, the collinearity variable pcut

ζ provides

higher signal efficiency.

search where the pseudo-scalar Higgs could be heavy, the transverse mass requirement

applied in µ+ τh and e+ τh final states shows inefficiency as the A mass increases. To

overcome this limitation, the MT < 40 GeV requirement is replaced by a collinearity

requirement on the ζ variables given by:

pcut
ζ = Pζ − α · P vis

ζ > −20 GeV, (9.1)

with α = 1.2 as introduced in chapter 7. Figure 9.1 shows the product of acceptance

times efficiency for the two kinematic selections. The pcut
ζ requirement shows higher

signal efficiency for higher Higgs masses, and is preferred for the MSSM search. After

basic pre-selection, the events are categorized in exclusive samples based on the specific

requirements imposed to enhance the sensitivity. In the case of the Standard Model,

a VBF category is introduced. The VBF signature is characterized by two jets with
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large pseudorapidity difference(∆η) that due to the specific kinematic properties tend

to have large invariant mass( Mjj). In addition, due to the absence of color connection

between the two outgoing quarks, low QCD activity is expected in the pseudorapidity

gap between the two jets. Figure 9.2 shows the number of jets with pT > 30 GeV and

|η| < 4.5, the pseudorapidity difference between the two tagged jets, the mass of the

two tagged jets and the number of jets with pT > 30 GeV in the pseudorapidity gap.

Distributions are shown for Z → ττ events and a Higgs sample of mH = 120 GeV

produced via gluon fusion and vector boson fusion. The VBF signature shows good

separation in the studied variables from Z production.

For the SM Higgs search, the events are categorized as following:

• SM-VBF: Requires the presence of at least two jets with pT > 30 GeV and

|η| < 4.5. The jets must be outside a cone of ∆R = 0.5 around the tau visible

decay products and must have a pseudorapidity difference of ∆η > 4.0. For the

invariant mass of the two tagged jets, it is required to that Mjj > 400 GeV. In

addition no additional jets are required in the gap between the two tagged jets

with pT > 30 GeV.

• SM-NoVBF: Contains all the events that pass the preselection but are not in-

cluded in the VBF category.

The SM-VBF category is dominated by Vector Boson Fusion production while the

SM-NoVBF category is dominated by gluon fusion. Both categories are combined in

the final fit resulting in a combination of three final states with two categories each to

estimate the Higgs yield.

In the case of the MSSM, the associated production with b quarks is exploited to
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Figure 9.2: VBF discrimination variables for Higgs and Z simulated samples.
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enhance the sensitivity. Jets originating from b quarks are identified using the Track

Counting High Efficiency algorithm discussed in Section 5.7. The jets are required

to be within the tracker acceptance(|η| < 2.4) and have a transverse momentum of

pT > 20 GeV. The events are categorized as following in the MSSM search:

• MSSM-B: Requires at least one b-tagged jet using the Track Counting High

Efficiency (TCHE) algorithm (section 5.7) with medium threshold. The jet must

have pT > 20 GeV and |η| < 2.4. In addition, events are vetoed if they have two

or more jets with pT > 30 GeV.

• MSSM-NoB: Contains all the events not present in the MSSM-B category.

The veto on the second jet above 30 GeV is effective against tt̄ production. In the case

of tt̄, there are many energetic jets in the final state while in the case of heavy MSSM

Higgs production, the second b jet tends to be soft and often not identified. Figure 9.3

shows the number of jets with pT > 30 GeV and the number of TCHE b−tagged jets

with medium threshold and pT > 20 GeV. In the case of Z production and Higgs via

gluon fusion, no b-tagged jets are expected while in the case of bbA→ bbττ production,

a second b-tagged jet is rarely identified. On the other hand, in the case of tt̄ there is

very often a second b-tagged jet and a lot of jets are reconstructed in the final state.

Figure 9.4 shows comparison of the basic categorization variables between data and

simulation. Good agreement is observed for all variables.

9.2 Background Estimation

The MSSM-NoB and SM-NoVBF categories consist of a huge number of events there-

fore the background estimation method is identical to the one used in the Z → ττ
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Figure 9.3: MSSM Higgs discriminator variables for Higgs signal, Z → ττ and tt̄

samples.

cross section (Chapter 8). For the estimation of the background in the low statistics

categories (MSSM-B, SM-VBF) specific procedures are used discussed in the following

paragraphs. For all final states, the Z → ττ and tt̄ background are estimated using a

common methodology. To estimate the Z contribution in the low-statistics categories,

the embedded sample used in section 7.3 is exploited. Z → µµ events are selected

with an associated b-jet or VBF signature and the muons are replaced with taus that

are allowed to decay. The embedding procedure gives the shape of the Z background

in the MSSM-B and SM-VBF categories and also an extrapolation factor that is used

to give the Z yields. The extrapolation factor is defined as:

fB
Z =

NB
emb

Nemb

, (9.2)

where NB
emb is the number of embedded events that satisfy the requirements of the

MSSM-B category and Nemb is the total number of embedded events. After calculating
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Figure 9.4: Comparison of data and simulation for the main discrimination variables

used to categorize the events in the Higgs search.
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the extrapolation factor, the total number of Z events in the MSSM-B and SM-VBF

categories is given by N ls
Z = f ls

Z · NZ where NZ is the number of Z events in the

preselection that is given by simultaneous fit of the Z → µµ sample described in

section 9.3.

In the case of tt̄ production, the simulation is used to estimate the number of

final events. The simulation is normalized to the measured tt̄ cross section. In the case

of MSSM-B category where real tt̄ events are present, the final yield is corrected for

the difference of the b-tagging efficiency in data and simulation estimated by the CMS

b-tagging group [45]. The QCD and fake background estimation is different depending

on the studied final state.

9.2.1 QCD and W Background estimation

For the estimation of theW background in the SM-NoVBF and MSSM-NoB categories,

the same principle discussed in Chapter 7 is applied. In the case of the MSSM search,

the pcut
ζ requirement is inverted to define the W enriched region by requiring pcut

ζ <

−40 GeV. The W background in the MSSM-B and SM-VBF categories is estimated by

defining an extrapolation factor from the preselected estimated W events to the events

in the final sample. This factor is taken from MadGraph simulation and a correction

is applied based on the difference on the extrapolation factor for Z defined by using

MadGraph Z+jets vs embedded sample. An additional systematic uncertainty of

10% is applied. The QCD background needs to be estimated from the number of QCD

events estimated in the preselected sample multiplied by an extrapolation factor to

estimate the number of QCD events in the MSSM-B and SM-VBF categories. The

extrapolation factor is defined in the signal free region defined by the Same Sign(SS)
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events. The SS sample is enriched in QCD by relaxing the lepton isolation to the

isolation applied in the trigger and using only an additional requirement of

IPF
l (charged) =

∑
pcharged

T

pl
T

< 0.2 (9.3)

In addition the tau identification is relaxed to satisfy only the Very Loose isolation

discriminator defined in Chapter 6. The sample is dominated by QCD events and some

residual W contribution that is subtracted using the MT/p
cut
ζ sideband extrapolation

method applied in Chapter 7. In this QCD enriched region, the MSSM-B or SM-

VBF requirement is applied leading in a sample dominated by QCD and tt̄ events.

The tt̄ events are subtracted using the estimation from simulation. Then, the QCD

extrapolation factor is defined as:

f ls
QCD =

NSS
ls −W SS

ls − tt̄SS
ls

NSS −W SS − tt̄SS
(9.4)

where NSS,W SS and tt̄SS is the number of data, estimated W and tt̄ events in the SS

preselected region and NSS
ls ,W SS

ls and tt̄SS
ls is the number of data, estimated W and tt̄

events in the SS region that satisfies the low statistics (SM-VBF or MSSM-B) category

requirements. The factor fB
QCD is multiplied by the number of estimated QCD events

in the preselected OS region to give the number of OS QCD events in the low statistics

category.

9.2.1.1 Fake Background estimation in the e+ µ final state

The fake background in the case of the e+ µ final state is estimated using the ABCD

method described in section 7.6. The regions are modified to implement the categories

as following:

• A: OS , both leptons isolated and MSSM-B or SM-VBF criteria applied
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• B: OS , both leptons anti-isolated

• C: SS , both leptons isolated and MSSM-B or SM-VBF criteria applied

• D: SS , both leptons anti-isolated

Tables 9.1, 9.2, 9.3 show the yields for all background samples after all efficiency

corrections and data driven background estimation applied.

Standard Model MSSM

Process No VBF VBF No B B

Di-Boson 219 ± 68 0.50 ± 0.50 274 ± 85 5 ± 3

tt̄ 834 ± 87 4 ± 1 1387 ± 155 159 ± 19

Z l+jet 470 ± 515
1.5 ± 0.5

630 ± 68
3 ± 1Z ll 351 ± 107 406 ± 123

W + jets 6012 ± 445 12 ± 5 10205 ± 744 115 ± 21

QCD 8262 ± 776 18 ± 3 6633 ± 689 187 ± 20

Z → ττ 30163 ± 2320 37 ± 4 31030 ± 2386 261 ± 25

Total Background 46311 ± 2493 73 ± 7 50565 ± 2603 730 ± 42

Observed 46389 74 50532 681

Table 9.1: Event yields for all backgrounds after all corrections applied and after full

background estimation for the µ+ τh final state for all event categories.

Figure 9.5 shows the visible mass for the MSSM-NoB and MSSM-B categories

for all final states while Figure 9.6 shows the visible mass for SM-NoVBF and SM-

VBF categories for all final states after full background estimation applied. Good

agreement is observed between data and simulation showing no significance excess of

a signal.
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Figure 9.5: Visible mass for the MSSM-NoB (left) and MSSM-B categories(right) for

µ+ τh (up) e+ τh (center) and e+ µ final states (down).
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Figure 9.6: Visible mass for the SM-VBF (left) and SM-VBF categories(right) for

µ+ τh (up) e+ τh (center) and e+ µ final states (down).
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Standard Model MSSM

Process No VBF VBF No B-Tag B-Tag

Di-Boson 132 ± 41 0.15 ± 0.15 133 ± 41 2 ± 1

tt̄ 704 ± 74 4 ± 1 660 ± 74 76 ± 9

Z l+jet 1968 ± 209
12 ± 2

1971 ± 209
40 ± 7Z ll 4261 ± 449 4241 ± 447

W + jets 5999 ± 619 10 ± 5 5947 ± 614 51 ± 13

QCD 8576 ± 1224 8 ± 2 8515 ± 1216 119 ± 18

Z → ττ 14580 ± 1123 15 ± 2 14473 ± 1115 126 ± 13

Total Background 36221 ± 1842 51 ± 6 35939 ± 1829 415 ± 28

Observed 35479 44 35189 398

Table 9.2: Event yields for all backgrounds after all corrections applied and after full

background estimation for the e+ τh final state for all event categories.

Standard Model MSSM

Process No VBF VBF No B-Tag B-Tag

Di-Boson 460 ± 139 0.8 ± 0.3 484 ± 146 5 ± 2

tt̄ 2688 ± 217 14 ± 2 2463 ± 199 360 ± 47

QCD/V+jets 1589 ± 181 7 ± 1 1560 ± 179 44 ± 6

Z → ττ 13908 ± 579 18 ± 1 14290 ± 930 154 ± 13

Total Background 18646 ± 659 40 ± 3 18797 ± 978 564 ± 49

Observed 18521 29 18092 519

Table 9.3: Event yields for all backgrounds after all corrections applied and after full

background estimation for the e+ µ final state for all event categories.

9.3 Normalization of Z → ττ background for Higgs searches

Since the major background to Higgs searches is Z → ττ production, precise knowl-

edge of the Z yield is essential to improve the Higgs sensitivity. The background

cannot be normalized to the measured cross section discussed in Chapter 8 since the
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same sample is used to estimate the cross section and search for the Higgs and the Z

fit does not account for presence of Higgs events in the sample. One choice would be to

normalize the Z yield based on the theoretical cross section [52] using the integrated

luminosity collected. The limitations to this approach are the theoretical uncertainty

of 4.3% from FEWZ calculation and the uncertainty on the integrated luminosity of

the order of 2.2%. To overcome those obstacles the Z normalization is estimated using

collected Z → µµ data. A sample is selected using di-muon triggers. Two muons are
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Figure 9.7: Di-muon invariant mass for the selected Z enriched sample.

required with leading muon pT > 20 GeV and sub-leading muon pT > 15 GeV satisfying

the criteria discussed in section 5.3. The two legs are required to have opposite charge.

Particle based isolation is used requiring I
PF/∆β
` < 0.2 for both legs (section 5.5). Fi-
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nally a mass window is selected of 60 < Mµµ < 120 GeV. The sample is dominated by

Z → µµ events while small backgrounds include W+jets, tt̄ and QCD multijet events.

Figure 9.7 shows the di-muon invariant mass after all selection requirements. A fit is

performed in the sample to extract the Z correction factor. The likelihood of this final

state is the same as the di-tau ones except the Higgs signal is negligible (primarily

coming through Z → ττ → µµ events). The small backgrounds are normalized using

their expected yields and assigning a conservative uncertainty of 30%. This way the

Z correction factor is estimated during the fit and without any dependence in the

luminosity uncertainty resulting in much higher precision for the Z → ττ background.

The result of the fit yields a correction factor for the MadGraph MC equal to

ρZ = 0.99± 0.03 (9.5)

9.4 Systematic Uncertainties

The dominant sources of experimental systematic uncertainties are identical to the

ones described in the Z → ττ cross section measurement(8.2.1) and correspond to

the muon, electron and tau ID efficiency,energy scale and the uncertainties due to the

embedding samples. For the MSSM categories, an additional uncertainty that is intro-

duced to account for the uncertainty of the b-tagging efficiency and mis-identification

rate. The b-tagging efficiency correction factor is estimated in tt̄ events to be 0.96±0.04

while the b mis-identification rate correction factor is estimated to be 1.20± 0.15 [45].

The correction factors affect only the signal and tt̄ since in the case of other back-

grounds the estimation of the background is performed from data. In the case of the

MSSM signal, since there are cases where the b-tagged jet is real or fake, the correc-
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tions are applied in the simulation after matching the b-tagged jet to the generator

level parton to define its flavor. For each event, if the b-tagged jet is b the event

is weighted by the b-tagging efficiency correction otherwise it is weighted by the b

mis-identification rate correction. In the same manner, in the sample with no b-tag if

there is a real b jet and it is not b-tagged, the event is weighted by a correction factor

corresponding to 1− efficiency. With this separation of the signal samples at the gen-

erator level, the correlations between the categories concerning the b-tagging efficiency

and mis-identification rate are treated properly. Another relevant experimental source

of uncertainty is the jet energy scale. The MSSM-B category requires a b-jet above

20 GeV, and maximum one jet of pT > 30 GeV, therefore differences in the jet energy

scale could allow migration between the categories or events that migrate outside the

samples. Similarly in the SM-VBF category, variations of the energy scale could result

in migration of events between the categories. This is relevant for the signal and for

backgrounds that are estimated from simulation while in the case of Z → ττ and

data driven backgrounds the yields are estimated from data. The jet energy scale

uncertainty varies as a function of pT and η therefore to evaluate the effect on each

yield, the jet transverse energy is varied by one standard deviation and the difference

in the yield after all selection requirements is quoted as the systematic uncertainty.

This systematic uncertainty is considered anti-correlated between the MSSM-B and

MSSM-NoB categories and between SM-VBF and SM-NoVBF categories respectively.

In terms of theoretical uncertainties, the dominant contributions are related to the

uncertainties in the theoretically predicted Higgs cross section in the Standard Model

or the MSSM. Different contributions to the cross section uncertainties are consid-
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Source µ+ τh e+ τh e+ µ SM MSSM

muon identification and trigger 1 % - 2 %
√ √

electron identification and trigger - 1 % 2 %
√ √

tau identification 6% 6 % -
√ √

tau trigger 3.3% 3.3 % -
√ √

efficiency of topological selections 0.5% 0.5% 0.5%
√ √

tau energy scale uncertainty 3% 3 % -
√ √

jet energy scale uncertainty 2-5% 2-5 % 2-5%
√ √

6ET scale uncertainty 5% 5 % 5%
√ √

b-tagging efficiency 4% 4 % 4%
√

b-tagging mis-ID rate 15% 15 % 15%
√

luminosity 2.2% 2.2% 2.2 %
√ √

Table 9.4: Summary of the experimental systematic uncertainties.

ered as separate uncertainties. The major uncertainties are the uncertainties due to

using different PDF sets or taking into account the uncertainties of each PDF set.

Additional, uncertainties are derived by varying the renormalization and factorization

scale by 100% or are due to contributions of the Underlying event and Parton shower

simulation. The theoretical systematic uncertainties are different for each production

mechanism and are included in Table 9.5.

MSSM SM

Source NoB B NoVBF VBF

parton distribution functions (qqH) 1% - 8% 8%

parton distribution functions (ggH) 2% 2% 8% 8%

parton distribution functions (bbH) 3% 3% - -

factorization/renormalization scale (ggH) 13% 13% 12% 30%

factorization/renormalization scale (qqH) - - 4% 4%

factorization/renormalization scale (bbH) 20% 20% - -

underlying event/parton shower - - 4% 4%

Table 9.5: Summary of the theoretical systematic uncertainties.
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9.5 Combined Fit

In the case of searches for new physics, the likelihood model is very similar to the

one described in chapter 8, utilizing a likelihood that contains shape, background

and systematic effects contributions. The shape background in the case of searches is

modified as follows:

Lshape = r ×
∑

Ak(nj) · fk
H→ττ (mvis, nj) +

∑
Ni(nj)fi(mvis, nj), (9.6)

The Z → ττ contribution is now counted as a background and the first sum over k

corresponds to the signal contributions that can be as many as the possible separate

Higgs production mechanisms. The parameters r and Ak are selected on the basis

of the quantity to be estimated and are discussed in the following paragraphs. For

each specific analysis, the likelihood is minimized in a similar way to the Z → ττ

measurement and the treatment of the shape uncertainties is identical.

9.5.1 Definition of the SM Signal Model

In the case of the Standard Model Higgs search, the dominant production mecha-

nisms are gluon fusion and vector boson fusion. Additional production mechanisms

correspond to Higgsstralung(V H) and associated production with top pairs(ttH). In

the Higgsstralung process, Higgs is produced in association with a vector boson while

in the ttH process, Higgs is produced in association with a top quark pair. Three

signal templates are used for the SM Higgs signal, one corresponding to gluon fusion,

one corresponding to VBF and one corresponding to V H and ttH. Each template is

normalized to the expected Higgs yield when the Higgs cross section is equal to the
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SM Higgs cross section. The cross section for each process and branching ratios are

taken from the LHC Higgs cross section working group [15]. The extracted value of

the combined fit is the signal strength defined as:

r =
σobs

σSM

, (9.7)

where σobs is the observed Higgs cross section times branching ratio to tau pairs and

σSM is the theoretical SM Higgs production cross section times branching ratio of

Higgs to tau pairs.

9.5.2 Definition of the MSSM Signal Model

Since in the case of the MSSM there are three types of neutral Higgs bosons produced

by two production mechanisms (gluon fusion and associated production) that have

different magnitudes in the mA − tan β plane, a specific model of the signal is re-

quired. In this analysis the results are interpreted against the mmax
h scenario [20]. The

production cross section and the mass for each of the three bosons (A, h,H) is known

at each specific value in the parameter space. For masses of the pseudo-scalar Higgs

boson of mA < 130 GeV the h and A bosons are degenerate while H boson is fixed

at about 130 GeV . For masses of mA > 130 GeV, A and H are degenerate while h is

fixed at about 130 GeV. For a complete description of the Higgs signal, four templates

are used:

• A template of the sum of the two degenerate Higgs bosons at the value of mA

for the gluon fusion production mechanism. The relative contributions of the

two bosons are scaled to their production cross section for the specific value in

the MSSM parameter space.
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• A template of the sum of the two degenerate Higgs bosons at the value of mA for

the associated production with b-quarks mechanism. The relative contributions

of the two bosons are scaled to their production cross section for the specific

value in the MSSM parameter space.

• A template of the fixed Higgs boson at the mass of 130 GeV for the gluon fusion

production mechanism.

• A template of the fixed Higgs boson at the mass of 130 GeV for the associated

production with b-quarks mechanism.

Each template in the categories described above is given the specific Higgs bosons

mass at the MSSM parameter space point by using linear interpolation between mass

templates.

9.5.3 Statistical Analysis

The statistical methodology used in this analysis has been developed by the CMS

and ATLAS collaborations in the context of the LHC Higgs Combination group. The

detailed description of the statistical procedure can be found elsewhere [56]. A pa-

rameter of interest r is defined that corresponds to the signal strength in the case

of the SM Higgs boson search or the tan β in the case of the MSSM Higgs search.

Each systematic uncertainty is assigned a nuisance parameter θi. The expected signal

and background yields are denoted as r · s(θ) and b(θ) respectively. Most nuisance

parameters are constrained by other measurements or theoretical predictions and are

encoded in the probability density functions pi(θ |θ), corresponding to the probability

to measure a value θi for the i−th nuisance parameter given its real value θi. The



188

Likelihood is given by

L(data|r · s(θ) + b(θ)) = P(data|r · s(θ) + b(θ)) · p(θ |θ), (9.8)

where P(data|r · s(θ) + b(θ)) is a product of the probabilities over all shapes in all

channels and p(θ |θ) is the product of all the nuisance constraining probability density

functions containing the nuisance and background terms Lsyst and Lbkg. In order to

test the signal hypothesis, an appropriate test statistic is created. A test statistic

is a single number that holds information on the observed data, expected signal ,

background and uncertainties. To test the absence of a signal the test statistic value

estimated using the data is compared to the distribution of the test statistic under the

signal and background vs the background only hypothesis. The expected test statistic

distributions are calculated by generating pseudosamples from the probability density

functions P(data|r ·s(θ)+ b(θ)) and p(θ |θ). The values of nuisance parameters θ used

for generating pseudo-datasets are obtained by maximizing the likelihood L under the

background only or signal+background hypothesis.

To quantify the absence of a signal and set exclusion limits, a test statistic qr is

defined that depends on the hypothesized value of the parameter of interest r defined

as:

qµ = −2 ln
L(data|r · s(θ̂r) + b(θ̂r))

L(data|r̂ · s(θ̂) + b(θ̂))
, (9.9)

where θ̂ and r̂ are the values of θ and r that maximize the likelihood in numerator

and denominator and θr implies that the minimization is done under the hypothesis of

specific value of the parameter of interest r. One sided limits are forced by requiring

that r > r̂. For the calculation of the exclusion limit the modified frequentist approach

of CLs is used [57,58]. The probability to obtain a value of the test statistic qr larger
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than that the observed value qobs
r is defined for the signal+background and background

only hypothesis:

CLs+b = P(qr ≥ qobs
r |r · s+ b) (9.10)

CLb = P(qr ≥ qobs
r |b). (9.11)

CLs is then given by the ratio:

CLs =
CLs+b

CLb

(9.12)

For the values of CLs ≤ α and r = r0 the signal is excluded in the 1 − α confidence

level for a value of the parameter of interest larger that r = r0. To quote the upper

limit on r at 95% confidence level, the values of r are scanned . For each value of r

distributions of the test statistic are created and the value of CLs is calculated. The

95% CL upper limit is set at the value of r where CLs = 0.05. In the case of excess

in the data, the significance of the excess is quantified by introduced an appropriate

test statistic q0 as follows:

qµ = −2 ln
L(data|b(θ̂0))

L(data|r̂ · s(θ̂) + b(θ̂))
, (9.13)

where θ0 is the value of the nuisance parameters that maximizes the numerator under

the background only hypothesis. The excess can be quantified in terms of the p-value

p0 defined as the probability to observe a value of the test statistic q0 at least equal

or larger than the one observed in data (qobs
0 ) under the background only hypothesis:

p0 = P(q0 ≥ qobs
0 |b) (9.14)

The p-value can then be translated to significance Z using the Gaussian one sided tail

integral:
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p0 =

∫ ∞

Z

1√
2π

exp(−x2/2)dx (9.15)

9.6 SM Higgs Results

In the case of the SM search the NoVBF and VBF categories are combined in all

three final states and a combined fit is performed to extract the signal strength for

each Higgs mass hypothesis. No excess is observed in the visible mass spectra therefore

upper limits are set to the Higgs signal strength. Limits are set using the modified

frequentist CLs construction. Distributions of the test statistic are created in a grid of

(mH , r) values to test the value of r where CLs = 0.05 for each Higgs mass hypothesis.
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Figure 9.8: Expected and Observed 95% CL Upper Limits on the signal strength

r = σobs/σSM as a function of the SM Higgs boson mass for the SM Higgs search.

Figure 9.8 and Table 9.6 show the expected and observed 95% CL Upper Limits
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on the signal strength as a function of mass of the Higgs boson. This analysis is

expected to exclude a Higgs boson of mH = 115 GeV with a cross section of σ >

3.2σSM . The actual observation on the data varies from r > 2.56 to r > 7.0 with the

best exclusion at mH = 115 GeV with σ > 2.56σSM .

SM Higgs Expected σ/σSM limit

mH [ GeV] Observed -95% -68% Median +68% +95%

110 2.567 1.715 2.197 3.321 4.766 6.824

115 2.565 1.776 2.232 3.207 4.568 6.578

120 2.724 1.684 2.337 3.418 5.048 7.166

125 3.146 1.886 2.394 3.452 5.099 7.248

130 3.371 1.766 2.530 3.705 5.248 7.693

135 4.641 1.862 3.104 4.624 6.624 10.000

140 5.166 2.622 3.633 5.014 7.038 10.280

145 7.043 3.343 4.687 6.489 9.493 13.607

Table 9.6: Expected and observed upper limits on the signal strength r = σobs/σSM

for the SM Higgs search.

9.7 MSSM Higgs Results

In the case of the MSSM, since the masses of the Higgs bosons, and the relative cross

section from gluon fusion and associated production with b quarks change as a function

of mA and tan β, the signal hypothesis is tested for each point in the parameter space.

No significant excess is observed in the MSSM-NoB and MSSM-B categories therefore

upper limits are set on tan β for each mA hypothesis. To estimate the CLs limits,

distributions of the test statistic are generated in a grid of (mA, tan β) values. For

each point in the grid the signal templates of the h,H and A bosons are assigned

their exact mass and the cross sections are constrained to the expected values for
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those parameters. Then for each mA hypothesis the value of tan β with CLs = 0.05

is defining the exclusion. Figure 9.9 and Table 9.7 show the expected and observed

limits in the MSSM parameter space. The analysis is expected to exclude a value
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Figure 9.9: Expected and Observed 95% CL Upper Limits on the tan β as a function

of the pseudoscalar A boson mass for the MSSM search.

of tan β = 8.1 for mA = 140 GeV and a tan β = 40 for mA = 500 GeV. The actual

exclusions in data at low mass is tan β < 8.4 for mA = 140 GeV and at high mA

of 500 GeV, the observed exclusion is tan β < 45. The maximum excess appears at

(MA, tan β) = (350, 20) with a local significance of Z = 1.53 standard deviations.
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MSSM Higgs Expected tan β limit

mA [GeV] Obs. tan β limit −2σ −1σ Median +1σ +2σ

90 9.114 5.477 6.721 8.541 10.257 12.619

100 9.577 6.089 7.473 9.307 11.764 13.893

120 8.510 5.396 6.941 8.307 10.324 12.503

130 8.494 6.084 6.893 8.239 10.030 12.220

140 8.426 5.690 6.776 8.172 10.065 12.173

160 9.174 6.412 7.266 9.081 11.102 13.063

180 9.919 7.297 8.692 10.327 12.281 14.654

200 10.861 8.202 10.149 11.702 14.182 16.558

250 15.927 12.469 13.471 16.145 19.061 20.000

300 22.697 15.082 17.459 20.315 23.773 27.435

350 30.440 19.520 21.788 25.188 29.286 33.000

400 35.649 22.491 25.782 29.641 34.529 39.975

450 40.904 26.265 30.880 34.774 41.000 47.181

500 44.481 31.361 34.924 40.389 47.177 54.869

Table 9.7: Expected range and observed 95% CL upper limits for tan β as a function

of mA, for the MSSM search.
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Chapter 10

Synopsis

In the previous chapters, a complete study of the di-tau final state at
√
s = 7 TeV was

presented using the complete dataset collected by the CMS Detector during the 2011

LHC run.

The key to this study is the capability to efficiently reconstruct taus that decay

hadronically in the dense LHC enviroment with many QCD jets in the final state and

many pileup events superimposed in each collision. To achieve this goal the Hadrons

Plus Strips(HPS) algorithm which uses all reconstructed particle candidates to build

the tau decay products was developed. HPS tau identification introduces for first time

in hadronic collisions combinatorial reconstruction of the tau decay modes. The fake

rates achieved for loose isolation are of the order of 1%, maintaining 50% of the real

hadronically decaying tau leptons.

Using the HPS algorithm in combination with the excellent muon, electron and

jet reconstruction, events are selected and analyzed in the three major di-tau final

states. An important challenge in the 2011 run was the increase of the average number

of pileup interactions, affecting mainly lepton and tau isolation in this analysis. For

this purpose, pileup mitigation using ∆β corrections was introduced for the isolation
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of electrons, muons and taus maintaining the signal efficiency for small increase of the

overall background rates.

Since, there is significant background contamination from QCD and W+jets

after full event selection, background estimation techniques were designed, tested and

used since the beginning of the CMS data taking to predict those backgrounds with

high accuracy. Those methods exploit the W transverse mass shapes and the charge

of the di-tau candidate giving accurate predicitions that are cross checked by the

simulation and other approaches.

Using the techniques described above, the Z → ττ cross section was measured

with unprecedented accuracy to be in agreement with the theoretical expectations.

This measurement constitutes a validation of the HPS tau identification and back-

ground estimation techniques. After establishing Z → ττ and gaining confidence in

all the procedures used, a search for the Higgs boson is performed in the Standard

Model and the Minimal Supersymmetric Standard Model. Both searches show no

evidence for Higgs signal. Stringent new bounds in the SM and MSSM searches in the

di-tau final state are set. In the case of the Standard Model Higgs search the sensitiv-

ity is not yet adequate to probe the signal asuming the theoretical cross sections and

an 95% CL upper limit is set excluding a Higgs production cross section with value

higher than about three times the theoretical one for low Higgs boson mass. In the

case of the Minimal Supersymmetric Standard Model, stringent new bounds are set in

the MSSM parameter space (mA, tan β) restricting the MSSM to lower values of tan β

and higher masses of the pseudoscalar A boson.

The LHC is going to operate in 2012 with higher instantaneous luminosity and
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a center of energy of 8 TeV. Considering the new run parameters and possible analysis

improvements, it is certain that with a sample of 20 fb−1 of 2012 data, this analysis

will play a major role in discovering or excluding a Higgs boson at low mass.

Finally the future of this analysis was considered from the scope of the trigger

needed to collect the di-tau data in a much higher instantaneous luminosity scenario

with a lot of pileup. For this purpose new calorimeter trigger algorithms were proposed

that can be implemented in commercial FPGAs and are the basis of a proposal for the

CMS Calorimeter Trigger upgrade. Those algorithms provide much higher efficiency

and lower rate for the tau trigger making possible an efficienct selection of the di-tau

sample at L1 and maintaining particle thresholds that are already used in the analysis.

The implemented calorimeter trigger algorithms are described in Appendix A.
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Appendix A

Calorimeter Trigger Upgrade For Higher

Luminosities

The H/Z → ττ analysis presented in the previous chapters has been designed to be

robust againt pileup. However a possible future limitation to the performance will be

the capability to collect the events needed for the analysis at trigger level. In the 2011

run, events in the µ + τh and e + τh final states were triggered using single electron

or muon triggers at L1 and cross triggers at HLT. As the instantaneous luminosity

increases, the L1 rate of the single object triggers will not be affordable, requiring

the implementation of a lepton+tau trigger at L1. As discussed in section 6.5, the

main limitations at L1 are the measurement of the tau energy with the calorimeter,

the limited granularity of the trigger towers and the possible isolation only using

calorimeter deposits. However, a combined cross trigger at L1 with an isolated e/γ

and a tau candidate with low threshold would improve the e + τh final states. In

addition, the increased occupancy of each crossing degrades the performance of the

implemented electron and tau trigger algorithms, which leads to the need of more

sophisticated object identification in the L1 trigger. This chapter describes a proposed
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set of calorimeter trigger algorithms that provide improved performance and can be

used as a basis of a calorimeter trigger upgrade in the following years to come. CMS

is planning for an upgrade for the SLHC era where the LHC will be upgrated to

provide instantaneous luminosities of the order of 5× 1034 cm−2s−1 resulting in about

100 pileup interactions per crossing at a 25 ns bunch crossing separation. However,

since the required technology already exists, this upgrade could be performed sooner

to boost the performance of the detector towards Higgs properties measurement or

Higgs exclusion in the following years.

The requirements of the upgraded calorimeter trigger algorithm in comparison

to the present calorimeter trigger can be summarized as follows:

• Provide equal or better performance for electromagnetic, τ and jet objects by

keeping the rates low in the presence of pileup.

• Provide the best possible position resolution to improve cross trigger perfor-

mance and to match calorimeter objects to tracks in case of a future tracker

upgrade providing a track trigger at L1.

• Exploit the latest technologies to create fast, flexible and reconfigurable hardware

to be adaptable to any conditions.

As in the present calorimeter trigger, the energy deposit signatures the trigger

aims at distinguishing are those from electrons or photons, hadronic τ lepton decays,

and jets. The Moliere radius of the CMS Electromagnetic Calorimeter is well below

the size of single trigger tower. Hence, in the absence of bremsstrahlung and material

effects, electromagnetic deposits that hit the center of a trigger tower are contained
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within one tower. Taking bremsstrahlung, material and boundary effects into account,

electrons and photons deposit their energy in clusters of at most ∆(η)×∆(φ) = 2× 2

trigger towers. The case of hadronic τ decays is more complex due to range of possible

decay products. However, a hadronic τ lepton decay typically leads to a well collimated

high energy deposit in the calorimeters. In order to control the huge rate from QCD

jets, the τ candidate energy needs to be measured in a small region. The optimal region

is found to be ∆(η) ×∆(φ) = 2 × 2 trigger towers as well. The largest performance

gains at the SLHC are expected from a redesign of the electromagnetic and the τ

trigger algorithms described in the following paragraphs.

A.1 Input/Output Specification

The studies presented in this thesis assume that the granularity of the calorimeter

trigger towers at remains unchanged with respect to the present conditions in the

ECAL and HCAL barrel and endcaps. The granularity is expected to increase in the

HF. In the range −3 < η < 3, there is a two-fold division in depth, i.e. separate

information for ECAL and HCAL is assumed. The expected trigger tower dimensions

in ∆(η) × ∆(φ) are summarized in table A.1 for positive η values. The binning is

assumed symmetric in η. Particle occupancy from single non-diffractive interactions

is roughly contant in η.

The input information per tower consists of 14 bits of non-linear ET informa-

tion (7 for ECAL and 7 for HCAL) accompanied by a single feature bit determined

from a fine grain analysis of the electromagnetic energy profile within the tower. The

proposed output consists of the highest ET objects in three categories: 4 electromag-

netic objects, 4 τ objects and 12 jet objects, ranked by ET ; plus a set of global event
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η tower count η range ∆η φ tower count ∆φ ECAL HCAL

1 21 0.00 1.83 0.087 72 0.087 EB or EE HB or HE

22 1.83 1.93 0.100 72 0.087 EE HE

23 1.93 2.04 0.113 72 0.087 EE HE

24 2.04 2.17 0.129 72 0.087 EE HE

25 2.17 2.32 0.150 72 0.087 EE HE

26 2.32 2.50 0.178 72 0.087 EE HE

27 2.50 2.65 0.150 72 0.087 EE HE

28 2.65 3.00 0.350 72 0.087 EE HE

29 40 3.00 5.00 0.167 36 0.175 HF

Table A.1: Trigger tower dimensions.

characteristics: missing transverse energy (MET), total transverse energy (SumET),

total jet transverse energy (HT) and missing jet transverse energy (MHT). For elec-

tromagnetic and τ objects, transverse energy information is the sum of 2×2 tower ET

corresponding to 10 bits. The position of the cluster can be approximated to better

accuracy than one tower by weighting the cluster position. Therefore for the position

of the cluster one bit is allocated for the side of the detector, five bits for the tower

number and four bits for the internal cluster position, corresponding to 10 bits total.

A.2 Description of the Upgrade Algorithms

The proposed algorithms create collections of isolated and non-isolated electromag-

netic objects, isolated and non-isolated τ objects and jet objects. The algorithm is

organized in several steps with progressive data reduction. The functionality of the

steps could be implemented each in separate types electronic cards.

1. Particle Cluster Finder: Reconstructs 2× 2 clusters that overlap in η and φ

directions by one trigger tower. Identifies if the cluster transverse energy profile
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is compatible with an electron or photon.

2. Cluster Overlap Filter: Identifies local maxima of energy and applies prun-

ning of towers in the clusters that overlap with a neighboring cluster with higher

transverse energy. Clusters that are identified as local maxima give rise to L1

e/γ and τ candidates

3. Particle Isolation: For each cluster that is a local maximum, the pruned

cluster deposits around it are summed creating isolation sums that can be used

to determine if the cluster is isolated.

4. Jet Reconstruction: Overlap cleaned clusters are clustered together in jets

corresponding in size to a cone of ∆R = 0.5.

5. Event Variable Estimation: Clusters are summed together to form global

event variables such as missing transverse energy ( 6ET ) and sum of jets ET (HT ).

In this chapter, the relevant algorithms for the performed analysis are discussed. These

are related to Particle Finding, Filtering and Isolation.

A.2.1 Particle Cluster Finder

This first algorithm step aims at finding the energy deposits of single particles.

It produces as basic building blocks all possible 2×2 clusters of adjacent trigger towers

on the ∆(η)×∆(φ) lattice using a 2× 2 sliding window .

This results in clusters that overlap by either one or two trigger towers. For each

cluster, the ET value of each trigger tower is compared to a selectable threshold and

the ET value is set to zero when the original value is below the threshold. This is done
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Cluster 

Tower deposit 

Figure A.1: Example of 2 × 2 clustering using a sliding window overlapping by one

trigger tower. For each tower many clusters that overlap are created.

separately for the ECAL and the HCAL part. An energy deposit pattern as shown in

fig. A.1 would yield 12 2×2 clusters with non-zero ET . The ET values above threshold

are added up to provide EECAL
T +EHCAL

T per tower for each tower in the cluster. The

OR of the fine-grain veto bits of the 4 towers is determined. The
∑
EECAL

T and the∑
EHCAL

T of the cluster is calculated as well and used as input to the electron photon

identification module (EPIM). The EPIM applies calorimeter-based e/γ identification

by comparing
∑
EECAL

T = E and
∑
EHCAL

T = H for each cluster. Various suitable

criteria are conceivable, for example E/(E + H) > threshold, or H/E < threshold,

or thresholds that can be adjusted with the cluster ET . An additional requirement is

firmware stability. The implementation needs to be sufficiently flexible to allow chang-

ing the criterion without changing the firmware. In the simulation studies reported in

this note, the EPIM criterion is a cut on E/(E + H) that is relaxed with increasing

ET :

E

E +H
> 0.95, E +H < 60 GeV (A.1)
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E

E +H
> 0.95− 0.015(E +H − 60), E +H > 60 GeV (A.2)

This optimizes the EPIM performance for electromagnetic objects with high energy

that due to leakage of energy outside the ECAL, deposit an increasing amount of their

energy in the HCAL.

A.2.2 Cluster overlap filter

For an energy deposit that is fully contained in 2 × 2 adjacent trigger towers the

particle cluster finding step yields 9 clusters with non-zero ET . The cluster overlap

filter determines which of these 9 clusters contains the local maximum and prunes the

remaining 8 clusters such that their
∑
ET no longer includes trigger towers belonging

to the local maximum cluster.

NW 

NE 

SE 

SW 

Cluster to be filtered 

Neighboring Cluster 

Figure A.2: Input to cluster overlap filtering and pruning algorithm.

This is achieved as shown in fig. A.2. The ET of the central cluster (C) is

compared to each of the 8 neighboring clusters, located to the north-west (NW),

north (N), etc. Whenever ET (C) < ET (neighbor), the ET of the one or two towers

the two clusters have in common is pruned from the total ET of the central cluster
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and the information that the central cluster is a pruned cluster is retained. A non-

pruned cluster is by construction a local maximum. A cut on the
∑
ET after pruning

is applied and position information is calculated. One bit is retained to define if each

cluster is pruned or if it is a local maximum and it is internally used to identify clusters

are electrons or tau candidates. Clusters that have been pruned do not corresponmd

to local maxima and they are not be assigned to particle candidates.

A.2.2.1 Cluster position determination

Determining the cluster position is done in parallel to the pruning step and hence

yields meaningful results only for non-pruned clusters that correspond to particles.

The position is calculated to half-tower precision, i.e. as one of the 16 points shown

in fig. A.3. From the ET values E0 to E3 of the four towers, the algorithm calculates

three ET sums:

Ho = E1 + E3− E0− E2

V e = E2 + E3− E0− E1

S = E0 + E1 + E2 + E3

The horizontal position is then given by Hpos = Ho/V e, the vertical position by

V pos = V e/S. The effect of cluster weighting is quantified in the simulation by

comparing the generated particle position with the reconstructed particle position

after matching the generated and reconstructed particle within a cone of ∆R = 0.5.

Figure A.4 shows the position resolution in η and φ for the e/γ and tau objects

respectively. The position accuracy achieved by the calorimetric algorithm is better
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0 1 

2 3 

Figure A.3: Possible cases of the cluster position after cluster weighting.

than half of a trigger tower. The proposed segmentation is also much more precise

than the current one.

A.2.3 Cluster isolation

The algorithm considers a window of selectable size around a cluster flagged as the

central one. It determines the number of 2 × 2 tower clusters with ET above a se-

lectable threshold within this window. This threshold can be chosen differently for

electromagnetic and for τ objects. The size of the window can vary from 4 × 4 to

8 × 8 towers which corresponds to a cone size in η - φ space of between ∼ 0.5 and

∼ 1.0. The window size and the ET of the central clusters may be used as input to a

lookup table, providing the the possibility of employing a relative combined isolation

criterion in the L1 trigger decision.

A.3 Performance results

For studying the algorithm performance, a set of interesting physics samples was

generated using the CMS Fast Simulation. Fast Simulation supports PU events and
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Figure A.4: Position resolution in η and φ for LHC and SLHC objects

for this study, the average number of PU events generated is 25. Efficiency and

resolution studies were conducted using Z → ee and H → ττ samples, while the rate

studies utilized a large sample of minimum bias events. The proposed SLHC algorithm

is compared to the LHC algorithm currently used online in terms of the efficiency and

the rate. For the efficiency and resolution studies the L1 objects are matched to the

generator level objects. For the rate calculation, a bunch filling scheme with a fill

fraction of 0.795 is used and the bunch crossing rate is 40 MHz. The rate is given by:

R = 40× 103 × 0.795× ε
(
Ethr

T

)
kHz, (A.3)

R = 32× 103 × ε
(
Ethr

T

)
kHz (A.4)
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where ε is the probability for the trigger to fire at least one object of the specific

type as a function of the trigger threshold Ethre
T . For these studies, this probability

was defined as the number of events with an object at or above the threshold divided

by the total number of events:

ε
(
Ethr

T

)
=

(Number of events with at least one object above Ethr
T )

(Total number of events)
(A.5)

A.3.1 Energy Calibration

The energy scale of the LHC and SLHC objects has been calibrated to have no sys-

tematic shift so that a fair comparison can be made. The applied calibration was a

two-step process aimed to scale the energies of all relevant L1 objects to the energy of

their matched generator-level objects. Electron and tau objects were calibrated using

Z → ee and H → ττ samples, respectively. A functional form was fit to the ratio

(GEN ET / L1 ET) as a function of |η| for all matched L1 objects with ET > 5 GeV.

Second, a bin-by-bin correction factor was implemented so that the average ratio was 1

for the triggered objects in each |η| bin. The transverse energy for each reconstructed

then is scaled by an amount specified by both the functional form and its |η| bin: This

calibration curve is applied to all objects, and the average ratio GEN ET / L1 ET is

obtained for each |η| bin for those objects which pass the trigger threshold.

A.3.2 Efficiency and Rate

The SLHC algorithm is compared to the current algorithm for isolated and non-

isolated objects. The LHC algorithm for taus uses only isolated objects so isolated

LHC taus are compared to both isolated and non-isolated SLHC taus.

Figure A.6 shows the efficiency and rate for non isolated objects. In both e/γ
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Figure A.5: Functional fit to the ratio GEN ET / L1 ET for the SLHC in the region

0 ≤ |η| ≤ 1.6.
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Figure A.6: Efficiency and rates for non-isolated objects.
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and tau cases, the SLHC algorithm gives better rejection for higher efficiency. In the

tau case the improvement is much more significant, showing that even non-isolated

tau objects with SLHC algorithm provide much higher efficiency and much lower rate

than isolated objects with the current LHC algorithm.
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Figure A.7: Efficiency and rates for isolated objects.

Figure A.7 shows the efficiency and rate for isolated objects. The scope of the

study is to compare the e/γ and tau rates for a working point that provides similar

efficiency in these isolated cases by adjusting the parameters governing the SLHC

algorithm’s performance. The rate reduction of the SLHC algorithm for the same

efficiency as the old algorithm is more than a factor of 5 for isolated taus and about

a factor of 3 for isolated e/γ objects. Finally the most complicated algorithms were
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converted to firmware and simulation was performed on real FPGAs. The studies

showed that the nature of the implementation makes those algorithms really applicable

for hardware applications. In addition the fraction of the FPGA logic consumed by

the most complicated algorithms was small [59] allowing for a 17× 17 lattice size in a

Xilinx Virtex-5 FPGA.
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[38] W Adam, R Frühwirth, A Strandlie, and T Todorov. Reconstruction of electrons

with the Gaussian-sum filter in the CMS tracker at the LHC. Journal of Physics

G: Nuclear and Particle Physics, 31(9):N9, 2005.

[39] The CMS Collaboration. Studies of Tracker Material. CMS Physics Analysis

Summary, (CMS-PAS-TRK-10-003), 2010.

[40] The CMS Collaboration. Performance of CMS Muon Reconstruction in pp col-

lisions at
√
s = 7 TeV. CMS Physics Analysis Summary, (CMS-PAS-MUO-10-

004), 2011.

[41] The CMS Collaboration. Muon High Level Trigger in CMS. CMS Physics Anal-

ysis Summary, (CMS-PAS-MUO-10-003), 2010.

[42] CMS Collaboration. Commissioning of the Particle-Flow Reconstruction in

Minimum-Bias and Jet Events from pp Collisions at 7 TeV. CMS Physics Analysis

Summary, CMS-PAS-PFT-10-002, 2010.

[43] Matteo Cacciari, Gavin P. Salam, and Gregory Soyez. The anti-kt jet clustering

algorithm. Journal of High Energy Physics, 2008(04):063, 2008.



216

[44] Matteo Cacciari and Gavin P. Salam. Pileup subtraction using jet areas. Phys.

Lett., B659:119–126, 2008.

[45] The CMS Collaboration. b-jet identification in the cms experiment. CMS Physics

Analysis Summary, (CMS-PAS-BTV-11-004), 2011.

[46] The CMS Collaboration. Search for Neutral Higgs bosons Decaying to Tau Pairs

in pp Collisions at
√
s = 7 TeV. CMS Physics Analysis Summary, (CMS-PAS-

HIG-11-029), 2011.

[47] The CMS Collaboration. Detector Performance And Software : Physics Technical

Design Report. CERN-LHCC-2006-001, 2006.

[48] C.C.Almenar. Search for the neutral MSSM Higgs bosons in the tau tau decay

channels at CDF Run II. PhD Thesis, 2008.

[49] G. Antchev, P. Aspell, I. Atanassov, V. Avati, J. Baechler, et al. First measure-

ment of the total proton-proton cross section at the LHC energy of sqrt(s) =7

TeV. Europhys.Lett., 96:21002, 2011.

[50] J.E.Gaiser. Charmonium Spectroscopy from Radiative Decays of the J/Psi and

Psi-Prime. PhD Thesis, SLAC-R-255, page 178, 1982.

[51] P.Harris et al. Modeling of W → `ν missing transverse energy with boson recoil.

CMS-AN-2010-332, 2010.

[52] Ryan Gavin, Ye Li, Frank Petriello, and Seth Quackenbush. FEWZ 2.0: A code

for hadronic Z production at next-to-next-to-leading order. 2010.



217

[53] CMS Collaboration. Combination of top pair production cross section measure-

ments. CMS Physics Analysis Summary, CMS-PAS-TOP-11-024, 2011.

[54] PDF4LHC Working Group. PDF4LHC Recommendations. 2010.

[55] CMS Collaboration. Search for Neutral Higgs Bosons Decaying to Tau Pairs in

pp Collisions at
√
s=7 TeV. Phys.Rev.Lett, 106:231801, 2010.

[56] ATLAS, CMS Collaborations, and LHC Higgs Combination Group. Procedure

for the LHC Higgs Boson Search Combination in Summer 2011. ATL-PHYS-

PUB-2011-011, CMS NOTE-2011/005, 2011.

[57] T. Junk. Confidence level computation for combining searches with small statis-

tics. Nucl. Instrum. Meth., A 434:435–443, 1999.

[58] A. L. Read. Modied frequentist analysis of search results (the CLs method).

Yellow Report, CERN-2000-005:81–101, 2000.

[59] A. Gregerson, A. Farmahini-Farahani, B. Buchli, S. Naumov, M. Bachtis,

K. Compton, M. Schulte, W.H. Smith, and S. Dasu. FPGA Design Analysis

of the Clustering Algorithm for the CERN Large Hadron Collider. In Field Pro-

grammable Custom Computing Machines, 2009. FCCM ’09. 17th IEEE Sympo-

sium on, pages 19 –26, April 2009.


