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ABSTRACT

This thesis presents several studies of data collected at the LHCb detector during
its first two years of operation. A detector upgrade study is first presented, using
simulated events at an increased luminosity. A second study involves radiation
damage to the silicon sensors of the LHCb Vertex Locator. During 2010 and 2011

the silicon sensors were exposed to a range of fluences, with sensors in the most
active regions exposed to fluences of up to approximately 45× 1012 1 MeV neutron
equivalent (1 MeV neq). The first observation of n+-on-n sensor type inversion at the
Large Hadron Collider is reported, occurring at a fluence of around (10−15)× 1012

of 1 MeV neq. The effective depletion voltages of the only n+-on-p sensors in use at
the Large Hadron Collider have also been studied, with decreases of around 25V
observed after initial irradiation. Following this, the effective depletion voltage in
n+-on-p type sensors is observed to increase at a comparable rate to type inverted
n+-on-n type sensors. A reduction in the charge collection efficiency due to an
unexpected effect involving the sensor readout lines is also observed.

A third study relates to CP violation in neutral B-meson mixing, by the mea-
surement of the flavour-specific asymmetry. In the Standard Model, CP violation
from this source is expected to be of order 10−4. Any measured enhancement of
this would be a strong indication of new physics. The DØ collaboration has mea-
sured the flavour specific asymmetry from B0 and B0

s mixing, and found it to be
inconsistent with the Standard Model at a confidence level of 3.9 standard devi-
ations, thus motivating an independent measurement from the LHCb experiment.
Using the full 2011 LHCb dataset, corresponding to 1.0 fb−1 of recorded luminos-
ity, the B0

s -meson component of the flavour-specific asymmetry is measured to be
asfs = (−0.12±0.48±0.34)%, where the first uncertainty is statistical and the second
is systematic. This is the single most accurate measurement of asfs, and is consistent
with both the DØ measurement and the Standard Model prediction.
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CHAPTER

ONE

INTRODUCTION

Particle physics is the study of the fundamental constituents of matter and their
interactions. Such interactions are described within the theoretical framework of
the Standard Model (SM), which is a quantum field theory in which particles are
treated as excitations of relativistic fields. The theory has been developed over
the course of many decades, sometimes evolving due to theoretical advances and
sometimes due to experimental discovery. Three of the four fundamental forces
of nature are described by the model, corresponding to electromagnetic, weak and
strong interactions. The SM has been successful at both predicting and describing
the majority of experimental data. It is not however without its limitations, as it
does not explain gravity, the presence of dark matter or dark energy, or the observed
baryon-asymmetry of the universe. It is the last of these phenomena that is the main
subject of this thesis.

The predictions of the SM can be tested in a variety of experimental environ-
ments. For example, particles are naturally produced by cosmological, solar and
radioactive sources, all of which require different detection systems to extract pa-
rameters of interest. Another approach is pursued at particle colliders such as the
Large Hadron Collider (LHC), where particles are accelerated to specific energies
with man-made machinery. The LHC is the final component of an accelerating com-
plex at the CERN research facility, which was built to provide high energy proton
collisions for particle detectors. The large proton-beam energies can produce exotic
particles with masses much greater than those of the incident protons, in accordance
with the famous energy-mass relation, E = mc2.

The LHCb experiment is one of the four major particle physics experiments
located at the LHC. It is a dedicated heavy-flavour experiment with the primary aim
of measuring processes involving rare decays and CP violation, the latter of which
is a requirement for producing a matter-antimatter asymmetric universe. An aim of
modern particle physics is to find inconsistencies in the SM, by making increasingly

1



CHAPTER 1. INTRODUCTION

precise measurements of its parameters. It is hoped that in first proving that it is
wrong, a hint of the true underlying processes will be revealed and a more complete
theory may be formulated.

This thesis presents several studies of data collected with the LHCb detector
during its first two years of operation. The theory of the SM is first reviewed in
Chapter 2, with particular emphasis given to CP violation. The apparatus used for
particle acceleration and detection are then described in Chapter 3. Preparations are
underway for the LHCb detector upgrade, which involves detector improvements and
replacements to allow for a significantly increased data collection rate. A study of
the particle tracking performance at increased proton interaction rates is presented
in Chapter 4, for which simulation data have been used to estimate the detector
occupancy in an upgraded environment.

Particle decay vertices are reconstructed at LHCb with a silicon microstrip detec-
tor called the Vertex Locator (VELO). The VELO surrounds the proton interaction
region, and is therefore subject to high particle flux. A study of the effects of radia-
tion damage to the VELO sensors is presented in Chapter 5. Finally, a study of CP
violation in neutral B-meson mixing is presented in Chapters 6 and 7, in which the
flavour-specific asymmetry of B0

s and B
0

s mesons is determined using semileptonic
decays.

2



CHAPTER

TWO

THEORETICAL REVIEW

The research described in this thesis is related to charge-parity (CP ) violation
in particle-antiparticle mixing in the neutral B-meson system1. To discuss the in-
teractions of B mesons it is first useful to review the components of the Standard
Model, as is done in Section 2.1. The subject of CP violation is central to the physics
goals of the LHCb experiment. It is shown in Section 2.2 how this phenomenon can
be incorporated into the framework of the SM. Finally, neutral meson mixing, a
process in which a particle oscillates between its particle and anti-particle states,
is discussed in Section 2.3. The following is far from a complete theoretical review,
with mathematical formalism largely abandoned for qualitative descriptions of the
underlying concepts. A more thorough treatment can be found in the referenced
literature at the start of each section.

2.1 The Standard Model

The Standard Model (SM) is a quantum field theory used to describe the inter-
actions of elementary particles due to the electromagnetic, weak and strong forces2.
A notable absentee is gravity, which is yet to be incorporated into the model. How-
ever, as the interaction strength of gravity is many orders of magnitude lower than
that of the other forces, it is reasonable to assume that it can be neglected when
discussing high energy particle interactions. In the following section the SM par-
ticles are introduced. The mechanisms by which these particles interact are then
discussed.

1A study of radiation damage in silicon is also presented in Chapter 5, together with the theory
of silicon strip detectors.

2The material summarised in this section has been sourced from, and is described in far greater
detail, in Refs. [1–4].

3



CHAPTER 2. THEORETICAL REVIEW

2.1.1 The Standard Model particles

Leptons

In the SM, matter is composed of elementary spin-1
2
particles known as leptons

and quarks. In total there are 6 leptons that have been identified by experiment, of
which 3 carry electric charge and three are electrically neutral. The total number of
leptons is not theoretically constrained by the SM; however, there is strong experi-
mental support for the existence of only 6 leptons. The most familiar of the charged
leptons is the electron, which binds to nuclei through the electromagnetic force. The
other two charged leptons, known as muons and taus, each carry the same electric
charge as the electron, Q = −|e|, where |e| is the magnitude of the electron charge.
The three neutral leptons are known as neutrinos, each of which is paired with one
of the charged leptons, thus forming three generations of lepton doublet,(

νe
e−

)
,

(
νµ
µ−

)
,

(
ντ
τ−

)
. (2.1)

The leptons in each generation conserve the additive lepton-flavour quantum num-
bers, Ll(l−) = Ll(νl) = 1, with l = e, µ, τ . The charged leptons interact both
electromagnetically and via the weak interaction, whereas the neutrinos carry no
electric charge and so interact by the weak force only. The properties of the leptons
are summarised in Table 2.1.

Until recently it was thought that neutrinos were massless. However, the obser-
vation of neutrino oscillations, the process in which a neutrino changes its flavour,
implies that the neutrinos are in fact massive particles. Such oscillations are direct
evidence of lepton flavour violation. The experimental limit on the summed mass
of the three neutrino flavours is found to be less than 0.28 eV [5].

Table 2.1: Some properties of the SM leptons. The upper limits on the neutrino masses
are given to the 95% confidence level. The masses are determined by experiment, with
values taken from Ref. [6].

particle Q selected quantum numbers mass [ MeV/c2 ]

νe 0 Le = 1, Lµ = 0, Lτ = 0 < 2× 10−6

e− -1 Le = 1, Lµ = 0, Lτ = 0 0.510998928(11)

νµ 0 Le = 0, Lµ = 1, Lτ = 0 < 0.19
µ− -1 Le = 0, Lµ = 1, Lτ = 0 105.6583715(35)

ντ 0 Le = 0, Lµ = 0, Lτ = 1 < 18.2
τ− -1 Le = 0, Lµ = 0, Lτ = 1 1776.82(16)

4



2.1. THE STANDARD MODEL

Quarks

The quark sector shares a similar structure to the leptons, with a total of 6

quarks forming three generations of quark doublet,(
u

d

)
,

(
c

s

)
,

(
t

b

)
. (2.2)

The u, d, c, s, t and b are shorthand for up, down, charm, strange, top and bottom
quarks. A particle’s internal quantum numbers are those that are not associated
with space-time symmetries (e.g. the electric charge). Just as the leptons have
lepton-flavour quantum numbers, the quarks posses analogous internal quantum
numbers known as baryon number, B (equal to +1/3 for each quark), strangeness,
S, charm, C, bottomness, B̃, and topness, T . The latter of these are non-zero for
the strange, charm, bottom and top quarks, respectively. The quantum numbers
that are specific to a quark’s flavour are conserved in electromagnetic and strong
interactions, but are violated by the weak force. Some selected quark properties are
summarised in Table 2.2.

Table 2.2: Some properties of the SM quarks. The quantum numbers that are specific to
each quark flavour are shown (those of the u and d quarks are described in the following
text). The particle masses are taken from Ref. [6].

particle Q selected quantum numbers mass [ MeV/c2 ]

u +2/3 I = 1/2, I3 = +1/2 2.3+0.7
−0.5

d −1/3 I = 1/2, I3 = −1/2 4.8+0.7
−0.3

c +2/3 C = +1 1275(25)
s −1/3 S = −1 95(5)

t +2/3 T = +1 173.5+0.7
−0.6 × 103

b −1/3 B̃ = −1 4180(30)

Unlike the heavier quarks, the u and d are not assigned unique, “self-named”,
flavour quantum numbers. Because of their relatively small, and comparably sized
masses, they are assigned values of isospin instead. Isospin was initially introduced
to describe similarities between strongly interacting protons and neutrons, which
are themselves composed of u and d quarks. It was suggested that the proton and
neutron could be treated as the same particle, which is observed in two differently
charged isospin substates. The third component of isospin is defined as I3 ≡ Q−Y/2,
where Q is the electric charge and Y = B+S+C+ B̃+T is the hypercharge. The u
and d quarks have I3 values of +1/2 and −1/2, thus forming an isospin doublet with
isospin quantum number I ≡ (I3)max = 1/2. The formalism of an I = 1/2 doublet with
two I3 = ±1/2 substates is mathematically analogous to that of a spin-1/2 system,

5



CHAPTER 2. THEORETICAL REVIEW

with spin-up and spin-down substates. This analogy extends to systems with greater
than two components, such that the well established quantum mechanical formalism
developed for the addition of angular momentum can be used to describe isospin
multiplets of various size.

Isospin is conserved to a good approximation by the strong force. The small
difference in mass between u and d quarks prevents this from being an exact sym-
metry; however, this is small compared to the typical mass of the composite hadrons
and so the isospin symmetry is still a useful calculative tool.

For each of the particles introduced so far (both leptons and quarks), there exists
an antiparticle with identical mass and lifetime, but with opposite internal quantum
numbers. Matter and antimatter are found to behave almost identically; however,
small differences have been observed in interactions involving the weak force. The
SM interpretation of these differences is discussed in Section 2.2.

Composite particles

An interesting characteristic of the quarks is that they carry non-integer electric
charge; the three up-type quarks have Q(u/c/t) = +2/3|e| and the three down-type
quarks have Q(d/s/b) = −1/3|e|. At first this may appear inconsistent with what is
seen in nature, where charges are found to be either zero or integer multiples of |e|.
This is resolved by the assertion that quarks cannot exist in isolation, but instead
must combine to form composite hadrons due to the strong force. The conserved
“charge” of the strong force is referred to as colour, which can be viewed as the
analogue of electric charge in electromagnetism. Colour takes one of three states,
described as red, blue and green. Hadrons are colour neutral particles known as
mesons and baryons. The mesons have integer spin and are composed of a quark,
q, of colour, ci, and an antiquark, q, of anticolour, ci, where i represents a specific
colour charge. Baryons and antibaryons are half-integer spin particles composed
of three quark combinations qqq and q̄q̄q̄. For the composite particle to be colour
neutral, each of the baryon quarks must have different colour charge. The properties
of a selection of hadrons (most of which are studied in the latter parts of this thesis)
are shown in Table 2.3.

Gauge bosons and the Higgs

In addition to the quarks and leptons, there is a third SM particle group compris-
ing the gauge bosons. These are the “force carriers” of the electromagnetic, strong
and weak forces. The electromagnetic force is mediated by the exchange of photons,
γ, the weak force by the W± and Z bosons, and the strong force by gluons, g. The
final particle predicted by the SM is the Higgs boson. This is introduced to allow

6



2.1. THE STANDARD MODEL

the massive leptons, quarks, W± and Z to obtain mass parameters within the theo-
retical framework of the model. Some parameters of the SM bosons are summarised
in Table 2.4.

Table 2.3: Properties of a selection of hadrons. The particle masses are taken from Ref. [6].

particle quark content mass [ MeV/c2 ] Q B S C B̃

p uud 938 1 1 0 0 0
n udd 940 0 1 0 0 0

π+ ud 140 1 0 0 0 0
K− su 494 −1 0 −1 0 0

D+ dc 1870 1 0 0 1 0

B+ ub 5279 1 0 0 0 1

B0
s bs 5367 0 0 −1 0 1

Table 2.4: Some properties of the gauge bosons and Higgs boson. The W± and Z masses
are taken from Ref. [6] and the Higgs mass from Refs. [7, 8].

sector particle Q mass [ GeV/c2 ]

electromagnetic γ 0 0

weak Z 0 91.188(2)
W± ±1 80.385(15)

strong g 0 0

Higgs H 0 ∼125

2.1.2 Particle interactions

Approximately half of the SM particles discussed in the previous section were
first identified by experiment, and incorporated into the theory later (e.g. e−, u, γ).
However, many of the particles were first postulated by the theory through symme-
try based arguments and later discovered by the experiments (e.g. e+, c, H). At
the heart of the “symmetry approach” of the SM is Noether’s theorem, which states
that for each continuous symmetry of a system there is an associated conserved
quantity. A system is said to be symmetric if the dynamics of the system remain
unchanged following some transformation. The transformations can be global, for
which the transformation is carried out at all space-time points, or local, for which
the transformation is a function of the space-time coordinates. Particle interac-
tions are introduced in the SM by a particular type of symmetry known as gauge
invariance. These concepts are most simply introduced in the context of quantum
electrodynamics, the gauge theory of the electromagnetic force.

7
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Quantum electrodynamics

Quantum electrodynamics (QED) describes the electromagnetic interactions of
the charged spin-1/2 fermions. In the SM, a relativistic particle of mass, m, electric
charge, Q, and spin-half is described by the free Dirac fermion field ψ(x). The
Lagrangian density, L, of such a particle is expressed as,

L = ψ(iγµ∂µ −m)ψ, (2.3)

where L can simply be thought of as a mathematical object that contains the dynam-
ical information of the fermion system. It can be combined with the Euler-Lagrange
equation to obtain the relativistic Dirac equation,

(iγµ∂µ −m)ψ = 0. (2.4)

It is easily shown that the Lagrangian density from Equation 2.3 is invariant under
a global transformation of the fermion field,

ψ → e−iωψ, ψ → eiωψ, (2.5)

where ω is a real constant. By Noether’s theorem, the invariance of L corresponds
to the conservation of a quantity, which in this case is the conservation of electric
charge. If the global transformation is promoted to a local one, ω → ω(x), L is
no longer invariant, due to an additional term involving the derivative of ω(x). To
restore gauge invariance, the additional term can be compensated for by making the
simultaneous transformations,

∂µ → ∂µ − ieAµ ≡ Dµ, Aµ → Aµ +
1

e
∂µω(x), (2.6)

where Dµ is known as the covariant derivative and Aµ is the gauge vector boson
field. Thus by requiring that the dynamics of the fermion field are invariant under a
local gauge transformation, the QED interactions are quite elegantly introduced to
the theory. The vector field, Aµ, is interpreted as the photon field, which interacts
with the charged fermion fields due to terms in L of the form −eψγµAµψ. The
photon is required to have zero mass to maintain gauge invariance, in agreement
with observation.

Quantum chromodynamics and electroweak unification

The theory describing the strong force is known as quantum chromodynamics
(QCD). The gauge bosons of QCD are the massless gluons, which interact with

8



2.1. THE STANDARD MODEL

particles of non-zero colour-charge. Unlike the electrically neutral photons from
QED, the gluons carry colour-charge themselves. This allows gluons to interact
with one another, which influences the strength of the strong interaction in such
a way as to decrease it at small distances and increase it towards infinity at large
distances. The weakening of the strong force at low distances is known as asymptotic
freedom, while the behaviour at large distances prevents quarks from being observed
in isolation, a phenomenon known as confinement.

The local transformations in QED are generated by the U(1) gauge group. This
is described by a single parameter, ω(x), resulting in the introduction of a single
gauge boson, the photon. The QCD interactions are introduced with an analogous
approach, by requiring invariance under local transformations of the SU(3) group1.
The theory does not predict which specific transformation group will generate the
interactions of QCD; the SU(3) group is chosen as it agrees well with experimental
data. A general SU(N) group has N2 − 1 independent generators, thus the SU(3)

group has 8 generators, each of which corresponds to one of 8 gluon colour states.
The successful formulation of QED and QCD through gauge invariance suggests

that the third force of the SM, the weak interaction, may also be formulated as a
gauge theory. Weak interactions are mediated by three force carriers, suggesting
that its gauge group will have three generators, as is the case for the SU(2) group.
However, the reality is not so simple, and to obtain agreement with experiment
the weak and electromagnetic forces must be unified by a single gauge theory. The
electroweak force is defined by gauge invariance under SU(2)⊗U(1) transformations,
in a process known as electroweak unification. The SM is therefore a gauge theory
based on the invariance of the combined gauge group,

SU(3)⊗ SU(2)⊗ U(1). (2.7)

The Higgs mechanism

To maintain invariance in a simple gauge theory, the gauge bosons are required
to be massless. For the photons and gluons of QED and QCD this is in agreement
with experiment. However, the weak W± (80 GeV/c2) and Z (91 GeV/c2) bosons
are far from massless. Mass terms for these particles cannot simply be added to the
SM Lagrangian “by hand”, as this would break the fundamental gauge invariance of
the theory.

The solution comes in the form of the the Higgs field. When added to the theory,
gauge invariance is spontaneously broken by the ground state of the Higgs field, due
to its non-zero vacuum expectation value. Although broken by the Higgs ground

1The special unitarity groups, SU(N), are the group of n× n unitary matrices of determinant
equal to 1.
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state, the gauge invariance of the theory as a whole is maintained. The subtlety of
this mechanism cannot be appreciated from this brief description; however, it can be
shown that the SM Lagrangian density acquires additional Higgs field induced terms
corresponding to the weak gauge bosons masses. A similar Higgs mechanism is also
required to generate the fermion mass terms, due to electroweak parity violation
(see Section 2.2).

The final particle that is predicted by the SM is the massive scalar boson associ-
ated to the Higgs field. Until recently the Higgs mechanism remained theoretically
attractive, but experimentally unproven, despite many years of experimental atten-
tion. Last year the ATLAS and CMS collaborations reported the discovery of a
particle with a mass of approximately 125 GeV/c2, consistent with the Higgs bo-
son [7, 8]. If this discovery is confirmed, the final particle that is predicted by the
SM will have been found.

SM as a perturbation theory

The SM has been enormously successful at both predicting and describing ex-
perimental data. Observables can be calculated from first principles; however, in
practice such calculations are complicated by the infinite number of higher order
corrections which contribute to the process. Predictions are therefore obtained by a
perturbative approach, in which the process is expanded in powers of the coupling
constant of the mediating force. For small coupling constants, a good approximation
can be made by considering lowest order interactions only.

A great convenience of the SM is that the mathematically complicated calcula-
tions can be summarised in the form of Feynman diagrams, such as those shown for
a simple QED process in Figure 2.1. These encapsulate all the relevant information
of the process, and can be translated into mathematical form using the “Feynamn
rules”. Each element of the diagram (i.e. each line and vertex) is assigned an alge-
braic factor related to the rate of the process. Higher order processes involving loops
correspond to higher orders in the perturbation theory, as each vertex contributes a
factor of the coupling constant.

2.2 Charge-Parity violation

The importance of symmetries in particle physics was discussed in the previous
section, with the SM forces generated by local SU(3)⊗SU(2)⊗U(1) gauge symmetry.
Attention is now turned to the discrete symmetries of parity, time reversal and charge
conjugation1. The parity transformation, P , consists of the simultaneous reflection

1For a more comprehensive description of the material reviewed in this section, see Refs. [9–11]
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e−

e+

e−e−e−

e−

e+

γ

(a)

e+

e−

e−

e+

e−

e+

(b)

Figure 2.1: A Feynman diagram for electron-positron scattering at a) “tree level” (i.e.
there are a minimum number of vertices) and b) at the higher order, one-loop level.

of the three Cartesian space coordinates, x→ −x, y → −y and z → −z. Similarly,
the time-reversal transformation, T , changes the sign of the time coordinate t→ −t.
These operations are simple to interpret in a classical setting. For example, consider
the velocity, ~v, of a particle,

~v =
d~r

dt
. (2.8)

Under P the position vector ~r → −~r, and under T the time coordinate t → −t.
Therefore individually both P and T invert the sign of ~v, whilst the simultaneous
transformation of PT leaves ~v unchanged. The charge conjugation transformation,
C, corresponds to the transformation of any particle into its antiparticle, and has no
classical analogue. While the combined CPT symmetry is thought to be perfectly
conserved in quantum field theories such as the SM, the individual C, P , T and CP
transformations are all found to be violated by the weak force.

Despite the great success of the standard model, there are still many unexplained
phenomena in the observed universe. One such phenomenon is the excess of baryons
over antibaryons, without which the matter-based planets, stars and galaxies could
not have formed. A particle and antiparticle brought into contact can participate in
a process known as annihilation, in which the incident particles are converted into
particle-antiparticle pairs or energetic photons. It is thought that at some early time
in the history of the universe, the majority of matter and antimatter annihilated,
and that a small fraction of matter remains due to residual effects. Measurements of
the cosmic background radiation show that the density of photons in the universe is
a factor of approximately 1010 greater than that of baryonic matter. The universe is
therefore mostly empty, with only a small fraction occupied by the residual baryonic
matter. The necessary ingredients to induce a baryon asymmetry were first described
by A. Sakharov [12]:

1. There has to be a baryon-number violating transition.

2. CP invariance must be violated (otherwise the baryon number violating pro-
cess, i → f , would be cancelled by the CP conjugate process, i → f , and no
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net baryon number would be generated).

3. The process satisfying conditions 1 and 2 must occur out of thermal equilib-
rium. In thermal equilibrium, an interaction and the time-reversed process
are equally likely, hence a CP and baryon number violating process cannot
generate an asymmetry.

Baryon number violating processes have not yet been observed by experiment. How-
ever, there are various theories of how baryon number could be violated, both within
the existing framework of the SM, and in extended models beyond the SM1. It is
thought that the condition related to thermal equilibrium could have been satisfied
during an early “inflationary” period, suggesting that it was around this time that
the baryon asymmetry was generated. The condition related to CP -violation is
discussed in the remainder of this section.

The “handedness” of a particle is defined by the orientation of the particle’s
spin with respect to its flight direction. The spin of a right-handed particle is
orientated along its trajectory, while a left-handed particle has spin with opposite
orientation. The parity transformation does not change the spin of a particle, hence
P transforms a left-handed particle into a right-handed one. In the SM, parity is
found to be violated in charged-current weak interactions (i.e. processes mediated by
W±), which interact only with left-handed fermions. Parity violation is incorporated
into the formalism by arranging fermion fields into left-handed doublets with weak-
isospin quantum number T = 1/2, and third component of weak-isospin number
T3 = ±1/2, (

νl
l−

)
L

,

(
ug
d′g

)
L

, (2.9)

where l = e, µ, τ and the quark generation number g = 1, 2, 3. Weak-isospin is the
conserved “charge” of the weak interaction, in analogy to electric and colour charge
in QED and QCD. Left-handed fermions are “rotated” within a weak-isospin doublet
by the emission of a W±, thus coupling the components of a doublet. The down-
type weak eigenstates that form the lower part of the weak-isospin doublets, d′g,
are not the same as the down-type mass eigenstates that participate in the strong
interaction, dg. Intergenerational quark mixing is observed in experiment, hence
the d′g are superpositions of the three down-type mass eigenstates, d, s, b. This
allows each ug to couple to each of the down-type quarks in charged current weak
interactions (e.g. u→ W+d, W− → us, b→ W+c, etc). The right-handed fermions
do not participate in charged current weak interactions, and are therefore arranged

1Baryon number violation is not discussed further here. See, for example, Ref. [9] p.448-53 for
further discussion of baryon number violation.
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into weak-isospin singlets with T = 0 = T3,

(νl)R, (l−)R, (ug)R, (dg)R. (2.10)

Theoretically, CP violation can be incorporated into both the strong and weak
sectors of the SM. However, CP -violation due to the strong force has not been
observed, giving rise to what is known as the “strong CP problem”. CP violation
has been measured in charged-current weak interactions. This is incorporated by
the SM in couplings between the fermions and the Higgs field. A fermion mass
term in the standard model Lagrangian density contains both left and right-handed
field components, mψψ = m(ψLψR + ψRψL), where the subscripts L,R refer to the
handedness of the particle. To obtain such a term in electroweak theory requires
mixing between the left-handed weak-isospin doublets and right-handed singlets.
This is achieved by introducing an SU(2) Higgs doublet which mixes the left and
right components of the fermion fields. Electroweak gauge invariance is maintained
using the principle of spontaneous symmetry breaking in an analogous approach to
that used for the massive weak gauge bosons (see Section 2.1.2). The values of the
fermion masses are proportional to the “Yukawa coupling” constants, which must be
experimentally determined.

The form of the Yukawa couplings are quite arbitrary. With three generations
of quarks they take the general form of 3× 3 complex matrices which mix the mass
eigenstates1. To obtain quark masses in terms of the mass eigenstates, the Yukawa
couplings can be diagonalised with four independent unitary transformation matrices
(i.e. one for each of the weak eigenstates: (ug)L, (ug)R, (d

′
g)L, (dg)R). This change of

basis does not influence the strong, electromagnetic or neutral-current weak forces,
as these treat left and right-handed states identically. However, for the charged-
current weak force, the unitary matrices combine to form a 3 × 3 unitary matrix
known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix, VCKM , d′

s′

b′

 =

 Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


 d

s

b

 = VCKM

 d

s

b

 . (2.11)

This matrix relates the mass eigenstates, d, s, b, to the weak eigenstates, d′, s′, b′.
Each element, Vij, represents the coupling strength between quarks qi and qj at a
W± vertex. For example, the decay rate of a b quark to a c quark by the emission
of a W− is proportional to |Vcb|2.

As the Yukawa couplings are quite arbitrary, so too are the corresponding mass
matrices from which VCKM is derived. An arbitrary 3 × 3 complex matrix

1The mass eigenstates are defined as the flavour-conserving eigenstates of the strong force.
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has 3 × 3 × 2 = 18 free parameters. The unitarity of VCKM applies 9 constraints,
leaving 9 free parameters. Six of these can be attributed to the phases of the fermion
fields. However, it is the relative phase of the various quark fields that is of physical
relevance, hence 5 of the 6 quark phases can be absorbed. This leaves a total of 4
free parameters, which are attributed to 3 Euler mixing angles and a single complex
phase. A complex phase, δ, will enter a general wavefunction as exp[i(ωt+δ)], which
is clearly not invariant under the T transformation (i.e. t → −t). Assuming CPT
invariance, the breaking of T implies that CP is also violated.

There are an infinite number of ways of expressing the elements of VCKM in
terms of three angles and a complex phase. The commonly used Wolfenstein pa-
rameterisation expresses the elements in powers of the real parameter λ,

VCKM =

 1− λ2/2 λ Aλ3(ρ− iη)

−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) + . . . , (2.12)

where by experiment λ ≈ 0.23. This parameterisation shows the hierarchical na-
ture of charged-current weak interactions, with diagonal elements of order 1, and
off-diagonal elements of order λ or smaller. This scheme was suggested due to mea-
surements showing |Vub|2 � |Vcb|2 � |Vus|2 � 1. The relative coupling strength
between quarks is found to be approximately 1 within a generation, of order λ be-
tween generations 1 ↔ 2, of order λ2 between generations 2 ↔ 3, and of order λ3

between generations 1↔ 3.

The unitarity of the VCKM matrix is used to establish some useful relations
between the matrix elements. Nine such relations exist, three of which correspond
to weak universality :

3∑
i=1

|Vij|2 = 1; j = 1, 2, 3. (2.13)

This is equivalent to the statement that the charged coupling of each up-type quark
to all of the down-type quarks mass-eigenstates is of universal strength (i.e. each
of the SU(2) doublets

(
u
d′

)
,
(
c
s′

)
,
(
t
b′

)
have third components of weak-isospin

(
+1/2
−1/2

)
).

The other unitarity relations involve the CP -violating complex phase,

3∑
i=1

VjiV
∗
ki = 0 =

3∑
i=1

VijV
∗
ik; j, k = 1, 2, 3; j 6= k. (2.14)

Each of these relations can be drawn as a triangle in the complex plane. In expanded
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form, the 6 triangles are defined by,

(jk)

VudV
∗

us + VcdV
∗

cs + VtdV
∗

ts = 0 (ds) (2.15a)

VudV
∗

cd + VusV
∗

cs + VubV
∗

cb = 0 (uc) (2.15b)

VusV
∗

ub + VcsV
∗

cb + VtsV
∗

tb = 0 (sb) (2.15c)

VtdV
∗

cd + VtsV
∗

cs + VtbV
∗

cb = 0 (tc) (2.15d)

VtdV
∗

ud + VtsV
∗

us + VtbV
∗

ub = 0 (tu) (2.15e)

VudV
∗

ub + VcdV
∗

cb + VtdV
∗

tb = 0 (db). (2.15f)

By inspection of the Wolfenstein parameterisation (Equation 2.12), the first, second
and third components of Equations 2.15a and 2.15b are found to be of order λ, λ
and λ5. These relations represent “squashed” triangles in the complex plane, as one
of the lengths is significantly smaller than the other two (i.e. λ � λ5). Similarly,
the lengths of the triangles defined by Equations 2.15c and 2.15d are of order λ4,
λ2 and λ2, resulting in two further squashed triangles, albeit less so. The remaining
two triangles, defined by Equations 2.15e and 2.15f, have lengths of order λ3, λ3 and
λ3, and therefore represent a triangle with sides of approximately equal length. The
triangle defined by Equation 2.15f is shown in Figure 2.2.

Figure 2.2: The unitary triangle defined by the relation, VudV
∗

ub + VcdV
∗

cb + VtdV
∗

tb = 0,

where ρ = ρc and η = ηc with c =
√

1− λ2 = (1− λ2

2 − λ4

8 + . . .). Figure from Ref. [11].

The side-lengths and angles of the unitary triangles can be determined by mea-
suring decay rates and asymmetries of interactions involving the flavour-violating
W± bosons. The parameters of the unitarity triangle shown in Figure 2.2 have been
put under the greatest experimental scrutiny, as the large angles of this triangle
lend themselves to experimental study. In addition, many of the parameters in this
triangle are measurable with B and D meson decays, which are copiously produced
at Υ(4S) resonance colliders, and high energy hadron colliders such as the Tevatron
and the LHC. Particle events can be reconstructed with great precision due to the
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relatively long lifetimes of B and D mesons, which result in large flight distances in
the laboratory frame.

It is generally accepted that the magnitude of CP violation in the SM is not large
enough (by several orders of magnitude) to account for the observed baryon number
asymmetry. The experimental constraints on the unitarity triangle of Figure 2.2
are shown in Figure 2.3, with all CP violating measurements consistent with having
been induced by a single complex phase. The primary aim of modern flavour physics
experiments is to measure CP violating processes to high levels of precision, in the
hope that deviations from the SM will be observed which are indicative of physics
beyond the SM. Measurements are generally said to belong to one of three categories:

• Direct: The decay amplitude of a particular interaction is different to that of
the conjugate process (i.e. Γ[M → f ] 6= Γ[M → f ]).

• Mixing: CP violation in the mixing between neutral particle and antiparticle
states (i.e. the probability of M0 →M

0 is different to that of M0 →M0).

• Interference: The mixing and decay amplitudes interfere to cause CP -violation.

The analysis presented in the latter parts of this thesis falls into the second of these
categories.

Figure 2.3: Various measurements related to CP violation are shown in the complex plane.
The particular unitary triangle constrained by these measurements is overlaid (i.e. that
from Figure 2.2). Figure from Ref. [11].
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2.3 B-meson mixing

Neutral B mesons are one of only a few particles that have the interesting char-
acteristic of oscillating between particle and antiparticle states1. Oscillations are
described by the exchange of two W bosons in an internal loop, as shown by the
Feynman “box” diagrams in Figure 2.4. The masses of the particles produced at an
experiment are limited by the energy of the experiment’s collider. In mixing-type in-
teractions, energy scales several orders of magnitude higher than the collider energy
can be probed by virtual particles within box diagram loops. Accurate measure-
ments of the parameters associated with these oscillations are therefore a stern test
of the standard model and a sensitive probe of new physics. The mixing formalism
is similar for neutral K, D, B and Bs mesons, with conventional differences arising
due to the particular masses, lifetimes and oscillation rates of the particles in each
system. The remainder of this section focuses on the case of B0 and B0

s mixing. For
brevity, Bq will often be used to refer to both, where q represents the d or s partners
of the b quark.

b

s

u, c, t u, c, t

W −

W +

b

s

B0
s B

0
s

b

s
u, c, t

u, c, t

W −W +

b

s

B0
s B

0
s

Figure 2.4: The Feynman diagrams for B0
s mixing. The equivalent B0 mixing diagrams

are obtained by replacing s→ d and s→ d.

The time evolution of the B-meson system is governed by the Schrödinger equa-
tion,

i
d

dt

(|B0
q (t)〉

|B0

q(t)〉

)
=

(
M q − i

2
Γq
)(|B0

q (t)〉
|B0

q(t)〉

)
, (2.16)

where |B0
q (t)〉 and |B

0

q(t)〉 are the flavour (i.e. strong) eigenstates, andM q and Γq are

1Only a brief introduction to the mixing formalism is given. For a more comprehensive treat-
ment see Ref. [13].
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the Hermitian 2× 2 mass and decay mixing matrices. In the absence of mixing, M q

and Γq are diagonal matrices, with elementsM11 andM22 representing the masses of
the B0

q and B0

q. Particle-antiparticle mixing implies that the off-diagonal elements
are non-zero, and potentially complex due to their dependence on VCKM . The off-
diagonal elements ofM q

12 correspond to off-shell quark lines in the box diagrams (e.g.
the t quark), whereas Γq12 corresponds to on-shell internal quark lines (e.g. the u or
c quarks). It can be seen by expanding Equation 2.16 that the flavour states are not
pure eigenstates of the weak interaction. The physical eigenstates are interpreted as
a superposition of the well defined flavour eigenstates. By diagonalisingM q− iΓq/2,
the light and heavy physical mass eigenstates, Bq

L and Bq
H , are obtained,

|Bq
L(t)〉 = p|B0

q (t)〉+ q|B0

q(t)〉, |Bq
H(t)〉 = p|B0

q (t)〉 − q|B
0

q(t)〉, (2.17)

with the complex numbers p and q satisfying |p|2 + |q|2 = 1. In the absence of CP
violation, |p/q| = 1 and the physical eigenstates are CP eigenstates with eigenvalues
±1 (i.e. CP |Bq

L(t)〉 = +1|Bq
L(t)〉, CP |Bq

H(t)〉 = −1|Bq
H(t)〉).

Theoretical calculations involving neutral meson mixing are often related to the
three physical quantities: |M q

12|, |Γq12| and the relative phase φq = arg(−M q
12/Γ

q
12).

These can be related to the experimentally measured properties of the physical
eigenstates, Bq

L and Bq
H . The mass difference, ∆mq, is defined as,

∆mq ≡M q
H −M q

L = 2|M q
12|
(

1− 1

8

|Γq12|2
|M q

12|2
sin2 φq + . . .

)
. (2.18)

For B mesons the ratio |Γq12|/|M q
12| is approximately 5×10−3, reducing Equation 2.18

to ∆mq ≈ 2|M q
12|. Since M q

12 corresponds to the virtual part of the box diagrams, it
is thought that measurements of ∆mq are a sensitive probe of new physics. Similarly,
the decay rate difference, ∆Γq,

∆Γq ≡ ΓqL − ΓqH = 2|Γq12| cosφ

(
1 +

1

8

|Γq12|2
|M q

12|2
sin2 φq + . . .

)
, (2.19)

reduces to approximately ∆Γq ≈ 2|Γq12| cosφ. ∆Γq is related to the on-shell parts of
the box diagrams and is thought to be less sensitive to the effects of new physics
than ∆mq. It can be shown that a system that is an initially pure flavour state of
B0
q or B0

q will evolve in time according to,

|B0
q (t)〉 = g+|B0

q (t)〉+
q

p
g−|B0

q(t)〉, (2.20a)

|B0

q(t)〉 = g+|B0

q(t)〉+
p

q
g−|B0

q (t)〉, (2.20b)
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where g± are defined in terms of the mass and decay width differences,

|g±(t)|2 =
e−Γqt

2

[
cosh

(
∆Γqt

2

)
± cos(∆mqt)

]
. (2.21)

A third mixing quantity that provides independent information about B mixing
is the flavour-specific asymmetry, afs, which is a measure of the difference between
the mass and the CP eigenstates,

afs =
|Γq12|
|M q

12|
sinφ = −2

(∣∣∣∣qp
∣∣∣∣− 1

)
. (2.22)

The term flavour-specific refers to processes in which B0
q → f is allowed at tree

level, but the decay to the conjugate final state, B0
q → f , is not. In terms of the

observable particle decay widths, afs is defined as the asymmetry of B-mesons that
oscillate prior to decay,

aqfs =
Γ(B

0

q → B0
q → f)− Γ(B0

q → B
0

q → f)

Γ(B
0

q → B0
q → f) + Γ(B0

q → B
0

q → f)
(2.23)

In the SM the flavour-specific asymmetry is predicted to be small for both B0 and
B0
s mixing [14],

adfs = (−4.1± 0.6)× 10−4, asfs = (1.9± 0.3)× 10−5. (2.24)

New physics entering as a change in the magnitude or phase of M12 could enhance
afs by as much as a factor of ∼250 [15]. Recent measurements from the DØ exper-
iment [16, 17] disagree with the SM predictions at approximately the 4σ confidence
level, hinting that physics beyond the SM may be manifest through this param-
eter. In the latter parts of this thesis an independent measurement of the asfs is
presented, using data collected at the LHCb experiment. Further details regarding
the extraction of asfs from experimental data are reserved for Section 6.1.
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CHAPTER

THREE

PARTICLE ACCELERATION AND DETECTION AT
LHCB

The Large Hadron Collider (LHC) [18–20] is the most recent addition to the
system of particle accelerators located at the European Organisation for Nuclear
Research (CERN), the world’s largest particle physics research laboratory. It is lo-
cated below the Swiss-French border in the Geneva region, as shown in Figure 3.1.
Constructed between 1998 and 2008, the LHC was built to supply the various exper-
iments located around the ring with high energy particle interactions. Although the
accelerator is used to collide both protons and heavy ions, the following discussion
refers to proton collisions alone as these are the subject of this thesis. The data
collected from these interactions are analysed in the hope of discovering new physics
processes beyond those predicted by the Standard Model (SM).

This chapter describes the various hardware and computing systems that facil-
itate the production, detection and analysis of proton-proton collisions. The par-
ticle accelerating system is first described in Section 3.1. The LHCb experiment
sub-detectors, triggering system and computing strategy are then described in Sec-
tions 3.2, 3.3 and 3.4, respectively.

3.1 Particle acceleration

High energy particle physics has been explored at CERN using a series of ac-
celerators since the 1950s. Experimental discoveries have confirmed and helped to
develop our theoretical understanding of the way particles interact. These successes
have demanded the development of accelerators capable of providing higher energy
and higher frequency collisions to the particle detectors. The accelerators that were
originally constructed to provide interactions at lower energy experiments have been
upgraded and connected by transfer tunnels to form the LHC injector chain. This
supplies the LHC with well focused proton beams with enough energy to be further
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Figure 3.1: An aerial photograph of the CERN site when looking towards the Geneva
region. The LHC is located approximately 100 m underground, below the path shown by
the orange line. Photograph from the CERN photography service [21].

accelerated by the LHC.

3.1.1 Injector chain

Protons are obtained from hydrogen gas and accelerated in the first stage of the
injector chain to 50 MeV by a linear accelerator called Linac2. The protons are then
passed via an 80 m long high-current beam line to the Proton Synchrotron Com-
plex (PSC), comprising three proton synchrotrons of increasing radius. The proton
energy is sequentially increased from 50 MeV to 1.4 GeV, 25 GeV and 450 GeV by
the Proton Synchrotron Booster (PSB), Proton Synchrotron (PS) and Super Pro-
ton Synchrotron (SPS), respectively. To provide proton bunches that are suitably
focused for further acceleration in the LHC, the accelerators in the injector chain
were upgraded substantially between 1995 and 2000. The injector chain and LHC
are shown in Figure 3.2.

3.1.2 The Large Hadron Collider

The LHC is a 27 km circumference, two-ring particle accelerator designed to
collide protons with a centre-of-mass energy of 14 TeV. Bunches of protons from
the injector chain are accelerated in opposite directions around the ring and collided
at fixed interaction points. The LHC tunnel was originally excavated for the Large
Electron-Positron Collider (LEP) and comprises 8 arced and 8 straight sections.
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Figure 3.2: The LHC injector chain and LHC. The locations of the largest experiments
and research facilities are labelled. Figure from Ref. [22].

Synchrotron radiation losses in the arced sections are compensated by accelerating
Radio Frequency (RF) cavities in one of the straight sections. Protons experience
less synchrotron radiation than electrons and so would be better suited to a more
circular trajectory with shorter straight sections. However, the LHC benefited from
significantly reduced construction cost by using the LEP tunnel in its original state.

The LHC uses twin bore magnets to facilitate the acceleration of protons in
opposite directions. The two beampipes share a common support and cryostat
system, as shown in Figure 3.3. Once accelerated to high energies, strong bending
magnets are required to keep the protons within the LHC beampipe. The LHC uses
liquid helium cooled superconducting dipole magnets that are capable of producing
an 8.33Tesla magnetic field for the circulation of 7 TeV proton beams.

23



CHAPTER 3. PARTICLE ACCELERATION AND DETECTION AT LHCB

Figure 3.3: A cross section of the LHC twin-bore beampipe system.

3.1.3 LHC performance

One of the most important beam related parameters for the LHC experiments is
the beam energy. The interactions provided by the LHC in 2011 are from proton-
proton collisions with a centre of mass energy of 7 TeV, half of the nominal LHC
design energy. This does not have a significantly negative impact on most LHCb
analyses, as they involve particles such as bottom and charm mesons that are still
abundantly produced at this lower energy.

A second parameter of particular interest to the experiments is the instantaneous
luminosity, which is a measure of the particle collision rate. The number of events,
Nevent, produced at a collider such as the LHC is given by,

Nevent = Lσevent, (3.1)

where the integrated luminosity, L, is the integral over time of the instantaneous
luminosity, L, for an event type with cross section σevent. The instantaneous lumi-
nosity for a gaussian beam distribution is given by,

L =
N2
b nbfγr

4πεnβ∗
F, (3.2)

where Nb is the number of particles in each bunch, nb is the number of bunches
in each beam, f is the frequency of beam revolution, γr is the relativistic gamma
factor, F is the geometric luminosity reduction factor, εn is the normalised transverse
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beam emittance and β∗ is the amplitude function evaluated at the beam interaction
region. The transverse emittance is a beam quality parameter related to how close
the protons within a bunch are to one another in the direction perpendicular to the
beam direction. It is approximately equal to the smallest aperture that the bunch
could pass through. The amplitude function is a measure of how well focused the
beam is at the interaction region. It is commonly referred to as the distance from
the interaction region along the beam axis that the beam is twice its width at the
interaction region.

The machine operators continually improved the LHC performance throughout
2010 and 2011, gradually moving the machine towards its design performance, cor-
responding to instantaneous luminosities of the order 1034 cm−2 s−1. The maximum
number of bunches that can be stored within each LHC beam is 2808, however for
early LHC running the beams had only a few bunches per beam. By the end of
2011 the LHC was running with 1380 bunches per beam. The number of protons
per bunch was increased early in operation to the nominal value of approximately
1.15× 1011 as this was the simplest way to achieve high instantaneous luminosities
during early data taking.

The LHCb detector aims to trigger on events containing bottom and charm
mesons. These can be distinguished from background events by identifying sec-
ondary vertices that are geometrically separated from the main interaction region.
It becomes difficult to distinguish these types of event when more than one proton-
proton interaction occurs within a single bunch crossing. The beams are intention-
ally misaligned at the LHCb interaction region to increase the fraction of events with
only one primary interaction. This comes at the expense of a reduced instantaneous
luminosity of approximately 1032 cm−2 s−1, which was consistently achieved in the
data collection runs towards the end of 2011.

3.2 The LHCb detector

LHCb is a second generation B-physics experiment situated at the LHC. It aims
to build on the impressive progress made over the past decade by other B-physics
experiments such as BABAR and Belle, with interesting measurements having also
recently come from the DØ and CDF experiments at the Tevatron. The current ex-
perimental results agree very closely with the Standard Model (SM). However, the
amount of CP violation in the SM does not explain the matter-antimatter asymme-
try that we observe through the absence of antimatter in the universe. The LHCb
experiment aims to discover new physics beyond the SM by precise measurements
of the CKM matrix parameters and the observation of rare or forbidden B-decay
modes. New sources of CP violation could surface through changes in the expected
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CP phases due to the virtual effects of new particles in loop diagrams.

The LHCb detector [23] is located approximately 100 m underground in a cav-
ern that previously housed the DELPHI experiment. In a proton collider, bb pairs
are most often produced by parton-parton interactions where one parton has sig-
nificantly larger energy than the other. In this scenario the bb pair are boosted in
the direction of the higher energy parton in the laboratory rest frame, resulting in
highly correlated b and b flight directions, as shown by Figure 3.4.

Figure 3.4: The bb production cross section as a function of polar angle with respect to the
beam axis, as simulated by PYTHIA [24]. The particles predominantly occupy the cone
shaped regions around the beampipe axis at θ = 0 and π. Figure from Ref. [25].

The detector has been designed to take advantage of this spatial correlation by
covering the high pseudorapidity (defined in next section) region to one side of the
interaction region. The detector has a pseudorapidity acceptance of 1.9 < η < 4.9,
with 10−300mrad and 10−250mrad angular acceptance in the horizontal (charged
particle bending) plane and vertical plane, respectively [26]. The layout of the LHCb
sub-detectors is shown in Figure 3.5.

3.2.1 The LHCb coordinate system

LHCb uses a right-handed Cartesian coordinate system. The z-axis runs through
the beampipe, pointing from the interaction region towards the muon detectors at
the other end of the detector. The y-direction points vertically upwards and the
x-direction points away from the centre of the LHC ring. The detector region near
to the proton interaction region is referred to as upstream, and particles moving
towards the other LHCb sub-detectors are said to travel downstream.

The pseudorapidity, η, is a commonly used parameter in particle physics that
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Figure 3.5: A schematic of the LHCb spectrometer. The sub-detectors are listed from
the downstream interaction region (z = 0) towards the upstream region: Vertex Loca-
tor (VELO), RICH1, Tracker Turicensis (TT), dipole magnet, Tracking stations (T1-3),
RICH2, Scintillating Pad Detector (SPD), Calorimeter System (E/HCAL) and Muon Sys-
tem (M1-5). Figure from Ref. [27].

describes the position of a track with respect to the beampipe axis. It is defined as,

η = −ln

[
tan

(
θ

2

)]
, (3.3)

where θ is the angle of a particle track with respect to the beam axis. The pseu-
dorapidity is equal to zero for tracks travelling perpendicularly to the beam axis
and goes to infinity as θ approaches zero. Another commonly used coordinate is the
azimuthal angle, φ, which is defined in the x−y plane, and is equal to zero when
pointing along the x-axis.

3.2.2 Dipole magnet

A charged particle traversing a magnetic field experiences a force in the direction
perpendicular to its motion and the field in which it is travelling. The direction of
the force, F , depends on the charge, q, of the particle by the relation F = q(v×B).
The radius, r, of the curvature is related to the strength of the magnetic field, B,
and the particle momentum in the bending plane, pb, via the relation r = pb/Bq.
Thus it is possible to infer the charge and momentum of a particle by measuring the
direction and radius of the track curvature.

The LHCb experiment uses a dipole magnet [28] with an integrated magnetic
field of

∫
Bdl = 4Tm over 10m in the z-direction. The magnet produces a field in
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the y-direction of the detector, leading to curved trajectories in the x−z plane. The
strength of the magnetic field in the y−z plane is shown in Figure 3.6. Differences
in detector acceptance or performance in each half of the detector could induce a
charge asymmetry in the recorded data, as particles with opposite charge are bent
towards the different halves. An essential feature of the LHCb magnet for analyses
involving small asymmetries1 is the ability to reverse the polarity of the magnetic
field. Detector bias can be partially cancelled by averaging results obtained from
data that are collected with the different magnet polarities.

Figure 3.6: Top: The By component of the magnetic field along the z-direction for a
particular magnet polarity. The strength of the field at a particular position is known with
a relative precision of δB/B ∼ 4 × 10−4. Bottom: The relative position of the tracking
sub-detectors with respect to the magnetic field. Schematic examples of the various LHCb
track types are shown. Figure from Ref. [27].

3.2.3 Tracking system

The LHCb tracking system is the set of sub-detectors that are used to reconstruct
the trajectories of charged particles. It consists of a silicon-strip VErtex LOcator
(VELO) and a set of four tracking stations: the Tracker Turicensis (TT) and the

1 Such as the flavour-specific asymmetry measurement presented in Chapter 7.
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three downstream tracking stations (T1−T3). The VELO [29] is used to reconstruct
the primary vertices, and the detached vertices associated with the decay of short
lived particles. Short tracks reconstructed in the VELO are used as seeds for long
track reconstruction using hits in the further downstream tracking stations.

The tracking detectors are required to have excellent spatial resolution in or-
der to efficiently reconstruct particle trajectories and keep the fake particle track
reconstruction rate low. The tracking system comprises over 12m2 of silicon-strip
detectors, with a read-out pitch in the range 40−200µm and a position resolution
of approximately 60µm. The LHCb detector obtains excellent momentum resolu-
tion, of the order ∼0.5% of the particle’s momentum. Simulations [30] have shown
that for particle momenta up to around 80 GeV/c, the momentum resolution of the
LHCb detector is dominated by multiple scattering.

The TT is located upstream of the LHCb magnet, whilst the three tracking
stations, T1−3, are located downstream of the magnet. Each downstream tracking
station is split into two sections: a silicon-strip Inner Tracker (IT) and a gas filled
straw-tube Outer Tracker (OT). The IT surrounds the beampipe to give better
resolution in the region with the highest particle flux. The OT covers the remaining
outer acceptance region.

A particle passing through a silicon strip sensor will produce an electronic pulse
in one or several adjacent silicon strips. This is referred to as a “cluster”. A typical
cluster is 1−2 strips wide, although a small fraction of cluster are wider than 2 strips.
The position of clusters with hits in more than one silicon strip is calculated as the
charge-weighted average of the individual strip coordinates [31]. Clusters from the
different layers of the tracking system are combined and reconstructed as tracks that
represent the trajectory of the particle associated to the clusters.

Vertex locator

Bottom and charm mesons have mean lifetimes of approximately 1 ps. This
corresponds to typical flight distances from the primary vertex of approximately
1 cm. To measure the position of these vertices with sufficient precision to efficiently
identify if a particle originated from a primary or detached vertex, the VELO is
positioned around the interaction region, with the closest active region of the sen-
sors only 8 mm from the beam. It comprises 88 silicon microstrip detectors that
are spaced in the z-direction along the beampipe. Half of the sensors have silicon
strips orientated in the radial direction (φ-type) and the other half approximately
perpendicular to this (R-type). The VELO is sensitive to the full LHCb acceptance
and has additional sensitivity to tracks that travel in the backwards direction. A
detailed description of the VELO hardware is given in Chapter 5, in which studies
of the VELO performance and the impact of radiation damage are presented.
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The VELO performed exceptionally well during the first two years of data taking.
The sensors operate with an excellent ratio of signal-to-noise (S/N), as shown in
Figure 3.7. The measured S/N ratios are within 18−22 for both sensor types and
for all radial regions. This exceeds the pre-operation performance target [32] of
initial S/N greater than 14. This results in efficient particle track reconstruction
and low rates of fake clusters and tracks. For early data taking, the mean cluster
reconstruction efficiency for particles incident on a sensor was measured to be greater
than 99%, as is shown in Sec. 5.6.

Figure 3.7: The ratio of signal-to-noise for single strip clusters, shown as function of sensor
radius for an R-type and a φ-type sensor. Figure from Ref. [33].

The impact parameter (IP) is defined as the distance of closest approach between
a track and a vertex. The IP resolution is an important parameter for identifying
whether a track was produced at a primary or detached vertex. The x-component
of the IP resolution, IPx, has been measured as a function of 1/pT and is shown
in Figure 3.8(a). Particles with transverse momentum greater than 1GeV/c have
IP resolutions of less than 35µm, giving excellent primary and detached vertex
separation.

The accuracy of track reconstruction influences the vertex resolution, momentum
resolution and efficiency for which a VELO track is correctly matched to clusters
in downstream tracking stations. A hit residual is the distance between a cluster
and the track that the cluster is associated with. The width of the hit residual
distribution is called the hit resolution, which is shown as a function of pitch for two
ranges of projected angle in Figure 3.8(b). The strip pitch is defined as the spacing
between the centre of adjacent silicon strips, and the projected angle is related to the
angle of track incidence at the sensor plane with respect to the strip orientation (see
AppendixA). Tracks with large projected angle are more likely to produce multistrip
clusters, resulting in better hit resolutions.
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(a) (b)

Figure 3.8: a) The value of IPx as a function of 1/pT for 2011 data. The resolution of IPx
and IPy have been found to be almost identical. b) The hit resolution as a function of
sensor pitch for a particular sensor (for tracks with p > 10 GeV). The binary resolution is
the expected resolution for single strip clusters, which depends only on the strip pitch of
the sensor. Figure from Ref. [33].

Tracker Turicensis

The TT is used to reconstruct tracks produced by long-lived neutral particles
that decay outside of the VELO. It can also be used to detect low momentum
particles whose tracks are bent outside of the acceptance of the further downstream
tracking stations and other sub-detectors. It consists of four layers arranged in
two pairs that are separated by approximately 30 cm in the z-direction. The first
and fourth planes have strips orientated in the vertical direction. The second and
third planes have strips orientated at a stereo angle of +5◦ and −5◦ with respect
to the vertical direction. The same four layer system with strips orientated at
[0◦, 5◦, −5◦, 0◦] is also used in the three downstream tracking stations.

The TT sensors are 500µm thick single sided p+-on-n type sensors with 183µm

strip pitch [34]. A schematic showing a sensor plane and the strip orientation is
shown in Figure 3.9. The distance between a cluster and a track, when the cluster
has not been used in the track reconstruction, is referred to as the unbiased residual.
Figure 3.10(a) shows the unbiased residual distribution for clusters in the TT, cor-
responding to an unbiased resolution of 62µm. For early data taking the TT had
a S/N ratio in the range 12 to 15 and hit efficiency for high momentum tracks of
99.3%.

Inner tracker

The IT covers approximately 1% of the LHCb acceptance region. It is located
around the beampipe, on the opposite side of the peak magnetic field to the TT.
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Figure 3.9: A schematic of the TT. Each small square with black outline is a sensor. Sets of
1, 2, 3 and 4 sensors are bonded together in the vertical direction leading to four different
effective strip lengths (represented by the different sensor colours). The shortest strips (1
sensor long) are located near to the beampipe region where particle flux is highest. Figure
from Ref. [35].
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[ mm ] 
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Figure 3.10: The unbiased residual distribution for a) the TT and b) the IT using 2010
data. Figures from Ref. [36].

The size and shape of an IT detection layer is shown in Figure 3.11. There are three
IT stations positioned in front of one another along the z-direction. The stations
have four detector boxes surrounding the beampipe, each with four layers that have
strips orientated in the same way as was described for the TT. The IT sensors
are made from single sided p+-on-n type silicon. Single sensors (top/bottom box)
and sets of two sensors bonded together in the vertical direction (left/right box)
have effective strip lengths of 11 cm and 22 cm, and use 320µm and 410µm thick
silicon, respectively. The unbiased resolution of the sensors has been measured to
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be 58µm, as shown in Figure 3.10(b). For early data taking the IT had a S/N ratio
of approximately 17 and hit efficiency for high momentum tracks of 99.65%.
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Figure 3.11: A schematic of the IT. Each small square with black outline is a sensor with
11 cm long strips. The outer tracking stations are positioned in close proximity to each
of the IT stations in the z-direction, surrounding them in the x−y plane (with a small
overlap to prevent insensitive regions within the LHCb acceptance). Figure from Ref. [35].

Outer tracker

The OT covers the full LHCb acceptance, except for the central region that is
covered by the IT. It comprises approximately 55, 000 gas-tight straw-tubes in 12

layers, each covering an an area of approximately 5 × 6 m2. Drift-time detection
technology is used, which has the benefit of being cheaper than silicon micro-strips
and is suitable for coverage of large surface areas. Single hit resolutions have been
measured [37] to be 220µm, with average occupancies below 10%. The particle track
momentum resolution, ∆p/p, for tracks reconstructed using the VELO, TT and OT
has been measured with data to be between 0.3% and 0.5%.

Each layer of the OT contains two rows of staggered straw-tubes of 4.9mm
diameter, as shown in Figure 3.12. The charge produced by an ionising particle
traversing the detector is collected at anode wires running through the centre of the
straw-tubes. The drift-time of the ionisation electrons results in a delay between a
particle traversing a straw-tube and the charge being collected. The relative delay
measured in different straw-tubes is used to precisely measure the track position at
the detector plane. To ensure a fast signal drift-time (less than 50ns) the straw-tubes
are filled with a mixture of 70% Argon, 28.5% CO2 and 1.5% O2. Ageing effects
were observed in the OT in tests conducted prior to detector installation [38], with a
reduction in the gain observed following exposure to particle fluence. This was found
to be caused by the release of gases from the araldite AY103-1 support glue, which
caused an insulating layer to form on the central anode wire. Small concentrations of
oxygen in the gas mixture and continuous gas replacement (referred to as flushing)
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were found to reduce the effect of gain loss due to ageing. Following the first 1.3 fb−1

of integrated luminosity delivered to the LHCb experiment, no significant gain loss
has been observed [39].

Figure 3.12: A cross section of an Outer Tracker module. All dimensions are in units of
millimeters. Figure from Ref. [23].

Track reconstruction

Particle trajectories are reconstructed using clusters from the various layers
within each sub-detector. These tracks may only be a few tens of centimeters long.
For example, tracks in the TT are only 30 cm long as this is the separation distance
between the two modules. These short tracks are useful for studying the performance
of a particular sub-detector, as is done with VELO tracks in the studies described
in Chapter 5 and muon station tracks in Chapter 6. The shorter sub-detector tracks
can be combined to make longer tracks that traverse larger detector regions. Some
of the LHCb detector track types were shown in the bottom schematic of Figure 3.6.
A brief description of the different track types is given below:

• VELO Tracks: Contain hits from the VELO sensors only. As the magnetic
field strength is low in the VELO region, tracks are assumed to be linear.

• TT Tracks: Contain hits from only the four TT silicon planes.

• T Tracks: Contain hits from only the three tracking stations (IT or OT).

• Muon Tracks: Tracks reconstructed from hits in the muon stations (de-
scribed in the following section).

• Upstream Tracks: Tracks with hits in the VELO and TT sub-detectors.

• Downstream Tracks: Tracks with hits in the TT and tracking stations.
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• Long Tracks: Tracks with hits from the VELO and tracking stations. These
tracks tend to have measurements in additional sub-detectors such as the TT,
RICH and muon stations. As these tracks have the most information associ-
ated to them, they are the standard track type used for physics analyses at
LHCb, such as the studies described in Chapters 6 and 7.

3.2.4 Particle identification

Analyses at the LHCb experiment require excellent particle identification (PID)
to fully reconstruct exclusive decay channels. The typical final-state particles that
reach the PID detectors without decaying are pions, kaons, protons, muons and
electrons. These are efficiently identified using the RICH detectors, the calorimeters
and the muon system.

Ring imaging Cherenkov detectors

Particles travelling in a material at a velocity faster than the speed of light in that
material will emit photons in a process called Cherenkov radiation. The photons
are emitted in a cone centred on the particle trajectory. The half angle of the cone,
θC , is related to the velocity of the particle, v, by the relation cos θC = 1/nβ, where
n is the refractive index of the material and β = v/c. Using these formulae and
the measured momentum from the tracking system, the mass of the particle can be
inferred.

For LHCb analyses it is particularly important to separate kaons and pions
to reconstruct specific B-hadron decays. Particles with momentum in the range
2−65 GeV/c are identified using the RICH1 detector, which is located between the
VELO and the TT. It uses aerogel and C4F10 radiators and covers the full LHCb
acceptance region. Particles with momentum up to approximately 100 GeV/c are
identified further downstream by the RICH2 detector. It uses CF4 radiators and
covers a smaller acceptance region of 15−120mrad horizontally and 100mrad ver-
tically [40]. The Cherenkov photons are projected as rings onto flat mirrors using
spherical focusing mirrors. The rings are then reflected towards a series of photon
detector arrays outside of the LHCb acceptance region. Similar optic systems are
used for RICH1 and RICH2. The separation of the different charged particle types
is apparent when plotting the Cherenkov angle against the particle momentum, as
shown in Figure 3.13.

The LHCb analyses use the difference in the log likelihood, ∆LL (or DLL), of
two PID hypotheses to predict how likely it is that a particle is of one type as
opposed to the other. For example, the difference in log likelihood between a proton
and pion hypothesis, ∆LL(p−π), is positive if it is more likely that the particle is a
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Figure 3.13: The Cherenkov angle as a function of particle momentum, measured using
real data from the RICH2 detector. Figure from Ref. [41].

proton, and negative if it is more likely to be a pion. The PID efficiency of the RICH
detectors has been evaluated using high purity data samples containing K0

s , Λ and φ
candidates, selected with kinematic constraints alone. The decay products of these
particles are used to evaluate the PID efficiency of pions, protons and kaons. For
example, the weak decay of Λ→ pπ− is typically displaced from the primary vertex.
A sample with a distinct mass peak is obtained by selecting candidates for which two
tracks have large IP with respect to the primary vertex and form a secondary vertex
with one another. Using this sample, the PID efficiency for correctly identifying a
proton, or for misidentifying a pion as a proton is shown for two different values of
∆LL(p− π) in Figure 3.14.

Figure 3.14: The PID efficiency for correctly identifying a proton (red) or mistakenly
identifying a pion as a proton (black). For ∆LL(p − π) > 5 the proton is correctly
identified more than 90% of the time with less than 10% pion misidentification. Figure
from Ref. [41].
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Calorimetry

The LHCb calorimeter system primarily serves two functions. The first is to
identify high transverse momentum hadrons, electrons and photons for the first
level of the trigger system. The second is to provide additional information related
to the PID, energy and position of particle tracks. Energetic particles traversing a
material will interact with the atoms within the material. For dense materials this
results in a cascade of secondary particles known as a shower. Electrons, positrons
and photons predominantly produce particles in a material via pair production and
Bremsstrahlung radiation, leading to electromagnetic showers. The characteristic
path length of a charged particle that loses energy predominantly by electromagnetic
interactions is the radiation length, X0. This is the distance over which the energy
of an electron is reduced to 1/e of its original energy. Both charged and neutral
hadrons also cause hadronic showers in materials through the strong force. The
hadronic equivalent to the radiation length is the hadronic interaction length, λI .
This is typically larger than the radiation length and so hadronic calorimeters are
usually larger and positioned further downstream than electromagnetic calorimeters.

The LHCb calorimeter system comprises four detectors spaced along the z-
direction surrounding the beampipe. All of the detectors operate on the principle of
energy measurement by the collection of scintillation light from the shower, which
is transferred to photo-multiplier tubes via wavelength-shifting fibres. The purpose
of the wavelength-shifting fibres is to convert high energy photons into lower energy
photons which are more suitable for collection.

The first two layers of the calorimeter system are the Scintillating Pad Detector
(SPD) and Pre-Shower (PS) detectors. These are almost identical high granularity
rectangular scintillation pads which are approximately 7.6m wide and 6.2m high.
Modules are arranged for finer granularity near to the beam axis, with similar gran-
ularity patterns used for the SPD, PS and Electromagnetic Calorimeter (ECAL).
Between the SPD and PS is a 15mm thick layer of lead converter that contributes
approximately 2.5X0. As the SPD is the first scintillator that a particle produced at
the interaction region will encounter, only charged particles will deposit a significant
signal here. The lead layer is thick enough to produce an electromagnetic shower,
thus backgrounds from neutral pions and photons can be suppressed by comparing
signals from the SPD, PS and ECAL. Pion rejection of 99.6%, 99.6% and 99.7% is
achieved whilst retaining 91%, 92% and 97% of electrons with 10, 20 and 50 GeV/c

momentum, respectively. The distinction between signals produced by pions and
electron in the PS is shown in Figure 3.15(a).

The LHCb calorimeters contain a mixture of absorber and scintillating mate-
rials. Such detectors are referred to as sampling calorimeters. The absorber is a
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(a) (b)

Figure 3.15: a) The magnitude of signals produced by pions and electrons in PS channels
(in units of ADC counts, which are proportional to the deposited charge). b) The energy
resolution of electrons against particle energy in an outer module of the ECAL. Figures
from Ref. [23].

dense material that produces large particle showers in a relatively small space. The
scintillating material absorbs the energy from the shower and re-emits it as light
that can be collected and used to measure the energy of the incident particle. The
ECAL comprises alternate layers of 2mm thick lead and 4mm thick scintillator tiles.
The total calorimeter is 42 cm thick and contains 66 lead layers and 66 scintillating
layers, corresponding to 25X0 and 1.1λI . The energy resolution of the ECAL is
shown by Figure 3.15(b). It was determined using test beam data and measured to
be σE/E ' (9%/

√
E) ⊕ 0.8%, where E is the energy of the particle in GeV. The

first uncertainty is due to fluctuations in the fraction of the shower that is detected
and the second is due to detector related systematics.

Traditionally, calorimeters have had detector tiles orientated such that the par-
ticle trajectories are normal to the face of the tile, as is the case for the ECAL. The
hadronic calorimeter (HCAL) however has an alternative design, with 10mm thick
iron absorber and 3mm thick scintillating tiles orientated parallel to the beam axis
(i.e. in the y−z plane). This unusual orientation gives good performance while ben-
efiting from less complicated signal readout and simple detector assembly [42]. Tiles
in consecutive layers of the HCAL are staggered to ensure particles pass through both
iron absorber and scintillating material. The HCAL is segmented into square tiles of
side length 131.3mm and 262.6mm in the inner and outer regions, respectively. The
longitudinal depth of the HCAL corresponds to 5.6λI . Whilst this is not enough
to fully contain all hadronic particle showers, it gives sufficient energy resolution to
efficiently trigger on hadronic events. For particles with energies between 10 and
80GeV the HCAL has an energy resolution of σE/E ' (69%/

√
E)⊕ 9%, where the
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different components are the same as were described for the ECAL. The calorimeter
system response to various impinging particle types is shown in Figure 3.16.

e±

γ

h0

h±

HCALECALPSSPD

Pb

Figure 3.16: Schematic examples of how different particle types are identified using the
various calorimeter sub-detectors. Electrons are distinguished from photons by the absence
of a signal in the SPD in the case of a photon. Neutral hadrons will not leave a significant
signal in the SPD but will produce a shower in the HCAL.

Muon stations

Muons are present in many of the high priority LHCb analyses such as CP studies
with the channel B0

s → J/ψ(µ+µ−)φ, searches for rare decays such as B0
s → µ+µ−

and the semileptonic charge asymmetry studied in this thesis via B0
s → D−s µ

+νµ.
They are the most penetrating particles that can be directly detected at LHCb,
hence the muon sub-detector system is positioned further downstream than any
other sub-detector. The muon system consists of five downstream stations, as shown
in Figure 3.17. The first station is located before the calorimetry system to improve
the transverse momentum resolution of muon candidates. The four stations down-
stream of the calorimeters are separated by 80 cm thick iron absorbers to reduce
the misidentification of less penetrating particles. Stand-alone muon trajectories
are reconstructed using aligned hits from several muon stations. This gives fast
muon identification with 20% transverse momentum resolution, which is an essen-
tial discriminant for use in the LHCb trigger. Additional description of the muon
system hardware and the results of a muon identification efficiency study are given
in Chapter 6.

3.3 Event triggers

Although the proton bunches collide at a rate of 40MHz, only 10MHz of these
have interactions that are visible to the detector. Visibility is defined as when the
interaction contains at least two charged particles with the necessary hits in the

39



CHAPTER 3. PARTICLE ACCELERATION AND DETECTION AT LHCB

Figure 3.17: The LHCb muon system. Figure from Ref. [23]

VELO and tracking stations to be reconstructed as long tracks. Of the 10MHz of
visible crossings, around 100 kHz will produce a bb pair and just 15% of these will
have all of one of the bb decay products within the LHCb acceptance region. Data
storage limitations mean that only a small fraction of the total number of interactions
can be recorded. The purpose of the LHCb trigger [43] is to decide which events
should be recorded by very quickly evaluating some simple selection criteria that
characterise events of interest to LHCb analyses. The LHCb experiment uses a two-
level trigger system to reduce the event rate to the maximum event storage rate
of approximately 3 kHz, as shown in Figure 3.18. A hardware based trigger (L0)
first reduces the event rate to approximately 1MHz. The second trigger level, the
Higher Level Trigger (HLT), further reduces the rate to 3 kHz using software based
selections. The triggers are briefly described below. The muon triggers that are of
particular importance to the analysis presented in this thesis are described in greater
detail in Chapter 6.

3.3.1 Level-0 trigger

As a result of the large B-meson mass, its decay products typically have larger
transverse momentum than particles produced in background events. The L0 trigger
exploits this property by using information from the calorimeters and muon cham-
bers to select particles with large transverse energy and momentum. The L0 trigger
uses custom made electronics that operate at the 40MHz bunch crossing frequency.
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Figure 3.18: The LHCb trigger system. Figure from Ref. [23].

Information from the calorimeters and muon stations is used by the L0 Decision
Unit (DU) to identify interesting events. The calorimeter based L0 trigger lines
look for electrons, photons and hadrons with high transverse momentum. There
are two muon based trigger lines that aim to select single muon and dimuon candi-
dates. For the single muon line a single muon track is required to have greater than
1.5 GeV/c transverse momentum. The dimuon line requires that two muon candi-
dates are measured with the sum of their absolute transverse momentum greater
than 1.3 GeV/c.

Particularly complex events are vetoed using information from the Scintillating
Pad Detector (SPD) and Pile-Up (PU) system, to avoid spending large amounts
of time processing single events. These detectors provide the DU with the charged
track multiplicity and number of primary interactions in the event, respectively.
The PU system comprises four VELO R-type sensors positioned upstream of the
interaction region that measure the number of primary proton-proton interactions.
For the data collected in 2011, the events that pass the dimuon trigger must have
less than 900 hits in the SPD, whereas for any other L0 trigger decision there must
be less than 600 hits [44]. In addition, events with more than one primary vertex
were rejected.

3.3.2 Higher level trigger

The full detector electronics are read out at a rate of ∼1MHz, the input event
rate to the HLT. This allows more complex event reconstruction using information
from all of the LHCb sub-detectors. However, computing limitations mean that the
majority of events must be discarded using only part of the information available.
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The HLT is split into two levels named HLT1 and HLT2. The HLT1 reduces the
rate from 1MHz to approximately 40 kHz using selection variables obtained from
the partially reconstructed events. The HLT decisions are evaluated by C++ appli-
cations on the Event Filter Farm (EFF), which consists of 2000 computing nodes.
The HLT is a flexible, software based system that is easily modified to control the
event triggering rate.

The HLT1 consists of a set of alleys that first confirm or reject the L0 deci-
sions by matching tracks reconstructed in the tracking system with the hits in the
calorimeters and muon stations (or in the case of neutral particles to check that
there is not a compatible track in the tracking system). The rate is further reduced
by applying event quality selection cuts such as requiring that tracks have a good
fit χ2 and by selecting tracks with large IP, a characteristic of particles produced in
B-decays.

Events that pass any of the HLT1 alleys then have inclusive and exclusive algo-
rithms run on them in the HLT2. At this stage the input rate is low enough for the
remaining tracks in the event to be reconstructed. However, a simplified tracking
algorithm is used to save time, and so looser track quality cuts are applied than
would be used on offline data. Composite particles are reconstructed by combin-
ing several tracks which originate from a common vertex, allowing the selection of
exclusive decay channels.

3.4 LHCb software

The LHCb software system is built on Gaudi [45], an architectural framework
designed to be robust enough to withstand significant changes to experimental re-
quirements and evolving technology. The Gaudi framework is designed to support all
levels of the LHCb software [46] related to data processing. Such applications cover
diverse operations such as event triggering, simulation, reconstruction and analy-
sis. The LHCb applications are broadly associated to one of the three categories:
simulation, reconstruction or analysis. The application flow diagram is shown in
Figure 3.19.

3.4.1 Simulation

Monte Carlo (MC) simulated events are generated at LHCb using the Gauss [47]
application. This is done in a two stage process, each of which make use of toolk-
its available in the physics community. The first stage uses external generators
such Pythia [24] and EvtGen [48] to generate “events”, which are essentially a set of
outgoing particles produced by an interaction between two colliding particles. In
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Figure 3.19: The flow of data and information with respect to the LHCb computing ap-
plications. Figure from Ref. [46].

the second stage the particle interactions such as multiple scattering and the sub-
sequent decay of particles within the detector fiducial volume are simulated using
GEANT4 [49,50]. The output of Gauss are MC “hits” which represent the locations
in the detector where the simulated particles would produce a signal.

The output of Gauss is used as an input to Boole, which takes the MC hits
and simulates the electronic response of the detector. Data files are produced with
simulated events stored in the same format as data from real particle interactions.
The remaining applications in LHCb treat the files output by Boole in an identical
way to the real data. This allows unbiased comparisons between MC predictions
and real observations.

3.4.2 Reconstruction

The LHCb reconstruction application is named Brunel. This creates tracks,
vertices and particle objects using either real data or the simulated output of Boole.
The particle objects contain PID information from the various sub-detectors that
can be used to assign a probability that the particle is of a particular type. This is
a valuable discriminatory tool for many physics analysis.

Many of the sub-detectors have dedicated applications for emulating detector
specific electronics and performance during detector commissioning and operation.
The VELO uses the Vetra application to emulate the readout boards of the VELO
sensors, and process VELO specific data. The radiation damage studies described
in Chapter 5 use VELO tracks reconstructed from the raw sensor output, processed
in the Vetra framework.
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Data analysis

Events used in specific analyses are selected offline using the DaVinci application.
This allows users to select specific final states by combining the particles and vertices
that are reconstructed by Brunel.
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CHAPTER

FOUR

LHCB DETECTOR UPGRADE STUDIES

The LHCb detector has been designed to operate at an instantaneous luminosity
of L = 2 × 1032 cm−2s−1, approximately two orders of magnitude less than the
LHC design luminosity of 1034 cm−2s−1. This is achieved by misaligning the proton
beams at the LHCb interaction region. Under these conditions the LHCb detector
observes a greater fraction of events with single primary interactions, resulting in
simpler triggering and event reconstruction.

The motivation for upgrading the LHCb detector is to collect data at a signifi-
cantly greater rate than is currently possible. Following the detector upgrade [51],
it is expected that an additional 50 fb−1 of data will be collected at a rate of ap-
proximately 5 fb−1 per year. The beams will be partially realigned to produce in-
stantaneous luminosities of approximately 1−2×1033 cm−2s−1, corresponding to an
increase in the average number of collisions per bunch crossing to between two and
four [52]. Both the trigger software and the detector hardware need to be improved to
successfully process the associated increase in particle fluence. This chapter presents
simulated performance studies of the TT detector at the upgraded luminosity, to
test the viability of its use as part of the upgraded trigger.

Currently only the detector elements used by the L0 trigger are read-out at the
40MHz bunch crossing rate. For the upgrade it is intended to read out all detector
elements at 40MHz, making it possible for the trigger to be entirely software based.
With information available from all sub-detectors at the first level of the trigger,
it is thought that the triggering efficiency for signal events could be improved by a
factor of approximately 2, with no increase in the minimum bias retention rate [53].

4.1 Tracker Turicensis

A brief description of the Tracker Turicensis was given in Section 3.2.3. A more
detailed description of the sensor layout is now given to aid the understanding of
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the following studies. The TT is a silicon strip detector covering the full acceptance
of LHCb. It is located downstream of the VELO, in the fringe field of the dipole
magnet. It contains 896 silicon strip sensors distributed between four planar layers
separated in the z-direction. The four layers are divided into two stations separated
by approximately 30 cm. The first station, TTa, consists of the first and second
layers with silicon strips at a 0◦ and +5◦ orientation with respect to the vertical
direction. The second station, TTb, consists of the third and fourth layers with
strip orientations of −5◦ and 0◦ [54].

Each layer is divided into detector modules, consisting of seven silicon sensors
in the vertical direction (see Figure 3.9). There are two rows of modules in each
plane, one above and one below the beampipe. Each module is divided into groups
of sensors, called sectors, which are connected to the same electronic read-out. The
sector layout of a single layer is shown in Figure 4.1. Strips from adjacent sensors
within a sector are bonded together, resulting in effective strip lengths that are
several sensors long. Sectors can be one, two, three or four sensors long. The
smaller sectors are located around the beampipe where occupancy is higher and
finer resolution is required. Each sensor is approximately 10 cm long and so the
vertical coordinate of a single cluster is only known to lie within a 10 − 40 cm
range. Due to the different detector plane orientations, information from clusters in
the different layers is combined to reconstruct tracks with better resolution in the
vertical direction [55].

y

x

Figure 4.1: The sector numbering system used in the TT. Each layer is divided into three
detector regions for electronic readout, represented by the sectors filled in blue, orange and
green. Figure from Ref. [56].

46



4.2. THE ROLE OF THE TT IN THE UPGRADE

4.2 The role of the TT in the upgrade

The trigger aims to select events containing particles with high transverse mo-
mentum (pT). These studies investigate the viability of making a quick pT measure-
ment using only clusters from the VELO and TT, for use in the upgraded trigger.
This is an appealing prospect as the TT is close to the interaction region and so
charged particles traversing here experience only the fringe of the magnetic field.
Tracks reconstructed from hits in the VELO and TT are referred to as VeloTT
tracks. Hits in the TT near to the straight line extrapolation of a VELO track
are considered, due to the small magnetic field and the short distance between the
detectors. This results in simple pattern recognition and quick track reconstruction.
The difference between the slopes of the short tracks in the VELO and TT are used
to measure the pT of the VeloTT track.

The pT resolution of VeloTT tracks has been measured using Monte Carlo (MC)
simulated events, by comparing the measured pT to the true pT of the MC particle.
This was simulated for both the current and upgrade luminosities, with results shown
in Figure 4.2. The resolution, which is dominated by multiple scattering, is found to
be approximately 15−25% of the MC particle’s true pT, and is independent of the
luminosity.
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Figure 4.2: The fractional transverse momentum resolution, (σpT)/pT, against the true
transverse momentum of the MC particle.
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4.3 Event simulation

Four datasets were generated for the purpose of these upgrade studies. The
first and second consist of 4, 672 and 3, 901 B0

s → φφ events at instantaneous lumi-
nosities of 2×1032 cm−2s−1 and 2×1033 cm−2s−1, containing 273, 796 and 545, 067

MC matched VELO tracks, respectively. The VeloTT track resolutions shown in
Figure 4.2 were measured using these samples. Only VELO tracks that have been
matched to MC (i.e. are not fake tracks) have been included in these analyses. The
third and fourth datasets contain 12, 235 and 8, 304 simulated minimum bias events
at L = 2×1032 cm−2s−1 and L = 2×1033 cm−2s−1, containing 345, 641 and 821, 702

MC matched VELO tracks, respectively.
The application versions used for these simulations are Gauss v37r5, Boole v19r6

and Brunel v35r6p1. The simulations at upgraded luminosity have been run in
the “minimal upgrade layout”. This contains modified algorithms that attempt to
simulate events in the detector in an upgraded environment. This includes various
proposed changes to the detector, such as removal of excess material to reduce the
effects of multiple scattering. It is the minimal set of modifications to the current
detector layout without implementing major changes.

4.4 Spillover subtraction

The LHC aims to collide bunches of protons at a rate of 40MHz. This corre-
sponds to a bunch crossing every 25 ns. A hit in a silicon strip is not measured as a
single instantaneous value, but as an electronic pulse with a charge distribution that
varies with time. When measuring events separated by such a short time it is im-
portant to know which bunch crossing an electronic signal corresponds to. The tails
of the electronic pulse from a particle produced in a particular bunch crossing may
contribute to the readouts of adjacent bunch crossings, thus producing false hits.
This is called spillover and can result in fake tracks being mistakenly reconstructed
from false hits.

When reading out electronics at 40MHz, spillover can be suppressed by compar-
ing the electronic pulses measured from consecutive bunch crossings in each channel.
It has been found that an approximately constant fraction of the charge deposited in
a channel from the previous bunch crossing (−25 ns) will be present in the readout
of the current bunch crossing (0 ns). The corrected charge is estimated using the
expression,

Qcorrected = Qcurrent − (C ·Qprevious), (4.1)

where Qcurrent is the uncorrected charge in the current bunch crossing, Qprevious is
the charge in the same channel for the previous bunch crossing, and C is a constant
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Figure 4.3: The magnitude of the charge collected in the current and previous readout
of a particular channel is plotted a) before and b) after spillover subtraction. In a)
two dominant bands are visible; the horizontal band predominantly contains hits from the
current bunch crossing, whereas the band at approximately 30◦ to the vertical axis contains
hits from the previous crossing that have partially spilled into the current readout. In b)
the spillover subtraction method straightens the spillover band.

related to the fraction of spillover. The result of this spillover subtraction in the
TT is shown by Figure 4.3. After correction with Equation 4.1, spillover can be
reduced by discarding hits below some threshold (e.g. a suitable threshold for the
distribution in Figure 4.3(b) is approximately 20 charge units.).

A subsequent study investigating the effectiveness of the spillover removal found
that for simulatedB0

s → φφ events at an instantaneous luminosity of 2×1033 cm−2s−1,
approximately 73% of false cluster hits were removed. This reduction was not as
effective as was found for the other silicon strip sub-detectors, where spillover was
reduced by 89.6% and 84.7% in the VELO and IT, respectively. For these studies a
common spillover constant was used for TT sectors of various length. However, the
various length sectors have different electronic properties which affect the amount
of spillover. Shorter length sectors have smaller capacitance [57] and so are likely to
produce electronic pulses of shorter duration.

The spillover constants for the different length sectors were measured using 100

simulated B0
s → φφ events at an instantaneous luminosity of 2×1033 cm−2s−1.

Spillover from the previous crossing into the current bunch crossing is less signifi-
cant in the sectors with smaller sensor length, as shown by Figure 4.4. The spillover
reduction method was modified to use different spillover subtraction constants in
the different length sectors. This improved the percentage of fake hits removed in
the TT by a further 6.3% to 79.5%± 0.5%.

Spillover from the next bunch crossing (+25ns) into the current readout is ob-
served for single sensor sectors. This is shown in Figure 4.4(a) by the band of data
around the dashed line with a slightly positive gradient. This effect is also observed
in two-sensor long sectors, but not for those of length three or four sensors. In ad-
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Figure 4.4: The spillover distribution for a) single sensor and b) four sensor sectors. The
gradient of the spillover band in a) is steeper than that in b), suggesting a smaller spillover
effect in the shorter sectors. In a) the horizontal band is observed to increase for larger
Qcurrent. This is due to the beginning of pulses in the next bunch crossing spilling into the
current bunch crossing.

dition, spillover from two bunch crossing previous (−50 ns) into the current bunch
crossing is apparent in the three and four-sensor long sectors. This is shown by the
band at a small angle to the y-axis in Figure 4.4(b).

After subtracting spillover from the next bunch crossing, the percentage of
spillover hits removed increased by 5.5% to 85.0% ± 0.5%. This spillover reduc-
tion is comparable in effectiveness to the other silicon strip tracking sub-detectors.
Table 4.1 summarises the spillover reduction for the various stages of implementa-
tion. The removal of spillover from two bunch crossings previous has not yet been
implemented.

Table 4.1: A summary of the various spillover removal methods for simulated B0
s → φφ

decays at an instantaneous luminosity of 2×1033 cm−2s−1.

# TT hits # MC matched # Spillover Spillover hits
TT hits hits removed [% ]

No spillover removal 1634 1074 560 0

‘Previous’ removed
(single spillover constant)

1224 1074 150 73.2± 0.6

‘Previous’ removed
(sector-specific constants)

1188 1073 115 79.5± 0.5

‘Previous’ and ‘Next’ removed
(sector-specific constants)

1162 1078 84 85.0± 0.5
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4.5 PatVeloTT

The algorithm that reconstructs VeloTT tracks is called PatVeloTT. This takes
a VELO track and matches it to clusters in the TT. It is possible to measure tracks
with momenta as low as 0.5GeV using the TT, many of which would be bent outside
of the downstream tracking stations acceptance region by the magnetic field. The
VeloTT reconstruction algorithm, described in detail in Ref. [58], is outlined below.

Two windows are used for associating TT clusters with a particular VELO track,
as shown in Figure 4.5. The Search Window, Wsearch, is opened about the coordi-
nate of the straight line extrapolation of the VELO track to the TT midpoint, zttmid.
Combinations of clusters from the different layers that lie within Wsearch are consid-
ered for track reconstruction. For each of these clusters the difference between the
x coordinate of the VELO track straight line extrapolation and the TT cluster hit,
∆x, is calculated. For each cluster the ∆xnorm is determined by scaling the ∆x to
the zttmid plane. Clusters from different layers are associated to one another if their
difference in ∆xnorm is within the Tolerance Window, Wtol. If clusters from at least
three different layers are within these window, they are reconstructed as a VeloTT
candidate using the simple fit method.
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Figure 4.5: A schematic example of the PatVeloTT track reconstruction. The black circles
represent the linear extrapolation of the VELO track to the TT planes and the crosses
represent TT hits. Figure from Ref. [58].

The simple fit track reconstruction method has been designed for use as part of
the LHCb trigger. It assumes that the short tracks reconstructed in the VELO and
TT are linear and that they meet at a single point in the x-z projection. The co-
ordinate where they meet corresponds to the middle of the effective magnetic field,
at half the Bdl integral. For high pT tracks, such as those of concern when running
as part of the trigger, this is a fair assumption. A least squares fit is performed
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to measure the track momentum. This outputs a pseudo χ2 corresponding to the
quality of the fit, by combining the χ2 of the VELO and the TT track segments. It
is called a pseudo χ2 because the errors do not consider the effect of multiple scat-
tering and so are not statistically correct. It can however be used as a quality-of-fit
parameter, to quickly discriminate between multiple VeloTT candidates associated
to a single VELO track. When there are multiple VeloTT candidates, those with
clusters in all four layers are favoured over candidates with clusters in only three
layers. Candidates with clusters in the same number of layers are sorted by pseudo
χ2, with the smallest selected as the “best” solution.

4.6 VeloTT multiplicity

A single track must be selected from the list of VeloTT candidates associated
to a VELO track. The greater the number of candidates the smaller the chance of
picking the “correct” one, if such a correct track exists. Using the simulated Bs → φφ

data, the mean number of candidates was measured as a function of both the true
pT of the VELO track and the length of the TT sector that the “best” candidate is
reconstructed in. The results are shown in Figures 4.6 and 4.7.
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Figure 4.6: The mean number of VeloTT candidates associated to a single MC matched
VELO track against the length of the sector in which the “best” track is reconstructed.

For L = 2×1032 cm−2s−1 and L = 2×1033 cm−2s−1 the mean number of VeloTT
candidates associated to a VELO track is 3.67 ± 0.01 and 8.95 ± 0.02. For these
studies the improved spillover subtraction method described in Section 4.4 is used.
Without this the mean number of candidates at the upgrade luminosity increases
to approximately 13. The mean number of candidates is considerably higher in
the single sensor sectors than the other sectors, showing little dependence on the
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Figure 4.7: The mean number of candidates associated to a single MC matched VELO
track against the true transverse momentum of the MC particle.

particles’ pT. These tracking multiplicities are an indicator of the occupancy problem
that the current detector would experience at upgrade luminosities, particularly
around the beampipe where the shorter sectors are positioned.

4.7 “Best” track selection

In the current form of the PatVeloTT algorithm, if there is at least one VeloTT
candidate then a “best” track will always be selected from the list of candidates.
However, if the particle has participated in some physics interaction that diverts
it from the TT acceptance then there may not be a MC matched VeloTT track in
the list of candidates. There is also the chance that the particle will pass through
regions in the TT with gaps between sensors or dead silicon strips. If there is no
“correct” track in the list of candidate then it is better to discard the VELO track,
rather than select the best from a poor sample. Track quality parameters that could
help to discriminate such poor track candidates are now discussed.

The simple fit method was designed to reconstruct the trajectory of particles
very quickly as part of the trigger environment. A more complete fitting method
would be to use the Kalman1 fitting method used for offline track reconstruction.
With the current computing power at LHCb it is not possible to do a Kalman fit
for every VeloTT candidate. However, it is not known what computing resources
will be available for the LHCb upgrade. If the computing power is available then
the Kalman fitted χ2 per degree of freedom (χ2/DoF) could be used to select better

1This is where measurements are added one by one, with the fit updated after each addition.
Multiple scattering is accounted for as a local kink in the track at a material boundary.
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quality tracks and reduce the fake rate.
Figure 4.8 compares the pseudo and Kalman fitted χ2/DoF of the fake and suc-

cessfully matched tracks. A cut on Kalman χ2/DoF < 4 and pseudo χ2/DoF < 1000

when selecting a “best” track is a good discriminator of fake tracks. When select-
ing tracks with reconstructed pT greater than 0.5GeV this reduces the fake rate
by a factor of approximately 2.5, with a drop in efficiency of only 2−3% for both
luminosities, as shown in the following section.
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Figure 4.8: Figures a) and b) compare the Kalman fitted χ2/DoF for fake and successfully
MC matched tracks, respectively. Figures c) and d) compare the pseudo χ2/DoF for fake
tracks and successfully MC matched tracks, respectively. The red lines show the suggested
cuts to remove a large fraction of fake tracks without significantly reducing the number of
correctly matched tracks.

4.8 Efficiency and fake rate

Increases in the number of track candidates result in longer data processing
times. They also increase the chance of reconstructing fake particles by incorrectly
matching VELO and TT tracks. When a single track is chosen from the list of
VeloTT candidates it is reconstructed either successfully or as a fake.
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For success, the track must satisfy one of the following criteria:

• At least 70% of clusters associated to the VeloTT track are matched to MC
information.

• If the VeloTT track has only 3 associated clusters, 2 of the 3 clusters are MC
matched.

A track which does not pass these criteria is called a “fake” track. It is important for
a trigger to select a high fraction of successfully matched tracks with a low fraction
of fakes. When run as part of the trigger the key measurement from PatVeloTT
is the pT of charged particles. Events containing multiple high pT tracks will pass
the trigger. As such, the efficiency and fake rate of track reconstruction has been
investigated for a range of reconstructed pT cuts.

The efficiency is defined as the number of VeloTT tracks successfully recon-
structed above the pT cut, as a fraction of the total number of tracks with true
pT above the cut. Many low pT particles detected in the TT are swept outside of
the downstream T stations’ acceptance region. These tracks cannot be fully re-
constructed by the downstream sub-detectors and so are generally not considered
useful. Using MC information, only VELO tracks reconstructable in the T-stations
contribute to the calculated efficiency.

The fake rate is the number of fake tracks reconstructed with a pT above the
cut, as a fraction of the total number of VeloTT tracks with reconstructed pT above
the cut (regardless of whether or not they are reconstructable in the T stations).

The efficiency and fake rate for the two studied luminosities are summarised in
Table 4.2. The track retention is also shown, defined as the number of MC matched
VELO tracks with true pT above the respective pT cut and at least one associated
VeloTT candidate. The increase in instantaneous luminosity from 2×1032 cm−2s−1

to 2×1033 cm−2s−1 results in a drop in efficiency of between ∼1.5−6.5%, depending
on the reconstructed pT cut. More significant is the rise in the fake rate, which
approximately doubles for all the reconstructed pT cuts.

Table 4.3 shows the effect of the track quality χ2 cuts discussed in Section 4.7
on the efficiencies and fake rates at an instantaneous luminosity of 2×1033 cm−2s−1.
The tighter track quality selection reduces the tracking efficiency by less than 3%,
but more significantly reduce the fake rate by approximately a factor of 2 (for pT

cuts of greater than 0.5GeV).
The efficiency as a function of the true pT of the MC particle is shown in Fig-

ure 4.9. For a 1.5GeV cut on the reconstructed pT, the efficiency of tracks with true
pT greater than 2GeV at L = 2 × 1032 cm−2s−1 is ∼80%. This is reduced by ∼5%
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Table 4.2: A summary of the efficiencies and fake rates for B0
s → φφ decays. The uncer-

tainties of the efficiencies and fake rates are less than 0.5%.

Using true pT Using reconstructed pT

Luminosity Track retention Track retention Efficiency Fake rate
[ cm−2s−1 ] [%± 0.1% ] [%± 0.1% ] [ % ] [% ]

2× 1032 100 90.3 81.8 17.5All pT 2× 1033 100 91.8 75.3 28.8

2× 1032 46.6 37.6 76.2 7.1
pT > 0.5GeV

2× 1033 43.1 33.4 71.5 13.1

2× 1032 17.1 14.5 74.2 9.3
pT > 1.0GeV

2× 1033 13.3 11.3 70.9 18.0

2× 1032 8.2 7.4 73.6 11.6
pT > 1.5GeV

2× 1033 5.6 5.3 72.0 23.6

Table 4.3: Comparisons of the efficiency and fake rate at 2 × 1033 cm−2s−1 for B0
s → φφ

decays, with and without the χ2 cuts. The uncertainties of the efficiencies and fake rates
are less than 0.5%.

Using true pT Using reconstructed pT

Selection Track retention Track retention Efficiency Fake rate
method [%± 0.1% ] [%± 0.1% ] [% ] [% ]

without cuts 91.8 75.3 28.8All pT with cuts
100

84.9 73.7 21.2

without cuts 33.4 71.5 13.1
pT > 0.5GeV

with cuts
43.1

31.8 69.4 6.1

without cuts 11.3 70.9 18.0
pT > 1.0GeV

with cuts
13.3

10.6 68.5 7.5

without cuts 5.3 72.0 23.6
pT > 1.5GeV

with cuts
5.6

4.9 69.3 9.8

at the upgrade luminosity. The efficiency for both luminosities is ∼50% for the pT

bin just above the cut due to the ∼20% measurement resolution.

4.9 Efficiency losses

The track reconstruction efficiency for the two instantaneous luminosities inves-
tigated has been shown to be in the range ∼70−80%. The source of the ∼20−30%

efficiency loss, and whether it could be recovered, is now investigated. For both
instantaneous luminosities, when making a 1.5GeV cut on reconstructed pT:

• ∼3% of the efficiency loss is due to selecting the wrong track.

• ∼20% is from tracks outside the TT acceptance region.
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Figure 4.9: The efficiency of track reconstruction against the true transverse momentum of
the MC particle. The efficiency is shown for the current “best” track selection, and also for
the modified selection method involving cuts on the Kalman fitted χ2/DoF, as described
in Section 4.7
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• ∼77% is from tracks within the TT acceptance region but where no successful
candidate is constructed above the pT cut.

The relative sources of efficiency loss are comparable for the two luminosities and are
summarised in full in Table 4.4. The tracks that are not within the TT acceptance
most likely travel through the beampipe region and so constitute an unavoidable
acceptance loss with the current TT design.

The sources of inefficiency for tracks which are in the TT acceptance are given
in Table 4.5. Of the tracks within the TT acceptance for which no correct can-
didate is constructed, around 60−70% are successfully reconstructed below the
1.5GeV cut (i.e. successfully matched with true pT > 1.5 GeV and reconstructed
pT < 1.5GeV). These tracks are discarded due to the inherently large pT resolution
of tracks measured in the TT and could be recovered by making the reconstructed
pT cut lower. For example, if the pT cut is lowered to 1GeV then the efficiency
for tracks with pT > 1.5GeV at a luminosity of 2×1033 cm−2s−1 increases from
approximately 72% to 84%.

Table 4.4: Relative contributions to efficiency loss. The uncertainties of values shown are
less than 1%.

Relative source of efficiency loss [% ]

Luminosity Loss in Choose wrong TT acceptance No correct
[ cm−2s−1 ] efficiency [% ] candidate loss candidate

2× 1032 18.2 8.7 49.8 41.5All pT 2× 1033 24.7 14.8 36.1 49.1

2× 1032 23.8 2.6 33.3 64.2
pT > 0.5GeV

2× 1033 28.5 5.3 26.0 68.7

2× 1032 25.8 2.3 26.6 71.1
pT > 1.0GeV

2× 1033 29.1 3.9 20.5 75.6

2× 1032 26.4 2.3 23.2 74.5
pT > 1.5GeV

2× 1033 28.0 3.6 17.9 78.5

4.10 Minimum bias

The performance of the reconstruction algorithms on decays such as B0
s → φφ

is of great interest, as they are characteristic of the channels that are investigated
at LHCb. However, they are far from the typical events that the algorithm will see
if used as part of the trigger. It is also important to investigate how the tracking
algorithms perform on minimum bias events. Table 4.6 gives the efficiency and fake
rate of simulated minimum bias track reconstruction at L = 2 × 1033 cm−2s−1.
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Table 4.5: Efficiency loss breakdown for tracks in TT acceptance for which no correct track
exists in the list of VeloTT candidates. The uncertainties of values shown are below 1%.

Relative source of efficiency loss [% ]

Luminosity Loss in No VeloTT Fake above Fake below Success below
[ cm−2s−1 ] efficiency [% ] candidate pT cut pT cut pT cut

2× 1032 7.6 26.3 73.7 − −All pT 2× 1033 12.2 10.0 90.0 − −
2× 1032 15.3 10.2 5.8 20.9 63.1

pT > 0.5GeV
2× 1033 19.6 5.6 7.4 32.9 54.0

2× 1032 18.3 6.2 4.4 19.3 70.1
pT > 1.0GeV

2× 1033 22.0 3.9 3.7 28.7 63.8

2× 1032 19.7 5.4 4.4 19.0 71.2
pT > 1.5GeV

2× 1033 22.0 3.7 2.9 29.5 63.9

The absolute tracking efficiencies and fake rates are comparable to those found for
B0
s → φφ type events in Table 4.3.

A typical trigger decision would be to first select events with at least two tracks
with reconstructed pT greater than a relatively loose cut of around 1GeV. These
tracks can then be extended to long tracks using clusters in the downstream T-
stations. This would be faster than initially reconstructing the tracks in the T-
stations as the VeloTT track position and pT measurement aids pattern recognition
algorithms by reducing the size of the cluster search windows. Long tracks have a
momentum resolution of less than a percent, so a tighter cut of the order of 1.5GeV
could then be made to further reduce the rate.

For instantaneous luminosities of 2×1032 cm−2s−1 and 2×1033 cm−2s−1, the per-
centage of minimum bias events containing two VeloTT tracks with measured pT

greater than 1GeV is 36.3% and 81.5%, respectively. This study only considers
events in which there is at least one MC matched VELO track. In reality some frac-
tion of events have no VELO tracks at all. Simulations show that at instantaneous
luminosities of 2×1032 cm−2s−1 and 2×1033 cm−2s−1 approximately 20% and 3% of
minimum bias events contain no VELO tracks. Therefore the fraction of minimum
bias events that would pass this hypothetical trigger selection is reduced to approx-
imately 29% and 80% for the current and upgrade luminosities, respectively. This
shows that for higher instantaneous luminosities, a simple track-pT based trigger
would need to cut tighter than the pseudo trigger discussed in this study.

4.11 Conclusions and upgrade status

The studies presented in this chapter have shown that at an upgraded value
of instantaneous luminosity, there is a substantial increase in the occupancy of the
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Table 4.6: Comparisons of the efficiency and fake rate at 2×1033 cm−2s−1 for minimum bias
events, with and without the track quality χ2 selection applied. All errors on efficiencies
and fake rates are less than 0.5%.

Using true pT Using reconstructed pT

Selection Retention rate Retention rate Efficiency Fake rate
method [%± 0.1% ] [%± 0.1% ] [% ] [% ]

without cuts 91.4 75.4 28.3All pT with cuts
100

84.9 74.0 20.7

without cuts 31.3 71.2 13.4
pT > 0.5GeV

with cuts
40.4

29.9 69.4 6.2

without cuts 9.3 70.9 20.2
pT > 1.0GeV

with cuts
10.7

8.7 68.7 8.7

without cuts 4.1 72.7 27.3
pT > 1.5GeV

with cuts
4.0

3.7 69.9 12.0

TT. The number of VeloTT candidate tracks is found to approximately double, with
the single-sensor sectors in the high fluence beampipe region worst effected. It was
found that approximately 80% of false hits due to spillover can be removed in the
current detector layout. Without the spillover subtraction, the number of VeloTT
candidates more than triples at the upgraded luminosity. For the TT to be used in
the upgraded trigger, improvements to the current design are most likely required.
Further studies are needed to determine the necessary increase in sector granularity.

The efficiency of correct and fake track reconstruction was investigated for various
pT selections. In going from L = 2 × 1032 cm−2s−1 to L = 2 × 1033 cm−2s−1 the
fake rate approximately doubled and the efficiency of correct track reconstruction
decreased by a few percent for tracks with pT greater than 1GeV. If the full Kalman
fit is used, then by applying tighter track quality criteria the fake rate could be
approximately halved for a small decrease in tracking efficiency. The pT resolution
of approximately 15−25% is responsible for a significant proportion of the efficiency
loss, due to correctly matched tracks being reconstructed below the pT threshold.

The current upgrade strategy is described in Ref. [51]. It is planned to make use of
the TT in the upgraded detector trigger, and the TT is likely to revert to its original
name of the Trigger Tracker. Increased granularity in the y-direction is planned, with
sector lengths reduced to approximately 25% of their current size. This corresponds
to effective strip lengths of approximately 2.5 cm near to the beampipe and 10 cm in
outer regions. The amount of material between the interaction region and the TT
will be reduced, leading to improved momentum resolution.
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CHAPTER

FIVE

RADIATION DAMAGE STUDIES OF THE LHCB VELO

The study of heavy flavour physics in the LHC environment requires precision
track reconstruction and vertexing. This is achieved at the LHCb by positioning the
VELO detector around the proton beam interaction region, with the closest active
silicon sensor regions located only 8.2mm from the beam axis. For the luminosity
delivered by the LHC in 2010 and 2011, the VELO was exposed to higher particle
fluences than any other silicon detector of the four major LHC experiments. This
presents LHCb with the opportunity to lead the way in studies of radiation damage
to silicon detectors in the high luminosity LHC environment. Careful monitoring
of radiation damage to the sensors is essential to ensure the quality of data for
LHCb physics analyses and to provide information relevant to the eventual detector
replacement and upgrade.

This chapter presents several studies of radiation damage in the VELO detector.
The theory of particle detection using silicon strips is first reviewed in Section 5.1,
with particular emphasis on radiation induced changes to the detector properties.
The detector hardware is described in Section 5.2. The special datasets used to
study detector performance as a function of fluence and bias voltage are described
in Section 5.3. Finally, studies of these data are presented in Sections 5.4, 5.5 and 5.6,
and summarised in Section 5.7.

5.1 Particle detection using silicon

Silicon is the second most abundant element in the Earth’s crust, with only
oxygen present in greater amounts. Despite comprising approximately 28% of the
Earth’s crust [59], pure silicon crystals are rarely produced in nature. The major-
ity of silicon is found in combination with oxygen in the form of complex silicates.
However, by starting with a very pure form of sand (SiO2) it is possible to man-
ufacture high purity silicon crystals with impurity concentrations of only a few
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parts-per-billion. High energy particle physics experiments have benefit from ex-
tensive research conducted by the microelectronics industry, resulting in advanced
industrial silicon crystal production techniques. A common aim when designing a
particle detector is to minimise the amount of material that is present in the parti-
cle tracking region with which a particle may scatter or interact. A benefit of using
silicon is that it can be produced in homogeneous, self-supporting pieces such that
substantial supporting material is not necessary. Further details of both the silicon
crystal growth process and the following discussion on the electrical properties of
silicon can be found in Ref. [60].

Silicon atoms have an atomic number of fourteen, with four valence electrons in
the outermost orbital. They solidify as crystals with a diamond lattice structure
by each atom forming four covalent bonds with its neighboring atoms. An electron
from an individual atom will occupy one of a series of well defined discrete energy
levels. When many atoms are brought together into a formation such as a lattice,
the outer electron orbitals interact to form closely spaced energy levels referred to
as an energy band. At a temperature of absolute zero the electrons will occupy the
lowest available energy states known as the valence band. The unoccupied higher
energy levels are referred to as the conduction band. An electron in the valence
band is bound to a silicon atom lattice site, whilst an electron in the conduction
band is free to traverse the lattice.

The energy difference between the conduction band and valence band is known
as the bandgap energy. Materials with a large bandgap energy, i.e. those with
a value that is greater than ∼9 eV, are called insulators (e.g. glass). When the
valence and conduction bands overlap, or the conduction band is partially filled,
the material is called a conductor (e.g. a metal). Semiconductors are materials for
which the magnitude of the bandgap energy is small. Electrons can transit between
the conduction and valence bands with the energy provided by thermal excitations.
Silicon is a semiconductor at atmospheric pressure and room temperature, with a
bandgap energy of 1.12 eV. An electron in the conduction band is referred to as a
negative free charge carrier. The absence of an electron at a lattice site from which
an electron has been liberated is referred to as a “hole”. These are interpreted as
positive free charge carriers which traverse the lattice in a similar way to an electron.

The conductivity of a pure silicon crystal is related to the number of thermally
excited free charge carriers, which is relatively low at room temperature. It is pos-
sible to significantly alter the conductivity of silicon by introducing foreign dopant
atoms to the material. Typically used dopants are phosphorus and boron, which
have one more and one less valence electron than silicon, respectively. Phosphorus
is a donor dopant, as when it occupies a lattice site four of its valence electrons form
covalent bonds, whilst the fifth valence electron is weakly bound and easily elevated
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to the conduction band. This increases the amount of negative free charge carriers
and so donor doped silicon is referred to as “n-type”. Boron is an acceptor dopant.
When it occupies a lattice site it readily accepts an additional electron from the
valence band to make a fourth covalent bond. In doing so it creates a hole in the
valence band that increases the amount of positive free charge carriers in the silicon.
Acceptor doped materials are referred to as “p-type”. The dopant atoms introduce
additional energy levels in the bandgap near to the conduction or valence band,
as shown in Figure 5.1(a). At room temperature the majority of dopant atoms are
ionised, significantly increasing the conductivity of the material.

Conduction band 

Valence band 

(a) (b)

Figure 5.1: a) A bandgap diagram for silicon. EF represents the Fermi level for undoped
(i.e. intrinsic) silicon. ED and EA represent the dopant energy levels that are introduced
by phosphorus and boron respectively [61]. b) The bandgap diagram for a p−n junc-
tion. When in thermal equilibrium the Fermi level must be constant across the material.
Ei represents the position of the Fermi level in undoped silicon.

5.1.1 Silicon diodes

A silicon diode is created by bringing n-type and p-type silicon semiconductors
into contact to make a p−n junction. The positive and negative free charge carriers
diffuse across the boundary and combine to create a depletion region that is devoid
of free charges. The ionised dopant atoms are distributed at fixed locations in the
silicon lattice. Thus near to the junction boundary the n-type silicon obtains a
net positive charge and the p-type a net negative charge. This static space-charge
produces an electric field that opposes the further diffusion of free charges across
the junction boundary. The corresponding built-in potential difference is referred to
as Vbi. If one side of the p−n junction is doped significantly more than the other,
the depletion region will extend further into the less doped region. Such junctions
are referred to as “abrupt” and are commonly used in silicon detectors, where a
high concentration dopant is implanted into a lower concentration doped bulk. The
bandgap diagram for a p−n junction is shown in Figure 5.1(b).

A charged particle traversing a silicon lattice produces electron-hole pairs along
its path by ionising the lattice atoms. In the absence of an external force the
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free charge carriers that are produced will either recombine or diffuse through the
material along a random path. When produced in the depletion region the electron-
hole pair components are pulled in opposite directions by the electric field that is
generated by the static space charge. The free charges can be collected at the edges
of the silicon and used to measure the ionising particle’s energy or position. Outside
of the depletion region the electric field is small and so the efficiency for collecting
charge that is produced in this region is reduced1. For efficient particle tracking it
is desirable for the depletion region to extend across the entire silicon material. To
increase the size of the depletion region a reverse bias can be applied to the p−n
junction, by applying a higher potential to the n-type side than the p-type side, as
demonstrated by Figure 5.2. The size of the depletion region is increased by pulling
the free charges away from the edges of the depletion region. The effective doping
concentration, Neff , is given by the difference in the concentrations of ionized donors
and acceptors in the space charge region. The depletion voltage, Vdep, is the voltage
required to fully deplete the silicon. It is related to the effective doping concentration
by the relation [63],

Vdep + Vbi =
q0

2εε0
|Neff |d2 (5.1)

where d is the depletion region depth, q0 is the electron charge and εε0 is the per-
mittivity of silicon. For typical silicon detectors around 300µm thick the depletion
voltage is significantly larger than the built-in voltage [61].

Figure 5.2: A schematic representation of a reverse biased p−n junction. A particle track
traversing the depletion region produces electron-hole pairs that are pulled in opposite
directions by the electric field.

1It has been shown that near to 100% of the ionised charge is collected given a long enough
charge collection time, even when large parts of the silicon are not depleted [62]. However, for
particle physics detectors there are often strict timing constraints imposed by the beam crossing
frequency.
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When the p-type side of the junction is held at a higher voltage to the n-type
the junction is said to be forward biased. A large forward bias reduces the size of
the depletion region and results in a significant flow of current across the junction.
If instead the junction is reverse biased, the electric field generated by the ionised
lattice atoms prevents a current from flowing across the junction. Only a small leak-
age current is generated by thermally ionised atoms. For particle physics detectors
this a useful property. The small leakage current in the absence of signal results in
low levels of noise and efficient signal identification.

5.1.2 Particle energy loss

When a particle traversing a detector deposits all of its energy within the detec-
tion material, the amount of collected charge is proportional to the energy of the
incident particle. Such detectors are called spectrometers. If the particle is not fully
stopped by the detector then only the particle trajectory can be inferred. This is
the most common use for silicon in modern high energy physics detectors such as
the VELO, in which a particle passes through only 16% of a radiation length [64].

The rate of energy loss of a charged particle travelling through a material is
described by the Bethe-Bloch equation. The relativistic charged particles produced
at LHCb are mostly Minimum Ionising Particles (MIPs). These are particles for
which the rate of energy loss when passing through a material is near to its minimum,
as shown in Figure 5.3. The mean energy loss of an MIP in a silicon crystal is
388 eV/µm [65]. Despite the bandgap energy being only 1.12 eV, the average energy
needed to produce an electron-hole pair in silicon is 3.6 eV. For silicon sensors of
300µm thickness (such as the VELO sensors) this corresponds to a mean value of
approximately 32, 300 electron-hole pairs produced per particle crossing. Due to
the large tails in the deposited charge distribution of ionising particles in silicon, the
most probable value of deposited charge is approximately 0.7 of the mean. Therefore
the most probable number of electron-hole pairs produced by a MIP in silicon is
approximately 22, 400 electrons.

5.1.3 Radiation damage in silicon

The VELO sensors are subject to large fluences of high energy particles. Ener-
getic particles traversing the silicon do not only ionise the silicon atoms to produce
a signal, but also interact and impart energy on the silicon nuclei. Figure 5.4 shows
some of the basic defects that are produced when a silicon nucleus is displaced from
its lattice site. A nucleus displaced from its lattice site is called an interstitial.
The combination of an interstitial and the vacancy in the lattice that the atom
previously occupied is called a Frenkel pair. To create a Frenkel pair an energy
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Figure 5.3: The rate of energy loss of a particle passing through a material shown as a
function of βγ = p/Mc. MIPs have a βγ near to the minimum of the Bethe-Bloch equation,
at a value of approximately 3. Figure from Ref. [65].

Figure 5.4: Some of the basic defects caused by radiation in silicon. Impurity atoms in the
lattice can interact with these defects to form complex point defects. Figure from Ref. [67].

of approximately 25 eV must be transferred to the lattice atom [66]. The displaced
silicon atom subsequently loses its energy through a combination of ionisation and
further lattice displacement. At the end of a recoil the dominant interactions are
with further silicon atoms and a dense cluster of defects is formed. The damage
induced in silicon due to a recoiling atom is illustrated by Figure 5.5(a). The total
amount of damage generated in the silicon lattice depends on the charge, mass and
energy of the impinging radiation, as shown by Figure 5.5(b).

At non-zero temperatures the interstitials and vacancies are mobile within the
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(a) (b)

Figure 5.5: a) A recoiling silicon atom with an initial energy of 50 keV, as predicted
by Monte Carlo simulation. Both the point defects along the recoiling atoms path and
the clusters are responsible for the long term silicon damage. Figure taken and modified
from [66]. b) The particle displacement damage functions in silicon as a function of particle
energy. Plot from Ref. [63].

silicon. Interstitials and vacancies can interact in a process known as recombina-
tion, in which the displaced atom rejoins the lattice. Approximately 60% of all
Frenkel pairs recombine, but in particularly disordered regions such as a cluster this
can be as high as 95% [68]. The remaining interstitials, vacancies and impurities
in the silicon can undergo many different types of interaction with one another.
The point defects produced in such interactions change the electrical properties of
the silicon by introducing additional energy levels to the silicon bandgap. These
act as “stepping-stones” for electrons to more easily move between the valence and
conduction bands. The introduction of microscopic defects leads to macroscopic
changes in the electrical properties of the silicon [69]. Radiation induced changes to
the operational parameters of a silicon detector are now discussed:

Leakage Current - Before irradiation, a fully depleted p−n junction draws
a relatively small current, assuming contributions due to detector abnormalities
such as surface scratches and cut edges are small1. The magnitude of current flow is
related to the number of electron-hole pairs that are generated by thermal excitations
in the silicon. Detectors are often operated at low temperatures to further reduce
the leakage current and obtain a better ratio of signal to noise. Defects with energies
near to the middle of the silicon bandgap act as efficient electron-hole generation
sites. This can be interpreted as an electron from the valence band being elevated
to the intermediate defect energy level, and then subsequently to the conduction
band. Such defects are produced by impinging radiation, which leads to an increase
in the sensor leakage current with fluence. A linear relationship between particle

1In reality these contributions can be large and are often dominant for unirradiated sensors.
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fluence and leakage current is observed for a range of silicon substrates, as shown in
Figure 5.6. Detailed studies of VELO sensor currents can be found in Refs. [70,71].

Figure 5.6: Measurements from Ref. [63] show a linear relationship between the induced
bulk current and particle fluence (under well controlled annealing conditions - see Sec-
tion 5.1.4).

Depletion Voltage - Radiation induced defects can behave similarly to donor
or acceptor atoms. When the energy level of a donor defect is positioned near to the
conduction band then it is easily ionised and positive space charge is introduced to
the silicon. Similarly, an acceptor defect close to the valence band will lead to the
introduction of negative space charge. The magnitude of the reverse bias required
to fully deplete the silicon region is influenced by the introduction of additional free
charge carriers. The evolution of the effective doping concentration of an initially
n-type silicon bulk is shown in Figure 5.7. Following initial irradiation, |Neff | is
reduced due to the inactivation of donor dopants. This is caused by mobile defects
forming complexes or entirely removing the donor atom from its lattice site. For
a fixed width of silicon the depletion voltage is reduced to a value close to zero
volts, as predicted by Eq. 5.1. With further irradiation the dominant process is the
introduction of acceptor defects and an overall increase in the amount of positive
free charge carriers. The n-type silicon effectively undergoes type-inversion and
subsequently behaves like p-type silicon.

Charge Collection Efficiency (CCE) - A defect located near to either the
conduction or valence band may trap free charge carriers traversing the silicon [72].
This may reduce the amount of charge collected by the detector, if the trapping
time is longer than the signal collection window. Heavily irradiated silicon contains
significant numbers of charge trapping defects, resulting in reduced particle detection
efficiency and poorer separation of signal and noise. For heavily irradiated silicon
the CCE of a sensor may be low even if fully depleted. Studies of the CCE in VELO
sensors are presented in Section 5.5.
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Figure 5.7: Depletion voltage measurements as a function of particle fluence for initially
n-type silicon. Figure from Ref. [63].

5.1.4 Annealing

Over time, mobile defects can migrate through the silicon and undergo further
interactions in a process known as “annealing”. Beneficial annealing occurs when
the macroscopic properties revert to how they were at an earlier time. The leakage
current will decrease, due to the removal of defects that have energy levels in the
bandgap. The depletion voltage in n-type silicon will increase prior to type-inversion
and decrease afterwards. The recombination of a silicon interstitial and a vacancy is
an example of beneficial annealing. However, reverse annealing can also occur due
to defects further interacting to form more complex defects. The effective doping
concentration becomes more p-type and the depletion voltage decreases prior to
type-inversion and increases afterwards. The leakage currents do not have this dual
annealing response, and continue to decrease with large annealing time.

The rate of annealing is strongly related to the temperature of the silicon, as this
influences both the rate at which a defect can migrate and the amount of vibrational
energy available to aid complex formation or dissociation. A common practice is
to freeze out annealing behaviour by cooling the silicon detectors. Typically, if the
temperature of a detector is increased it will first undergo a period of beneficial
annealing, followed by a more significant amount of reverse annealing.

5.2 VELO hardware

An introduction of the VELO detector and its performance during the first two
years of data taking was given in Section 3.2.3. A more technical overview of the
VELO is now given, to aid the understanding of the subsequently presented studies.
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To prevent damage to the silicon sensors, the VELO comprises two halves retractable
by 29 mm in the horizontal plane. Each half contains 42 half-disc shaped silicon-
strip sensors. When the beams are in a stable orbit the two VELO halves are closed
such that the colliding beams are surrounded by the silicon sensors. Half of the
sensors have strips orientated in an approximately radial direction (φ-type) and the
other half perpendicular to this (R-type). A detector module consists of an R-type
and a φ-type sensor glued to a common support in a back-to-back configuration.
An additional four R-type pileup sensors are positioned upstream of the interaction
region. These provide the trigger with information regarding the number of proton
interactions in an event. The spatial distribution of the 88 VELO sensors is shown in
Figure 5.8. A summary of some of the silicon sensor properties is given in Table 5.1.

Figure 5.8: Top: The layout of the VELO sensors in the x-z plane. The interaction region
(represented by the grey ellipse) is at the upstream end of the detector. Bottom: The
position of two sensors in the x-y plane when the VELO is closed (left) or open (right).
Figure from Ref. [73].

To protect the sensors from proton-beam induced Radio Frequency (RF) fields,
each VELO half is stationed in a 300µm thick aluminium-foil box that is held at
a vacuum pressure of approximately 10−7 mbar [23]. The RF-Foil box is isolated
from the beampipe vacuum system, which maintains a lower pressure of the order
10−9 mbar. The foil is meshed on each VELO half to allow the sensors to slightly
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Table 5.1: Some VELO sensor design parameters. The sensor position along the beam axis
is given relative to the beam interaction region. Parameters related to “routing lines” and
“oxygen enhancement” are described in Sections 5.2.1 and 5.2.3, respectively.

Parameter Value

Silicon thickness 300µm
Strip pitch 40−100µm
Strip width 11−38µm
Routing line width ∼11µm
Inner silicon edge to beam axis 7 mm
Radial distance of active strips from beam axis 8.2−42 mm
Sensor position along beam-axis −300 to 750 mm
Oxygen enhancement [74] > 1 x 1017 cm−3

overlap in the x-y plane when the detector is closed. This gives the VELO full
coverage of the LHCb acceptance. The RF-Foil layout for a VELO half is shown
in Figure 5.9. To freeze out silicon annealing, the VELO is nominally operated at a
temperature of approximately −8◦C. This is achieved using an innovative two-phase
liquid CO2 cooling system [75].

(a) (b)

Figure 5.9: a) One half of the VELO with the modules and module supports (left) ex-
panded from the RF-Foil box (right). b) A section of the closed VELO. The meshed
RF-Foil surface allows the sensors from each half to overlap slightly. Figures from Ref. [23].
Both figures were produced using the detector geometry as simulated in GEANT4 [49,50].

5.2.1 Strip layout

A strip in a VELO sensor comprises a narrow aluminium metal track running
along the length of an n+ implant. This first metal layer is capacitively coupled
to the implants for charge collection. Each sensor has 2048 strips that extend over
the radial region of approximately 8−42mm to one side of the beampipe. The pitch
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describes the distance between the centre of adjacent strips. For VELO sensors the
pitch ranges from approximately 40µm at the innermost radius region to 100µm

at the outermost radius region. For R-type sensors the strips are located in four
45◦ regions containing 512 strips each, as shown by Figure 5.10(a). The pitch varies
linearly as a function of the sensor radius. For φ-type sensors the strips are divided
into an inner and outer region, corresponding to radii less than and greater than
approximately 17mm. The inner region contains 683 strips, with the pitch ranging
from approximately 38−78µm. The outer region contains 1365 strips, with pitches
varying from approximately 39−97µm.

The R-type strips and inner φ-type strips do not extend to the outer region of
the sensor. Therefore each strip (first metal layer) is connected via a metal routing
line to the edge of the sensor where the readout electronics are located, as shown in
Fig.5.10(b). These routing lines are referred to as the second metal layer and are
insulated from the bulk silicon and first metal layer by 3.8 ± 0.3µm of SiO2. Due
to the orientation of the strips, in R-type sensors the routing lines are positioned
perpendicular to the sensor strips, whilst in the φ-type they are parallel.

(a) (b)

Figure 5.10: a) A schematic representation of an R-type and a φ-type sensor, with the
routing lines orientated perpendicular and parallel to the silicon strips, respectively. b) A
photograph of the innermost region of an R-type sensor. Strips run from the bottom-left
to the top-right. Each strip is connected to a routing line orientated perpendicularly to
the strip.

All but two of the VELO sensors are n+-on-n type, comprising a highly doped
n-type implant in an n-type bulk with a p-type backplane. A schematic of this
configuration is shown in Figure 5.11. The other two sensors use n+-on-p silicon.
They are installed in the upstream end of the VELO and are intended to be both
performing detectors and an operational test of one of the leading LHC silicon
upgrade technologies.
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Figure 5.11: A schematic cross-section of a portion of an R-type sensor, showing the relative
position of the two metal layers used to carry the readout signals in n+-on-n type sensors.
The n+ implants and strips (into the page) run perpendicularly to the routing lines (left to
right). For clarity the routing line of just one strip is shown. For the equivalent n+-on-p
type sensor the n-type bulk is replaced by p-type.

5.2.2 Electronics

Strip signals are read out using 16 Beetle chips [76] per sensor. Each Beetle chip
processes charge collected at 128 strips, with data output via four analogue links
associated to 32 strips each. The chips accept input signals at the maximum LHC
beam-crossing rate of 40 MHz. An analogue pipeline can store up to 160 events while
waiting for a response from the first level of the trigger (L0). When the L0 trigger
is fired the analogue data from each Beetle chip is sent to the TELL1 boards [77]
via the repeater boards [78], for conversion into digital data. Analogue signals are
converted into Analogue-to-Digital Converter (ADC) counts, where each ADC count
corresponds to approximately 440 electrons [79]. In the absence of signal the ADC
value of a strip would ideally be zero. However, individual channel offsets (referred
to as a “pedestals”) and common-mode noise that effects all elements on an electrical
pathway will bias the readout values. Pedestal and common-mode subtractions are
applied to account for these sources of bias. In addition, average noise fluctuations
of approximately 2−3 ADC counts occur in sensor channels, on top of which signal
must be identified.

The majority of LHCb physics data is stored in a disk-space efficient format re-
ferred to as Zero-Suppressed (ZS) data. In this format, information is only stored for
channels with relatively large amounts of charge, which are combined into clusters.
A smaller fraction of data is stored as Non-Zero-Suppressed (NZS) data, where the
ADC value of every strip on the sensor is stored. This is required for calibration
studies and for evaluating the detector performance. Both types of data have been
used in the studies described in this chapter.

5.2.3 Radiation hardness

The term “radiation hardness” is often used to describe how capable a detec-
tor is of operating in a radiation environment. Radiation damage is a continuous
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process and so the decision of when a detector is no longer operational depends on
the performance requirements of the experiment. The VELO has been designed to
withstand five years of high luminosity running at the LHC. After type-inversion
the depletion voltages of n+-on-n type sensors increase with further irradiation. At
large bias voltages, electrical breakdown may occur in the silicon, leading to large
leakage currents and permanent damage to the sensors. However, silicon sensors
have been operated successfully at biases of over 1000V, and so the limiting compo-
nent in the VELO sensors is likely to be the power supply, which is only capable of
producing a 500V bias. When the depletion voltage exceeds this the sensor will not
be fully depleted and sensor performance will degrade. Radiation induced effects
such as reduced charge collection efficiency are also likely to degrade sensor perfor-
mance, potentially well before the system hardware limits are reached (as discussed
previously in Section 5.1.3).

The VELO sensors are oxygen enriched to increase their radiation hardness (see
Table 5.1). The exact microscopic mechanisms that lead to the improved radiation
hardness are not fully understood; however, as can be seen in Figure 5.12, studies
have shown that the effect is significant for charged particle irradiation. An example
of how enrichment may influence the detector evolution with fluence is now given.
The most significant defects and impurities in detector grade silicon are interstitials
(I), vacancies (V ) and carbon interstitials (Ci). Regarding donor removal, i.e. Phos-
phorus (Ps), the most important reactions are V + Ps → V Ps and Ci + Ps → CiPs,
the final products of which are not charged in the spacecharge region and so influ-
ence the effective doping concentration by removing the donor. Both V and Ci also
interact with oxygen (O) via interactions such as V +O → V O and Ci+Oi → CiOi.
As V O does not contribute to any negative spacecharge it is beneficial to shield the
donor removal by introducing concentrations of oxygen [80].

5.3 Charge Collection Efficiency scans

Particular detector parameters are expected to vary as a function of the bias
voltage, as has been described in the previous sections. To study such parameters,
five dedicated datasets have been collected between April 2010 and October 2011,
known as charge collection efficiency (CCE) scans. The nominal bias voltage of
VELO sensors during 2010 and 2011 data taking was 150V. In a CCE scan, collision
data is recorded with every fifth module (spaced in the z direction) operated at a
voltage ranging between 0 and 150V. The remaining modules are maintained at the
nominal 150V bias. Sensors with variable voltage are referred to as “test” sensors.
The test sensors are removed from the reconstruction algorithms such that only hits
from the 150V operated sensors are used to reconstruct particle tracks. A track is
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Figure 5.12: The effective doping concentration as a function of the charged particle fluence.
Oxygen enrichment increases the radiation hardness compared to standard silicon by a
factor of approximately three. In contrast, carbon enrichment decreases the radiation
hardness of silicon. Figure from Ref. [81].

extrapolated to a coordinate on a test sensor and the set of five strips nearest to this
coordinate are searched for deposited charge. This provides unbiased information
on the amount of charge deposited by a particle as a function of bias voltage. ZS
and NZS data formats are stored, to investigate both the clustering and charge
collection efficiencies. The modified track reconstruction is performed within the
VETRA framework, as described in Section 3.4.

The CCE scan data is collected at the expense of regular physics data, as colliding
beams are required to produce the large number of tracks needed for these analyses.
This imposes constraints on the regularity and length of the CCE scans. To reduce
the data collection time the test sensors are arranged into patterns, as shown in
Figure 5.13. In the first CCE scan, prior to significant sensor irradiation, a 1-in-3
pattern was used, with 6 test voltages: 10, 30, 50, 70, 100, 150V. For the subsequent
CCE scans, having improved the efficiency of the data collection procedure, an
increased number of scan steps were used. For these scans a 1-in-5 pattern was
used, with 13 test voltages: 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 150V.

Several studies of the CCE scan data are presented in the following sections.
The tracking resolution is investigated as a function of bias voltage and cluster
inclusion thresholds in Section 5.4. The CCE is studied as a function of bias voltage
in Section 5.5. Both of these studies use the magnitude of charge deposited on each
silicon strip and therefore the NZS data is used. A study of the cluster reconstruction
efficiency is presented in Section 5.6, for which ZS data is used.
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(a)

(b)

Figure 5.13: The sensor patterns used for the CCE scans. The numbers correspond to the
module numbers, which increment in units of two between adjacent modules on a particular
side of the detector. a) A 1-in-3 pattern. There are three different 1-in-3 patterns so that
every sensor in the VELO can be studied. b) A 1-in-5 pattern. There are a total of five
1-in-5 patterns.

5.4 Tracking resolution

A cluster is defined as a set of between 1 and 4 adjacent strips with charge above
the clustering thresholds. Particle track coordinates are measured using clusters
from R-type and φ-type sensors within a module. The cluster reconstruction algo-
rithm uses two thresholds. The first is the seeding threshold, which for each strip
is six times higher than the average noise in that strip. After a strip has passed the
seeding threshold, additional neighboring strips are added to the cluster, provided
they satisfy their inclusion thresholds. The inclusion threshold of each strip is set
to 40% of the seeding threshold. If a cluster uses information from only one strip
then the uncertainty on the cluster position is simply half the pitch: ∆xrec = p/2.
The resolution in this binary situation is the root-mean-square deviation [82],

√
< ∆x2

rec > =

√
1

p

∫ p/2

−p/2
x2dx =

p√
12
. (5.2)

The spatial resolution of a cluster is improved when the charge is shared between
multiple strips, provided the relative amount of charge deposited at each strip is
taken into account. This is demonstrated schematically by Figure 5.14.

To calculate the central cluster position of multi-strip clusters in the VELO, a lin-
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Figure 5.14: A schematic representation of the signal generated at several strips for particles
traversing the sensor at various angles. The charge weighted average of adjacent strips
determines the central position of the cluster, xhit. Figure from Ref. [83]

ear charge distribution is assumed1. The central cluster position, xhit, is determined
using a pulse height weighted average over all included strips, i,

xhit =
∑
i

wi · xi, (5.3)

where xi is the position of the strip and wi = qi/
∑

i qi is the fraction of total charge
at a particular strip.

The unbiased residual is defined as the difference between the position of a cluster
and the position of a particle track intercept, when the track has been reconstructed
without using the cluster under investigation. The resolution is a strong function of
the sensor strip pitch and the track projected angle2. The projected angle is related
to both the angle at which a track is incident on the sensor and the angle of the
strips in the sensor plane. For a particular range of strip pitch and projected angle,
the unbiased residual distribution is fitted with a gaussian function. The width of
the fitted function is taken as the unbiased resolution. This includes a component
associated to the track extrapolation uncertainty; however, this is small compared
to the resolution of the VELO sensors.

The CCE scan data described in Section 5.3 has been used to evaluate the unbi-
ased cluster resolution as a function of sensor bias voltage. The dependence of the
unbiased resolution on the inclusion thresholds has also been investigated. The fol-
lowing studies use only the data from the first CCE scan, in which there is negligible
radiation damage to the sensors.

1Further improvements to cluster resolution could be obtained by accounting for a non-linear
charge distribution between adjacent strips, as shown in Ref. [82].

2The projected angle is a difficult parameter to describe in text. For an intuitive schematic see
AppendixA.
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5.4.1 Cluster inclusion thresholds

A simple way to improve the resolution of the detector is to increase the propor-
tion of multiple strip clusters. This can be achieved by lowering the cluster inclusion
thresholds. Figure 5.15 shows the relative unbiased resolutions for several different
cluster inclusion thresholds. In this study a fixed cluster inclusion threshold was
used for all channels, as opposed to the nominal 40% of the seeding threshold. It is
evident that for lower inclusion thresholds the unbiased resolution is reduced.
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Figure 5.15: The unbiased resolution as a function of sensor pitch, shown for several
inclusion thresholds (for an individual sensor). The range of track projected angle, PA, is
displayed. The binary resolution obtained from Equation 5.2 is shown as the red dashed
line. A cluster inclusion threshold of 24ADC counts is comparable to the binary prediction.

Typical noise levels in VELO sensors are around 2−3ADC counts. This cor-
responds to seeding thresholds of approximately 12−18 ADC counts and inclusion
thresholds of approximately 5−7 ADC counts. By taking a weighted average of all
bins of strip pitch and projected angle, the change in unbiased resolution when using
an inclusion threshold of 3ADC counts instead of 6ADC counts is (−0.23±0.04)µm.
The data sample used for this study did not have sufficient statistics to investigate
sensors near to the interaction region, and so only the 23 furthest downstream mod-
ules are considered. Averaged across all the studied sensors, this corresponds to a
modest improvement in the unbiased resolution of the order of a few percent. How-
ever, for specific regions of sensors with small pitch, and where the average track
incidence is near perpendicular to the sensor, significantly larger improvements in
resolution were found. By lowering the inclusion thresholds the number of fake clus-
ters due to noise would remain unchanged, as this is dictated by the comparatively
large seeding thresholds.
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5.4.2 Overdepletion

Ionised electrons near to a strip are accelerated by the electric field towards the
aluminium strip contact. Although an individual electron will experience many elec-
tromagnetic interactions with the silicon lattice, an overall electron drift velocity is
generated. Electrons also diffuse in the direction perpendicular to the electric field
lines, by randomly scattering with the lattice atoms. A sensor that is operated
with a reverse bias voltage greater than its depletion voltage is described as overde-
pleted. For an overdepleted sensor [69] of thickness d, bias voltage V and depletion
voltage Vdep, the electric field is increased throughout the sensor by an amount
Eadd = (V −Vdep)/d. The drift velocity of the free charge carriers increases with the
electric field, reducing the time in which they can diffuse perpendicularly. Therefore
the number of multi-strip cluster is reduced when a sensor is overdepleted, due to
less charge diffusing to neighboring strips.

The unbiased resolution has also been studied as a function of bias voltage, using
a similar method to that which was described for the inclusion thresholds in the
previous section. Before sensor irradiation, the majority of VELO sensor depletion
voltages were less than 70V1. The nominal bias voltage of the VELO sensors is
150V, resulting in significant overdepletion during initial operation. The depletion
voltages of n+-on-n type sensors decrease with irradiation until they type-invert,
resulting in the sensors becoming further overdepleted with initial fluence.

Figure 5.16 shows the relative unbiased resolutions for a particular sensor as a
function of strip pitch, for several bias voltages. The average change in unbiased
resolution when reducing the bias voltage from 150V to 100V is (−0.37± 0.04)µm,
whereas the change between 150V and 70V is (−1.17 ± 0.04)µm. The weighted
mean is calculated using the 23 most downstream modules, over all projected angles
and strip pitches. The largest improvements are observed in sensor regions with
small pitch and low projected angle. In such regions a decrease in bias voltage
to 100V or 70V resulted in as much as a 6% or 17% improvement in unbiased
resolution.

It has been shown that the tracking resolution can be significantly improved
by reducing the sensor bias voltages. However, it was decided that to maintain
a consistent quality of data, and to avoid potential technical issues associated to
changing the detector parameters, the nominal bias voltages were kept at 150V for
2011 data running.

1Only the two n+-on-p type sensors had initial depletion voltages greater than 70V.
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Figure 5.16: The unbiased resolution as a function of sensor pitch, for several bias voltages
(in an individual sensor). The range of track projected angle, PA, is displayed. The binary
resolution obtained from single strip clusters is shown for comparison.

5.5 Charge Collection Efficiency

Regular monitoring of the sensor depletion voltages is essential for maintain-
ing good detector performance with particle fluence. For fluences delivered to the
VELO within the first few years of operation, the change in depletion voltage for an
n+-on-n type sensor is accurately described by the Hamburg model [84]. The effec-
tive doping of the n-type bulk changes over time due to radiation induced defects.
Dominant mechanisms are expected to be the inactivation of phosphorous dopants
in combination with the introduction of acceptors. For an oxygenated n+-on-p type
sensor irradiated with charged hadrons there are expected to be competing mecha-
nisms, with acceptor introduction partially compensated by initial oxygen induced
acceptor removal [85,86].

Following manufacture, the depletion voltage of each VELO sensor was measured
by comparing the capacitance (C) to the bias voltage (V) across the sensor in C–V
scans. When the depletion voltage is exceeded the capacitance reaches a minimum
that is approximately constant with further increases in voltage. The corresponding
C–V curves are shown in Figure 5.17. It is not possible to implement this technique
after VELO installation and so alternative methods are used to extract information
related to the depletion voltage.

5.5.1 Effective Depletion Voltages

The amount of charge collected by an under-depleted silicon strip increases as
the bias voltage is increased. When the sensor is fully depleted any further increase
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Figure 5.17: The C–V curves for VELO sensors before irradiation. Each line represents a
single sensor. Figure from Ref. [74].

in bias voltage will not increase the amount of charge collected, given a sufficient
signal collection time. The relationship between the charge collection efficiency
(CCE) and the applied bias voltage has been exploited to measure a property of
the sensor analogous to the depletion voltage, referred to as the effective depletion
voltage (EDV).

The CCE scan data (described in Section 5.3) is used to determine the EDVs. A
track is extrapolated to a coordinate on a test sensor, and the sum of the pedestal
subtracted ADCs of the five nearest strips is measured. For each sensor and bias
voltage, the ADC distribution is fitted using a gaussian convoluted with a Landau
function, to determine the most probable value (MPV) of the ADC distribution.
At large bias voltages the MPV of the ADC distribution reaches a plateau. The
EDV is defined as the voltage at which the MPV of a sensor is equal to 80% of the
plateau value, as shown in Figure 5.18. The threshold of 80% was chosen as it gives
closest agreement with production measured depletion voltages (PDVs) determined
with C–V measurements. The PDV and EDV of each sensor is shown in Figure 5.19,
with the difference between the values obtained in each method less than 10 V for
all sensors.

5.5.2 Effective Depletion Voltage with fluence

The particle fluence at each VELO sensor region is predicted using GEANT4 sim-
ulated events. The fluence is often presented in units of 1MeV equivalent neutron
fluence (or 1MeV neq). This is the fluence of 1MeV neutrons that would produce
the same radiation damage to a material as the particles responsible for the damage.
Each particle is assigned a radiation damage factor using the NIEL scaling hypoth-
esis [87], to obtain its equivalent damage in 1MeV neutrons. The fluence is found
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Figure 5.18: a) The fitted pedestal-subtracted ADC distribution (summed over the five
strips nearest to extrapolated coordinate) for an R-type sensor at three bias voltages. b)
The MPV of the fit to the ADC distribution as a function of bias voltage. The dashed
lines represent the ADC that is 80% of the plateau value, and the corresponding EDV.
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Figure 5.19: a) The EDVs measured before sensor irradiation are compared to the PDVs.
b) The distribution of (EDV − PDV), where |(EDV − PDV)| < 10 V for all sensors and
the RMS is less than 5.

to vary with the geometric location of the VELO sensors, as shown in Figure 5.20.
It decreases with radial distance from the beam with an approximate 1/r1.75 depen-
dence. The position along the beam-pipe (z-direction) is also found to significantly
affect the fluence incident on a sensor.

The leakage current in a silicon sensor increases linearly with particle fluence, as
was discussed previously in Section 5.1.3. This relationship has been used to predict
the change in the sensor currents as a function of luminosity, with the simulated
fluences and sensor temperature history used as inputs. Good agreement is found
between the predicted and measured sensor currents, as shown in Figure 5.21, thus
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(a) (b)

Figure 5.20: a) The fluence from 1 fb−1 of integrated luminosity as a function of radius for
two VELO sensors, as seen in simulated proton-proton collisions at a 7TeV centre-of-mass
energy. Top b) The fitted exponent, k, for each sensor, where the fluence as a function
of radius is fitted with the function Ark. The distribution of the fluence across the sensor
becomes flatter with distance from the interaction region. Bottom b) The fluence at
the innermost radius of each sensor against the z-coordinate of the sensor. Figures from
Ref. [88].
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Figure 5.21: The leakage current against sensor z-coordinate after 1.20 fb−1 of integrated
luminosity, normalised to 0 ◦C. The data is in agreement with predictions, represented
by the shaded region. The two VELO halves are referred to as the A and C sides of the
VELO. Figure from Ref. [88].

validating the use of simulation to predict the fluences incident on VELO sensors.

To study the VELO sensors as a function of fluence, each sensor is divided into
five radial regions, defined such that the fluence does not change by more than
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a factor of two across a region. Before irradiation, the EDVs are expected to be
approximately equal in each of the radial region within a sensor. This is consistent
with the measurements shown in Figure 5.22. The distribution of the difference
between the mean EDV of a sensor and the EDV measured in a particular radial
region is centered on zero for all regions. The magnitude of variations about zero
are less than 4V, indicating the precision of the method.
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Figure 5.22: The EDV in a sensor region subtracted from the mean EDV of the sensor,
shown for each sensor region.

Following 0.43 fb−1 of delivered luminosity, the EDV shifted significantly for
many of the sensor regions, as shown by Figure 5.23. The EDV is found to de-
crease with fluence across all radial regions, as predicted by the Hamburg model.
The decrease is largest in the inner radial regions of the sensors, consistent with ex-
pectations that these regions are exposed to higher fluences. The largest decreases
in EDV are observed in sensors that had high initial depletion voltages.

The change in EDV with irradiation is shown for a particular n+-on-n type
sensor in Figure 5.24(a). The EDV is seen to decrease with initial fluence across all
radial regions. The innermost region undergoes an increase in EDV between 0.80

and 1.22 fb−1 of delivered luminosity, indicating that this part of the sensor has type
inverted. The n+-on-p type sensors exhibit a decrease in EDV with initial fluence,
as shown in Figure 5.24(b). This initial EDV decrease is understood to be caused by
oxygen induced removal of boron interstitial acceptor sites, an effect that has been
previously observed by others [85,86].

The global EDV trend with particle fluence is shown in Figure 5.25. The min-
imum EDV observed for any sensor is ∼18V. That the minimum is significantly
greater than 0V demonstrates the limit at which the direct comparison between
the EDV and depletion voltage breaks down. The minimal EDV is dictated by the
smallest potential difference required to collect charge from the silicon strips, which
in turn depends on the charge collection window of the electronics. However, the
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Figure 5.23: The EDV before irradiation, subtracted from the EDV after 0.43 fb−1 of
integrated luminosity, ∆EDV = (EDV0.43 fb − EDV0 fb), for a) each sensor radius region
and b) as a function of the EDV before sensor irradiation. Negative values of ∆EDV
correspond to a decrease in EDV with fluence.
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Figure 5.24: a) The EDV against sensor radius for an n+-on-n type sensor for each of
the CCE scans. The dashed line shows the mean EDV across all radius regions prior to
sensor irradiation, where some 0 fb−1 data points are not present due to low statistics.
b) A similar plot for the n+-on-p φ-type sensor. The minimum EDV is ∼40 V, which is
significantly higher than the minimum at ∼20 V observed for the n+-on-n type sensors.

true depletion voltage is expected to decrease to a value closer to 0V. If no reverse
bias is applied then there will only be a small electric field associated to the intrinsic
voltage of the p−n junction, hence the charge collection efficiency is low and an
EDV of value less than around 20V cannot be obtained.

It is expected that the sensors type invert at a fluence near to the EDV mini-
mum. For all n+-on-n type sensors, this occurs at approximately the same fluence of
(10− 15)× 1012 1 MeV neq. Annealing effects were negligible during this period, as
the sensors were operated at low temperatures of approximately −8 ◦C (maintained
throughout the majority of shutdown periods). The behaviour after type inversion
is found to be independent of the initial EDV of the sensor, with an approximately
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Figure 5.25: The EDV against fluence for different radial regions of VELO sensors. Data
from all CCE scans is displayed. For many sensors the inner radius regions have type
inverted.

linear increase in EDV with further fluence.

The entries within the dashed box in Figure 5.25 correspond to data from the
n+-on-p type sensors. Initial decreases in EDV occurred up to a fluence of approxi-
mately 3 × 1012 1 MeV neq. After this, the EDV has increased with further fluence.
The rate of increase is similar to that of the type inverted n+-on-n type sensors. A
linear fit to the data gives a voltage increase with fluence of
(1.43±0.16)×10−12 V/1 MeV neq for n+-on-p type sensors, which is compatible with
the rate measured for n+-on-n type sensors of (1.35±0.25)×10−12 V/1 MeV neq. The
gradient of the n+-on-p type sensors is fitted to all points with fluence greater than
2 × 1012 1 MeV neq, after the initial decrease in EDV. The precise fluence at which
the n+-on-n type sensors invert is not obvious from Figure 5.25 and so the gradient
is fitted over two ranges, (25− 45)× 1012 1 MeV neq and (30− 45)× 1012 1 MeV neq,
with the mean of the two fitted values taken.

The EDVs of the n+-on-p type sensors begin to increase having received signifi-
cantly less fluence than the n+-on-n type sensors. If the comparable rate of increase
is maintained with further fluence then the n+-on-p type sensors will reach an EDV
of 500 V, the hardware limit of the VELO system, having received approximately
35× 1012 1 MeV neq less fluence than the n+-on-n type sensors. Using the measured
rate of EDV increase, the n+-on-n type sensors will reach the 500 V hardware limit
at a fluence of approximately 380× 1012 1 MeV neq.

The relationship between the MPV and the applied bias voltage is shown for
n+-on-n and n+-on-p type sensors in Figure 5.26. The rate of MPV increase with
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bias voltage for the n+-on-p type sensor is approximately linear both before and
after irradiation (see Figure 5.26(a)). In contrast, the n+-on-n type sensor collects
a relatively small amount of charge when under-depleted, with a steep increase
observed as the sensor approaches full depletion (see Figure 5.26(b)). After the
n+-on-n type sensors have type inverted, the increase in MPV with increasing bias
voltage becomes more linear (see Figure 5.26(c)).

Bias voltage [ V ]
0 20 40 60 80 100 120 140

M
P

V
 o

f A
D

C
 C

o
u

n
t 

D
is

tr
ib

u
ti

o
n

0

5

10

15

20

25

30

35

40

45

 ]:-1Delivered luminosity [ fb

0

0.04

0.43

0.80

1.22

-in-p: 11-16 mm+n

(a)

Bias voltage  [ V ]
0 20 40 60 80 100 120 140

M
P

V
 o

f A
D

C
 C

o
u

n
t 

D
is

tr
ib

u
ti

o
n

0

5

10

15

20

25

30

35

40

45

 ]:-1Delivered luminosity [ fb

0

0.04

0.43

0.80

1.22

-in-n: 11-16 mm+n

(b)

Bias voltage  [ V ]
0 20 40 60 80 100 120 140

M
P

V
 o

f A
D

C
 C

o
u

n
t 

D
is

tr
ib

u
ti

o
n

0

5

10

15

20

25

30

35

40

45

 ]:-1Delivered luminosity [ fb

0

0.04

0.43

0.80

1.22

-in-n: 8-11 mm+n

(c)

Figure 5.26: The MPV against bias voltage for a) an n+-on-p type sensor, b) an n+-on-n
type sensor with a large initial depletion voltage and c) an n+-on-n type sensor with a
small initial depletion voltage. After type-inversion the n+-on-n type sensor curve more
closely resembles the shape of the n+-on-p type sensor curve.

The observed variations in the rate of MPV increase can be understood by consid-
ering the way in which each sensor type approaches full depletion. For unirradiated
n+-on-n type sensors, the depletion region grows from the sensor back-plane (the
p+ region) towards the strip contacts. Therefore when under-depleted, the region
around the strips has poor conductivity and the collected charge is significantly
reduced. The amount of collected charge increases rapidly as this region becomes
depleted. For the n+-on-p and type inverted n+-on-n type sensors, the depletion
region grows from the strip side of the sensor, hence the steadier increase in collected
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charge as the depletion region expands.

The amount of charge collected, and therefore the MPV of the ADC distribution,
is expected to change with fluence due to radiation induced changes to the silicon.
When operated at the nominal bias voltage of 150 V, the mean MPV of all sensors
was seen to increase by approximately 3% following 0.04 fb−1 of delivered luminosity.
This may be due to operational changes made during early data collection. For
example, adjustments to the timing settings could lead to a shift in the peak of the
signal within the collection window, altering the total collected charge.

Following the initial increase in the mean MPV, a subsequent decrease was ob-
served with further fluence, as is expected due to the introduction of charge trapping
defects. This was evident in all of the sensors shown in Figure 5.26. The MPV of
all VELO sensors when operated at 150V is shown as a function of fluence in Fig-
ure 5.27. The initial increase in the mean MPV of approximately 3% is apparent.
Following this, the mean MPV has decreased with further fluence. For φ-type sen-
sors the MPV at nominal sensor operation has decreased by approximately 4% in the
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Figure 5.27: The MPV as a function of fluence, when operated at the nominal 150V. The
MPV for each radial region of each sensor is shown for a) R-type sensors, and b) φ-type
sensors. The mean MPV across all sensors before irradiation is shown by the dashed lines.
The same data is collected into bins of fluence for c) R-type sensors and d) φ-type sensors.

88



5.5. CHARGE COLLECTION EFFICIENCY

most irradiated regions, after receiving a fluence of 40× 1012 1 MeV neq. The R-type
sensors exhibit an even larger reduction in their MPVs. This is due to a charge loss
mechanism related to the second metal layer of the R-type sensors, which is described
in detail in Section 5.6.1. For R-type sensors the MPV is reduced by approximately
8% in the inner regions that have received a fluence of 40×1012 1 MeV neq. The outer
regions of the sensor are most significantly affected by the second metal layer effect.
In these regions the MPV decreased by approximately 12% following a fluence of
just 2× 1012 1 MeV neq.

Hamburg model comparison

The irradiation induced change in the depletion voltage is modeled as a function
of time, temperature and fluence by the Hamburg Model. It has three components: a
short term annealing component, a stable damage component and a reverse anneal-
ing component. By combining this model with LHCb luminosity measurements and
VELO sensor temperature readings, a prediction for the change in depletion voltage
as a function of fluence has been made. Figure 5.28 displays the measured EDV of
the VELO sensors and the Hamburg predictions for sensors of different initial deple-
tion voltages. Good agreement is observed for low fluences and for higher fluences
after type inversion, with significant deviations in between. After type inversion,
the Hamburg model shows little dependence on the initial EDV of the sensor, in
agreement with data.
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Figure 5.28: The EDV from data is compared to Hamburg model predicted depletion
voltages, against fluence on a) a log scale and b) a linear scale. Figures from Ref. [88]

5.5.3 Noise scans

The CCE scan data described in Section 5.5.1 requires proton beams, and so
are collected at the expense of physics data. A second method has been developed
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to monitor radiation damage [88], utilising the relationship between the intrinsic
electronic noise of the pre-amplifier and the capacitance of the sensor. Data scans
for this study can be collected regularly as proton collisions are not required.

In undepleted silicon, several sources of input capacitance are identified, the most
dominant of which is the inter-strip impedance. For n+-on-n sensors before type
inversion, the depletion region grows with increasing voltage from the p+ backplane
(the opposite side to the strips). When the sensor is fully depleted, the space-
charge reaches the strips and the inter-strip resistance increases by several orders
of magnitude, resulting in a decrease in sensor noise [89]. For n+-on-n type sensors
following type inversion, and for n+-on-p type sensors, the depletion region grows
from the strip side of the silicon. In this situation the strips are immediately isolated
at the application of a bias voltage and the relationship between noise and voltage
cannot be exploited to extract information related to the depletion voltage.

The intrinsic noise in VELO sensors is determined by subtracting the mean ADC
value (or pedestal) and a common mode noise term. Figure 5.29 shows the inverse of
the intrinsic noise as a function of voltage for an n+-on-n and n+-on-p type sensor.
For the n+-on-p both before and after irradiation, and n+-on-n after irradiation
(having type inverted) the distribution is flat, thus little information related to the
sensor depletion voltages can be extracted. For the n+-on-n type sensor prior to
type inversion, an increase in voltage results in a decrease in noise until a plateau is
reached when the sensor is fully depleted.

The noise scan data can be used to identify whether an n+-on-n type sensor has
type inverted. Only R-type sensors are investigated as the strip orientation allows
for the identification of strips that have been subject to a specific fluence. Following
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and n+-on-p type sensor, for two values of integrated luminosities. The C–V scan measured
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a delivered luminosity of approximately 0.80 fb−1, 40 of the sensors were identified as
having type inverted in the first radial region (8−11 mm), while in the second region
(11−16 mm) 21 sensors were identified. Similar information can be extracted from
the CCE data. A sensor region is defined as type inverted when the measured EDV
has reached a minimum and subsequently begun to increase. Following the same
luminosity, the CCE method identified 21 and 5 type inverted sensors in the first
and second radial regions, which is considerably fewer than is found with the noise
method. This discrepancy is understood by examination of Figure 5.28(b), in which
the minimum of the Hamburg model prediction and the point at which the EDVs
begin to increase are separated by a fluence of approximately 10 × 1012 1 MeV neq.
The noise scan method is not subject to the same fluence lag. Following a delivered
luminosity of 1.2 fb−1, the CCE method identifies 39 and 21 sensors as having type
inverted in the two radial regions. This is in good agreement with the noise method,
with the same 39 and 21 sensors identified by each method (and the noise method
identifying one additional sensor in the 8−11 mm region).

5.6 Cluster Finding Efficiency

All physics analyses at LHCb rely on efficient track reconstruction using clusters
from the VELO sensors. A cluster is defined as one or several adjacent strips with
charge above a particular threshold. The cluster finding efficiency (CFE) of the
VELO has been measured using large samples of regular physics data. The modified
track reconstruction used by the CCE analysis is also used to study the CFE, where
the track intercept with a test sensor is instead searched for the presence of a cluster.
As regular physics data is used, all of the sensors are operated at the nominal 150V
bias.

Before sensor irradiation the CFE of each VELO sensor was measured. The
results of these measurements are shown in Figure 5.30. Tracks are required to have
a χ2 per degree of freedom less than 1.25, to reduce the fraction of tracks for which
a cluster is not found due to inaccurate track interpolation. Each track is required
to have hits in the two modules upstream and two modules downstream of the test
sensor. With these tracking requirements the two modules at each end of each
VELO half cannot be studied and so these sensors are neglected. Evaluated using
100, 000 tracks per sensor, the mean CFE of the remaining VELO sensors is 99.45%.
If individual strips that have been identified as bad are neglected then the CFE
increases to 99.97%.

To identify strips with particularly poor performance, the distribution of strip-
numbers is studied for each sensor, for strips located at the track intercept when a
cluster is not found. An example of such a distribution is shown by Figure 5.31. A
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Figure 5.30: The cluster finding efficiency before sensor irradiation shown for a) sensors
with all strips included and b) sensors with bad strips excluded. The φ-type sensor in
module 21 has a particularly low CFE when all strips are included. This sensor has a
broken Beetle chip, hence the ∼ 1/16 reduction in CFE.

bad-strip finding algorithm is executed on these distributions to identify strips for
which a large proportion of tracks have not produced a cluster. A strip is bad if the
number of entries for a particular strip is four times the average of the nearest 30

strips. It is required that 500, 000 tracks are used for each sensor. The distribution
of track intercepts on the test sensor when a cluster is not found is shown in the
x−y plane in Figure 5.32. Bad strips are visible in both R-type and φ-type sensors.
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Figure 5.31: The distribution of strip numbers for which a cluster is not found (for a
particular sensor). Bad strips manifest as distinct spikes on the spectrum.

The number of bad strips were also measured by alternative methods prior to
VELO installation, with both visual and detector performance related techniques.
Approximately 0.55% of strips were identified as bad. This is in agreement with
measurements from the CFE method, in which 0.77% of strips were found to be
bad after VELO installation, but prior to significant irradiation. The CFE method
found 86% of the same bad strips as the pre-installation measurements. Following

92



5.6. CLUSTER FINDING EFFICIENCY

x-coordinate  [ mm ]
-40 -30 -20 -10 0 10 20 30 40

y-
co

or
di

na
te

  [
 m

m
 ]

-40

-20

0

20

40

0

10

20

30

40

No Cluster Position,  S:36-37

Sensor 36 - 37

LHCb VELO

(a)

x-coordinate  [ mm ]
-40 -30 -20 -10 0 10 20 30 40

y-
co

or
di

na
te

  [
 m

m
 ]

-40

-20

0

20

40

0

5

10

15

20

No Cluster Position, S:100-101

Sensor 100 - 101

LHCb VELO

(b)

Figure 5.32: The location in the x−y plane of the track intercept when a cluster is not
found for a) an R-type sensor and b) a φ-type sensor. The inefficient HV boundary region
at a radius of approximately 17mm is visible in the φ-type sensor.

a further 1.2 fb−1 of delivered luminosity, 1.12% of strips were identified as bad.

5.6.1 Second metal layer

The CCE scan samples have also been used to measure the CFE as a function of
sensor bias voltage and fluence. After irradiation the CFE in many sensors decreased
significantly, as shown in Figure 5.33. The inefficiency was unexpected and found to
be particularly prevalent at large sensor radii and high bias voltages. The rate of
CFE decrease is not proportional to the delivered luminosity, but instead exhibits a
rapid drop between the 0.04 and 0.43 fb−1 data scans.
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Figure 5.33: The CFE for an R-type n+-on-n sensor as a function of sensor radius for a)
different amounts of delivered luminosity and b) several different bias voltages.
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To determine the source of the CFE decrease, a large sample of regular LHCb
physics data has been used to measure the CFE for small spatial regions on a sensor
at the nominal 150V bias. The result of this is shown in Figure 5.34, displayed below
a diagram illustrating the layout of the second-metal-layer readout lines. There is a
clear correspondence between the two figures, with high CFE measured in regions
that are devoid of routing lines.

(a)

(b)

Figure 5.34: a) The layout of the second-metal-layer routing lines on an R-type sensor.
The darker regions represent the presence of routing lines, and the lighter regions their
absence. b) The CFE shown in small spatial regions of an R-type sensor. Areas with near
to 100 % CFE match the regions where there are no routing lines present.

Using precise track extrapolation, the CFE loss has been investigated as a func-
tion of the distance between a track intercept with a sensor, and the nearest strip
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5.6. CLUSTER FINDING EFFICIENCY

and routing line. This is shown in Figure 5.35. The CFE is improved for track
intercepts that are near to the strip implants. Conversely, the CFE is reduced when
a track intercept is far from a strip and near to a routing line. Similar effects have
been observed in other experiments [90, 91].
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Figure 5.35: The CFE as a function of the distance between the particle intercept and
the nearest routing line, for several bins of the distance between the particle intercept
and closest strip edge. Large CFE decreases are observed for small routing line distances
and large strip distances. This is consistent with the hypothesis that the strips shield the
routing lines from charge.

The source of the CFE loss is hypothesised in terms of charge induction on
the second metal layer. Prior to irradiation, ionised electrons will drift along the
field lines, most of which terminate at the n+ implants. Hence the majority of the
signal will be induced on the implants, which are strongly capacitively coupled to
the readout strips. The drifting charge is expected to be collected well within the
∼20 ns readout period of the electronics, and no signal is expected on neighbouring
electrodes (with the exception of capacitive coupling and cross-talk effects, which
are measured to be low).

Irradiation may cause modifications to the field line structure, such that not all
field lines terminate on the implants. In addition, there may be charge trapping
effects which delay the drift of charge, resulting in charge sampling before the elec-
trons have reached the implants. In both of these situations there will be a net
induced charge on nearby electrodes, such as the routing lines. In Figure 5.33(b),
the CFE was seen to worsen with increasing bias voltage. This appears to disfavour
the contribution due to trapping, as an increase in bias voltage should result in faster
collection times. However, the bias voltage may also effect the field line structure.
In reality, it is likely that the charge loss to the second metal layer is due to several
competing mechanisms.

The CFE loss also exhibits a significant radial dependence, as was shown by
Figure 5.33. This can be understood by considering two competing mechanisms.
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The implant strip width and the fractional area covered by the strips increases with
radius, resulting in reduced charge loss, due to greater strip shielding. However, the
fractional area covered by the second metal layer also increases with radius, due to
the greater density of lines, increasing the amount of pickup. The latter effect is
dominant, hence the overall charge loss is greater at large sensor radii.

In addition to lowering the clustering efficiency, charge induced on a routing line
may introduce a noise cluster. The cluster ADC distribution from R-type sensors
has a low ADC peak associated to noise clusters that has grown with fluence, as
shown in Figure 5.36(a). The noise clusters are predominantly single strip clusters
located at small radius regions of R-type sensors. The fraction of induced noise
clusters increases when tracks traverse a sensor near to a routing line and far from
a strip, as shown in Figure 5.36(b).
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Figure 5.36: For R-type sensors: a) The ADC spectrum of all clusters seen for three
different integrated luminosities. The limit at 10 ADC counts is imposed by the clustering
thresholds. b) The fraction of reconstructed clusters that are induced on routing lines as
a function of the distance to the nearest routing line and strip. This is determined from
the number of track intercepts for which the inner strip associated to the nearest routing
line has a 1 strip cluster with less than 35 ADC counts.

The CFE decrease is not observed in φ-type sensors as the routing lines from
inner strips were intentionally placed directly above the outer strips to minimise
pick-up. This is made possible by the φ-type sensors strip orientation. The CFE
loss could be partially recovered by lowering the cluster reconstruction thresholds.
However, this comes at the expense of a worse signal to background ratio, which
leads to higher rates of fake tracks reconstructed from noise induced clusters.

The R-type n+-on-p and n+-on-n sensors have a similar CFE dependence on
the strip and routing line distance, as shown in Figure 5.37(a). Figure 5.37(b) shows
the MPV of the collected charge distribution as a function of bias voltage for an
n+-on-n and an n+-on-p type sensor. At the nominal bias voltage of 150 V, the
MPV of the n+-on-n and n+-on-p are approximately equal, both before and after
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Figure 5.37: a) The CFE as a function of the distance between the particle intercept and
the nearest routing line and strip edge, compared for an n+-on-n and n+-on-p sensor. b)
The MPV as a function of bias voltage for an n+-on-n and n+-on-p sensor.

irradiation. For the irradiated n+-on-n type sensor, the MPV reaches a maximum
at around 60 V after which it is observed to decrease with increasing bias voltage.
This decrease in MPV leads to a reduced CFE, and is attributed to the second metal
layer effect. Therefore less charge is lost to the second metal layer when operating
the n+-on-n sensor at a lower than nominal voltage.

The n+-on-p type sensor does not exhibit a charge collection loss (and resulting
CFE decrease) dependence on voltage. This may be due to the depletion region in
the n+-on-p type sensor growing from the strip side of the silicon instead of from
the sensor backplane. This is supported by the observation that after type inversion
the voltage dependence in n+-on-n type sensors is reduced, as shown in Figure 5.38.
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Figure 5.38: The MPV as a function of bias voltage for an R-type sensor at three values
of delivered luminosity. The sensor is identified as having type inverted in the 1.22 fb−1

scan, for which the MPV dependence on voltage is no longer present.
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To evaluate the voltage dependence of all VELO sensors, the difference in the
measured CFE in sensors at 150V and 80V, ∆CFEv, has been investigated. An
additional CCE scan collected following 1.91 fb−1 of delivered luminosity is used. Fol-
lowing this luminosity, all of the sensor regions with radius 8−11mm and 11−16mm
are type inverted. The results are given in Table 5.2. In the low radius type-inverted
regions there is no longer a negative CFE voltage dependence. Instead the voltage
dependence is reversed, with larger CFEs measured at higher voltages, as would be
expected if the charge loss is dominated by charge trapping effects.

Table 5.2: The change in CFE, ∆CFEv = CFE150V − CFE80V, averaged over all R-
type sensors. Following only 0.04 fb−1 of integrated luminosity there is no significant
CFE dependence on voltage. After 0.43 fb−1 there is a large negative voltage dependence,
particularly in the outer radius regions. After 1.91 fb−1 the mean values of ∆CFEv in
the 8−11 mm and 11−16 mm regions (where all sensors have type inverted) have become
positive.

Delivered ∆CFEv = CFE150V − CFE80V [% ]
luminosity 8−11 mm 11−16 mm 16−23 mm 23−34 mm 34−42 mm

0.04 fb−1 −0.05± 0.06 0.04± 0.02 −0.01± 0.01 −0.06± 0.04 0.03± 0.03
0.43 fb−1 −0.09± 0.09 −0.19± 0.02 −0.30± 0.01 −0.76± 0.03 −1.84± 0.19
1.22 fb−1 −0.03± 0.28 −0.06± 0.02 −0.21± 0.02 −0.57± 0.04 −1.15± 0.40
1.91 fb−1 0.12± 0.11 0.15± 0.06 −0.15± 0.05 −0.85± 0.11 −1.49± 0.34

5.7 Summary

The charge collection efficiency scan samples have been used to study a variety
of sensor properties related to sensor performance and radiation damage. It has
been shown that modest improvements to the tracking resolution could be achieved
by reducing the clustering thresholds. In addition, the tracking resolution could
be improved by over 15% in particular sensor regions by decreasing the sensor bias
voltages to values closer to the sensor depletion voltages.

The effects of radiation damage have been observed in all of the LHCb VELO
sensors. The first observation of n+-on-n sensor type inversion at the LHC is re-
ported. Analysis of the charge collection efficiencies has proven an effective method
for tracking the evolution of the sensor depletion voltages. Measurements of the
effective depletion voltages have been shown to agree well with the Hamburg model
predictions, with divergences observed near to sensor type inversion. Findings with
the noise scan method were found to agree well with the charge collection efficiency
studies.

A significant decrease in the cluster finding efficiency in R-type sensors due to the
second metal layer has been observed. In the worst affected regions of sensors, the
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cluster finding efficiency is reduced by over 5%. Despite this relatively large localised
inefficiency, studies of the VELO tracking efficiencies show no degradation associated
to this effect, within the errors of ±0.3%. For the n+-on-n type sensors before type
inversion the magnitude of the charge loss is greatest at large bias voltages. For type
inverted n+-on-n type sensors, and n+-on-p type sensors, a voltage dependence is
not observed.

The two n+-on-p sensors have been studied in detail, with results providing
valuable information for the detector upgrade. The maximum bias voltage that the
VELO hardware can deliver is 500 V. If the effective depletion voltages continue
increasing at the currently observed rates with further irradiation, the n+-on-p
type sensors will reach the 500 V hardware limit having received approximately
35 × 1012 1 MeV neq less fluence than an equivalent n+-on-n type sensor. This cor-
responds to approximately 1 fb−1 of integrated luminosity in the highest particle
fluence region of the VELO. It is expected that the VELO could be exposed to ap-
proximately 5 fb−1 of additional integrated luminosity before the depletion voltages
in the highest irradiated sensor regions exceed 500 V.
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CHAPTER

SIX

FLAVOUR-SPECIFIC ASYMMETRIES USING
SEMILEPTONIC B DECAYS: METHOD AND

EFFICIENCY CORRECTIONS

The flavour-specific asymmetry, afs, is a measure of the CP -violating phase due
to mixing in the neutral B meson system. It has two components, corresponding to
B0 and B0

s mixing, referred to as adfs and asfs respectively. In terms of the observable
particle decay widths, afs is defined as the asymmetry of B-mesons that oscillate
prior to decay,

aqfs =
Γ(B

0

q → B0
q → f)− Γ(B0

q → B
0

q → f)

Γ(B
0

q → B0
q → f) + Γ(B0

q → B
0

q → f)
, (6.1)

with q = d, s. In the Standard Model (SM) these parameters are highly suppressed
by the GIM mechanism factor of O(m2

c/m
2
b) and due to the ratio

|Γs,d12 /M
s,d
12 | ∼ O(m2

b/m
2
W ) [92]. Their SM predicted values are adfs = (−4.1 ± 0.6) ×

10−4 and asfs = (1.9±0.3)×10−5 [14], where asfs is an order of magnitude smaller than
adfs due to an additional two powers of the suppressive Wolfenstein parameter. Any
measured enhancement over these small predicted values would be an indication of
new physics.

This chapter describes a time-integrated measurement of asfs using the exclusive
semileptonic B0

s → D−s µ
+νµ decay. Unless stated otherwise charge conjugation is

assumed throughout. In addition, factors of c and c2 are often omitted for conve-
nience. The theory of a time-integrated approach is first reviewed in Section 6.1.
The experimental status of afs is then discussed in Section 6.2. The various compo-
nents of the measurement are described in Section 6.3. Finally, the determination of
muon selection efficiencies (a crucial part of this analysis) is presented in Sections 6.4
and 6.5.
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6.1 An untagged time-integrated approach

The goal of this section is to show how the quantities that are measurable with
the LHCb detector can be related to asfs. The formalism is based on that of Ref. [13].
Although the following description refers to mixing in the B0

s system, the equivalent
relations for B0 mixing are obtained by the replacement s→ d.

The physical B-system eigenstates can be expressed as a linear combination of
the two flavour eigenstates. The light and heavy states are defined as,

|Bs
L(t)〉 = p|B0

s (t)〉+ q|B0

s(t)〉 and |Bs
H(t)〉 = p|B0

s (t)〉 − q|B
0

s(t)〉, (6.2)

with the normalisation condition |p|2 + |q|2 = 1. The flavour-specific asymmetry is
related to the mixing constants q and p by the relation asfs = 1 − |q/p|2. The term
“flavour-specific” refers to channels in which the decay of a B0

s meson to the final
state f is allowed at tree level, whereas the direct decay of the conjugate initial state
to the same final state B0

s → f is forbidden. The semileptonic decay B0
s → D−s µ

+νµ

is one such channel. The relatively large branching fraction and the presence of a
muon (which is a powerful triggering discriminant) make this a suitable channel for
the measurement of asfs. The decay width of the generic B0

s → f decay is given by,

Γ(B0
s (t)→ f) = N|〈f |S|B0

s (t)〉|2, (6.3)

where N is a time-independent normalisation factor and S is the scattering matrix.
Common shorthand for the decay amplitudes in such processes are,

Af = A(B0
q → f) = 〈f |S|B0

q 〉 and Af = A(B
0

q → f) = 〈f |S|B0

q〉. (6.4)

The corresponding amplitudes Af and Af are obtained by the exchange f → f . A
useful parameter in the study of CP -violation due to mixing is,

λf =
q

p

Af
Af

. (6.5)

This parameter describes the interference of the B0
q → f and B

0

q → f decays, by
relating the relative phase of q/p (due to mixing) and Af/Af (due to the specific
nature of the decay). Equations 6.3−6.5 can be used1 to express the decay widths to
the final state f in terms of λf , the decay amplitude Af , and the mixing parameters

1The intermediate steps are described in Ref. [13].
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∆m and ∆Γ,

Γ(B0
s → f) = N|Af |2e−Γt

[
1 + |λf |2

2
cosh

(
∆Γt

2

)
+

1− |λf |2
2

cos (∆mt)

− Reλf sinh

(
∆Γt

2

)
− Imλf sin (∆mt)

]
, (6.6)

Γ(B
0

s → f) = N|Af |2
1

1− asfs
e−Γt

[
1 + |λf |2

2
cosh

(
∆Γt

2

)
− 1− |λf |2

2
cos (∆mt)

− Reλf sinh

(
∆Γt

2

)
+ Imλf sin (∆mt)

]
. (6.7)

The corresponding decay widths to the conjugate state f are,

Γ(B0
s → f) = N|Af |2(1− asfs)e−Γt

[
1 + |λf |−2

2
cosh

(
∆Γt

2

)
−

1− |λf |−2

2
cos (∆mt)

− Reλf sinh

(
∆Γt

2

)
+ Imλf sin (∆mt)

]
, (6.8)

Γ(B
0

s → f) = N|Af |2e−Γt

[
1 + |λf |−2

2
cosh

(
∆Γt

2

)
+

1− |λf |−2

2
cos (∆mt)

− Reλf sinh

(
∆Γt

2

)
− Imλf sin (∆mt)

]
. (6.9)

As may be expected, asfs appears in the formulae for decays in which the initial B
meson has oscillated prior to decay. Such processes are referred to as wrong-sign
(WS) decays, where Γ(B0

s → f) = ΓWS and Γ(B
0

s → f) = Γ
WS. The right-sign

(RS) tree-level allowed decays are Γ(B0
s → f) = ΓRS and Γ(B

0

s → f) = Γ
RS.

For flavour-specific channels, the WS decay amplitudes do not contribute, giving
Af = Af = λf = 1/λf = 0. In addition, channels with no (or insignificant) direct
CP -violation can be chosen such that |Af | = |Af |. Semileptonic neutral B-meson
decays satisfy both these criteria, leading to the simplified decay widths,

ΓRS = N|Af |2e−Γt(F+/2), (6.10)

Γ̄WS = N|Af |2(1− asfs)−1e−Γt(F−/2), (6.11)

ΓWS = N|Af |2(1− asfs)e−Γt(F−/2), (6.12)

Γ̄RS = N|Af |2e−Γt(F+/2), (6.13)

where F± = (cosh (∆Γt/2) ± cos (∆mt)). To first order, the tagged asymmetry,
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Atag, is defined by the wrong-sign decay widths,

Atag =
Γ̄WS − ΓWS

Γ̄WS + ΓWS
=

1− (1− asfs)2

1 + (1− asfs)2
= asfs +O(asfs

2), (6.14)

which is valid for small asymmetries. This requires the flavour of the initially pro-
duced B meson to be identified in a process known as “tagging”. The sensitivity of a
tagged analysis is related to the effective tagging efficiency, which represents the ef-
fective statistical reduction in the data sample due to tagging inefficiencies. This has
been measured at LHCb to be ∼2% [93]. To maximise the statistical power of a data
sample, an untagged approach can be pursued instead. The untagged decay width to
a particular final state, f , is obtained by the linear combination Γ[f, t] = ΓRS+Γ̄WS.
The untagged width of the conjugate final state is Γ[f, t] = Γ̄RS + ΓWS. The rela-
tionship between asfs and the untagged asymmetry, Auntag, is obtained by inserting
Equations 6.10−6.13 into the untagged decay widths to give,

Auntag =
Γ[f, t]− Γ[f, t]

Γ[f, t] + Γ[f, t]
=
asfs
2
− asfs

2

cos(∆mt)

cosh(∆Γt/2)
+O(asfs

2), (6.15)

which is again only valid for small asfs. Therefore with the input of B mixing param-
eters such as ∆m and ∆Γ, the value of asfs can be determined without any knowledge
of the initial B meson state. This formula does not consider potential bias due to
production, background or detector induced asymmetries. The following section ad-
dresses the first of these biases. Detector and background related bias are discussed
in the latter parts of this chapter.

6.1.1 Production asymmetry

The initial imbalance in the number of valence quarks and antiquarks in proton-
proton collisions (such as those at the LHC) can result in particle-antiparticle pro-
duction asymmetries. To account for this, the normalising factors in Equations 6.11
and 6.13 are redefined, such that N → N . The production asymmetry, ap, is defined
as,

ap =
N −N
N +N . (6.16)

Incorporating a potential production asymmetry, the first-order untagged asymme-
try can be rederived, giving,

Auntag =
asfs
2

+

[
ap −

asfs
2

]
cos(∆mt)

cosh(∆Γt/2)
. (6.17)
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The time dependence of this equation can be removed by integrating over all B
lifetimes. When doing this, another effect must be considered. To obtain high
purity B-meson samples, experiments will typically trigger on candidates that are
well separated from the primary interaction vertices, thus rejecting the majority of
short-lived candidates. The acceptance function, ε(t), describes this effect. It has
been determined for the selection of B0

s candidates at LHCb using Monte Carlo
simulated events [94], as shown in Figure 6.1. It is described by the relation,

ε(t) =
[1 + β(t− t0)][a(t− t0)]n

1 + [a(t− t0)]n
, (6.18)

where a = 1.382, n = 1.771, t0 = 0.07742 and β = −0.0494. Incorporating the ac-
ceptance function and integrating over all B0

s lifetimes, the time-integrated untagged
asymmetry, ATIuntag, is defined (to first order in afs) as,

ATIuntag =
Γ[f ]− Γ[f ]

Γ[f ] + Γ[f ]
=
afs

2
+
[
ap −

afs

2

] ∫∞
t=0

e−Γt cos(∆mt)ε(t)dt∫∞
t=0

e−Γt cosh(∆Γt
2

)ε(t)dt
. (6.19)

The ratio of integrals has been evaluated for B0
s → D−s µ

+νµ decays, with a value
of 0.2% obtained1. The production asymmetry is expected to be less than a few
percent [95, 96], which reduces the size of the ap term to approximately O(10−4).
This is negligible compared to the target precision of this analysis, which is of order
O(10−3). Neglecting these small terms, the untagged time-integrated asymmetry is

Figure 6.1: The B0
s acceptance function, as determined using simulated Monte Carlo

events, with the LHCb detector geometry and analysis selection criteria taken into ac-
count. Figure from Ref. [94].

1A similar calculation for B0−B0
mixing returns a significantly larger value of approximately

33%. As such, an untagged and time-integrated approach cannot be pursued for the B0 system at
LHCb.
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simply,

ATIuntag =
Γ[f ]− Γ[f ]

Γ[f ] + Γ[f ]
=
afs

2
=
N [D−s µ

+]−N [D+
s µ
−]

N [D−s µ
+] +N [D+

s µ
−]
, (6.20)

where N [D−s µ
+] and N [D+

s µ
−] are the time-integrated B0

s and B0

s yields. In reality,
the measurement of afs is complicated by sources of bias such as detector-induced
charge asymmetries, which are discussed shortly.

6.2 Experimental status

Over the past few decades, increasingly precise measurements of afs have been
made by a variety of experiments. The majority of measurements to date have
been untagged and time-integrated. A B-meson produced at a particle collider
predominantly comes from the hadronisation of a b or b quark from a bb̄ pair. If two
muons of the same charge are detected, each of which is produced by semileptonic
B-decays, one of the two B-mesons from the bb̄-pair must have oscillated prior to
decay. Asymmetries in such like-sign dilepton events can be used to determine afs,
using vast statistics in inclusive analyses. This is the approach that has been used
by the majority of previous measurements. Due to the use of semileptonic channels,
afs is often referred to as asl.

Table 6.1: Measurements of CP violation in B0 and B0
s mixing. When two errors are

quoted, the first is statistical and the second is systematic.

Experiment [Ref] Method adsl [% ] assl [% ]

Belle [97] dileptons (−0.11± 0.79± 0.0085) −
BaBar [98] B0 → D∗−l+νl (0.06± 0.17 +0.36

−0.32) −
DØ [99] B0 → D(∗)−µ+X (0.68± 0.45± 0.14) −
DØ [100] B0

s → D−s µ
+X − (−1.12± 0.74± 0.17)

DØ [17] dimuons (−0.12± 0.52) (−1.81± 1.06)

World average [101] HFAG combination (−0.03± 0.21) (−1.09± 0.40)

To produce large samples of B0B
0 and B+B− pairs, experiments such as BaBar,

Belle and CLEO collided particles at the centre-of-mass energy of the Υ(4S) res-
onance. This is below the threshold required to produce B0

sB
0

s pairs and so it is
only possible to measure the adfs component of afs at these experiments. The Heavy
Flavor Averaging Group (HFAG) [101] have combined the results from the Υ(4S)

experiments and found adfs = (0.02± 0.31)%, which is dominated by the recent mea-
surement by the BaBar collaboration [98]. All measurements of adsl to date have been
consistent with the small SM predicted value. A selection of afs measurements are
summarised in Table 6.1. The dimuon measurement shown from the DØ experiment
uses data containing both B0 and B0

s mesons, hence information related to both adfs
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and asfs can be extracted. The total asymmetry, Absl = (−0.787 ± 0.172 ± 0.093)%,
is discrepant with SM predictions, and is discussed in greater detail in the following
section.

6.2.1 Evidence for an anomalous like-sign dimuon asymmetry

from the DØ experiment

The DØ experiment has found the only evidence for a non-zero value of afs [16,17].
The dilepton asymmetry,

Absl = (−0.787± 0.172± 0.093)× 10−2, (6.21)

was determined using pp collision data corresponding to 9 fb−1 of integrated lumi-
nosity. This is approximately four standard deviations from the SM prediction. Due
to inclusive event selection, the measured asymmetry has contributions from both
adfs and asfs. The result is projected as a band in the adfs−asfs plane in Figure 6.2.
The relative contribution to the asymmetry from B0 and B0

s oscillations has been
investigated by dividing the dataset into samples of different muon track impact
parameter (IP)1. The mean lifetime of B0 mesons is significantly shorter than their
oscillation period. Particles with large IP are typically long-lived, and are therefore

Figure 6.2: The DØ collaboration result projected into the adsl−assl plane. Measurements
from two subsets of data with muon IP greater than and less than 120µm are also shown.
Figure from Ref. [17].

1The impact parameter is the distance of closest approach between a track and the primary
interaction region.
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more likely to have oscillated prior to decay. The relative fraction of candidates
that have oscillated which are B0 mesons is enhanced by selecting subsets of data
that contain muons with large IP. Using this approach, the components of afs were
measured to be adfs = (−0.12±0.52)% and asfs = (−1.81±1.06)%, with a correlation
coefficient between the two quantities of −0.799. This suggests that a significant
proportion of the measured asymmetry is due to B0

s oscillations.

6.3 Analysis method

The anomalous like-sign dimuon asymmetry measured at the DØ Experiment
is an exciting hint of a region in which new physics could be discovered. It is now
the responsibility of experiments such as LHCb to determine afs with greater preci-
sion. The LHCb detector operates in a challenging environment for measuring small
CP asymmetries. Asymmetric initial conditions may result in significant produc-
tion asymmetries, though for the time-integrated measurement of asfs at LHCb, the
influence of the production asymmetry is small, as was discussed Section 6.1.1. In
addition, the content of the high-multiplicity, hadronic events must be well under-
stood to account for possible background-induced asymmetries.

The LHCb detector was described in Chapter 3. To reduce detector-induced bias,
the polarity of the 4Tesla LHCb dipole magnet has been regularly reversed during
2010 and 2011 running. The precision vertexing and excellent particle idenification
of the LHCb detector allows for efficient reconstruction of exclusive B-meson decay
channels. Excellent mass resolution of approximately 7MeV is used to identify the
flavour of B0 and B0

s candidates, leaving little ambiguity over which afs component
is measured.

The like-sign dimuon result from the DØ Experiment suggests a large negative
value of asfs. It is therefore this component of afs that has been first investigated
at LHCb. Additionally, the simple treatment of the B0

s production asymmetry
makes this an easier measurement than adfs. The exclusive B0

s → D−s µ
+νµ decay is

investigated, with the subsequent decay D−s → φ(→ K+K−)π−. The leading quark
flow diagram for this decay channel and an example signal candidate from real
data are shown in Figure 6.3. Requiring that the kaons are produced by a φ meson
significantly reduces the combinatoric background under the D−s peak, and ensures
that the kaons have similar momentum spectra, as shown by Figure 6.4. Kaons that
have the same sign electric charge as the D±s candidates are found to have slightly
harder momentum spectra, irrespective of the magnetic field polarity. The kaon
candidate with the same sign and different sign of electric charge to the D±s meson
are referred to as same sign (SS) and different sign (DS) kaons.

The kinematic differences between the SS and DS kaons are enhanced for data
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Figure 6.3: a) A quark flow diagram for the channel used in this analysis. b) The recon-
struction of a semileptonic B0

s decay from real data at LHCb. Figure from Ref. [102].

that are triggered on the φ → K+K− candidate by the inclusive-φ HLT2 trigger
line, as shown in Figure 6.5. However, the kinematics of the SS kaons from B0

s and
B

0

s are very similar, even when biased by this additional trigger selection, as shown
by Figure 6.6. Due to their similar kinematics, kaon detection-induced asymmetries
largely cancel when both a SS and DS kaon are required. Residual bias due to the
small differences inK+K− kinematic spectra has been further investigated at LHCb,
and found to be of order 10−4 or below. Kaon selection-induced bias is therefore
considered negligible for this analysis.

6.3.1 Data selection

Having been selected by the LHCb trigger, data are further selected offline in a
process referred to as stripping, in which more manageable data samples are con-
structed by analysis-specific stripping algorithms known as stripping lines. The lines
used in this analysis are listed in Table 6.2. All data used were collected during the
2011 run, corresponding to approximately 1 fb−1 of integrated luminosity. The selec-
tion and reconstruction software versions Stripping17, Reco10 and DaVinci v29r3

were used. Signal data are triggered on the muon candidate, as large samples of
muon calibration data are available, with which selection-induced bias can be mea-
sured. Data collected with each magnet polarity are analysed independently.

The offline (post-trigger) selection criteria are summarised in Table 6.3. Many of
the symbols used are described in the following text. The listed criteria were chosen
to obtain high-purity semileptonic B-meson samples, and are based on those used
for previous semileptonic studies at LHCb [103]. The detectable particles are the
daughter muons (µ+) and hadrons (K+, K−, π−), produced in B0

s and D−s decays,
respectively. To reduce fake-track induced backgrounds, the daughter muons and
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Figure 6.4: The kaon momenta distribution for a) magnet upD−s µ+ type events, c) magnet
down D−s µ+ type events and e) magnet down D+

s µ
− type events. The corresponding plots

for the kaon transverse momenta distributions are shown by b), d) and f).
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Figure 6.5: The kaon transverse momentum distributions for a) D−s µ+ and b) D+
s µ
−

type events that are selected by the HLT2 inclusive-φ trigger with magnetic field polarity
down. The discontinuity at approximately 1.8GeV is due to the requirement for one of
the φ daughters to also have been selected by the HLT1 single track trigger (which in turn
requires that the track has pT > 1.8GeV).
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Figure 6.6: The SS kaon transverse momenta distributions for a) magnet down and b)
magnet up polarity data selected by the HLT2 inclusive-φ trigger. The equivalent DS kaons
spectra exibit similar agreement.

Table 6.2: The data samples used in this analysis. The first sample contains the signal B0
s

events. The other three samples are calibration data.

Stripping Recorded luminosity [ fb−1 ]

Stream Line Magnet up Magnet down

Semileptonic Strippingb2DsMuXPhiPi 0.45 0.60
PID MuIDCalib_JpsiFromBNoPIDNoMip 0.45 0.60
Bhadron All lines 0.45 0.60
CharmCompleteEvent StrippingD0ForBXX 0.45 0.60
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Table 6.3: The offline selection criteria for the semileptonic candidates used in this analysis.
The symbols used are described in the surrounding text.

Particle candidate Selection

Muon 6 < p(GeV) < 100 ; 1.2 < pT(GeV) < 10
χ2(IP) > 4 ; IsMuon = 1
nShared = 0 ; PID(µ) > 0
χ2/DoF(track) < 3 ; 2 < η < 5

Hadrons p > 2GeV ; pT > 0.3GeV
(K+, K−, π−) sum of pT > 2.1GeV ; χ2(IP) > 9

χ2/DoF(track) < 4 ; Kaon PID(K) > 4

φ-meson χ2/DoF(Vertex fit) < 25
|m(K+K−)−m(φ)PDG| ≤ 20MeV

D−s -meson p(φπ) > 0.8GeV ; φπ sum of χ2(IP) > 4
DIRA > 0.99 ; IP < 7.4mm
χ2/DoF(Vertex fit) < 6 ; χ2(FD) > 100
|m(D−s )−m(D−s )PDG| ≤ 200MeV

B0
s (D−s µ+) 3.1 GeV < m(D−s µ

+) < 5.1 GeV ; DIRA > 0.999
χ2/DoF(Vertex fit) < 6 ; 2 < η < 5
z(D−s )− z(B0

s ) > 0

Global Event Cuts number of long tracks < 250

hadrons are required to have track fit χ2 per degree of freedom (χ2/DoF) less than 3

and 4 respectively. Due to the large mass of the parent B meson, tracks are required
to have minimum values of momentum (p) and transverse momentum (pT).

The impact parameter (IP) is the distance of closest approach between a particle
track and a vertex. Typical flight distances of the B0

s and D−s prior to decay are
∼1 cm. Therefore hadrons and muons will usually originate from vertices that are
displaced (or “detached”) from the primary vertex. Tracks are required to have
large IP χ2, so as to select tracks that are inconsistent with having been produced
at the primary vertex. The two kaon tracks must have good likelihoods for being
kaons, as determined using the particle identification (PID) of the RICH system
(i.e. PID(K) > 4, where PID(K) represents the difference in log-likelihood between
a kaon and pion hypothesis). The kaons must also be consistent with having come
from a common vertex with an invariant mass within ±20MeV of the known φ mass.

Particle identification and track quality criteria are applied to the muon can-
didate to suppress background events. Charge bias induced by this selection is
measured with calibration data, as described in Section 6.4. To reduce fake muon
selection, candidate tracks that share muon station hits with other muon candidates
are rejected (i.e. nShared = 0).

Particle tracks are used to reconstruct the decay vertices of the short-lived B0
s ,

D−s and φ mesons. Vertex fits with large vertex χ2/DoF are excluded to reduce
combinatoric background. The D−s is required to have an IP less than 7.4mm and a
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flight distance χ2 greater than 100, where the flight distance (FD) is defined as the
distance between the PV and the D decay vertex (the χ2 hypothesis is based on a
FD of zero). This discriminates against D−s mesons produced at the primary vertex.
The cosine of the angle between the D−s momentum direction and the vector from
the primary vertex to the D−s decay vertex (DIRA) must be greater than 0.99. In
addition the D−s and µ+ must be consistent with having come from a common vertex
that is displaced from the primary vertex, with DIRA > 0.999 and have invariant
mass near to the known B0

s mass. Finally, the D−s decay vertex is required to have
been produced further downstream than the decay vertex of the B0

s .

Although data-driven techniques have been employed wherever possible, sev-
eral Monte Carlo (MC) samples have been generated specifically for these studies.
They are listed in Table 6.4. The primary purpose of the simulations is to deter-
mine the selection efficiencies of potentially asymmetric backgrounds, as described
in Section 7.3.6.

Table 6.4: The MC samples generated for this analysis. Generator-level selection criteria
are defined by the LHCb-specific “Event type” code.

Event type Channel Generated events [×106 ]

13774002 B0
s → D−s µ

+νµX 20
11876001 B0→ D−s DX 5
12875601 B+→ D−s DX 5
13873201 B0

s → D−s D
+
s 5

15894301 Λb → D−s Λ+
c X 10

6.3.2 The master formula

Incorporating the effects of detector and background induced bias, the untagged
time-integrated asymmetry (given previously by Equation 6.20) becomes,

ATIuntag =
asfs
2

=
N [D−s µ

+]−N [D+
s µ
−]× ε(µ+)

ε(µ−)

N [D−s µ
+] +N [D+

s µ
−]× ε(µ+)

ε(µ−)

− Ab − Atrack
µπ , (6.22)

where N [D∓s µ
±] are the measured yields ofD∓s µ± pairs, ε(µ±) are the muon selection

efficiencies, Ab is the background-induced asymmetry, and Atrack
µπ is the tracking-

induced asymmetries for muons and pions. To determine asfs, each of these com-
ponents are considered independently. The event yield determination is presented
in Section 7.1. The method used to determine the muon triggering and PID effi-
ciencies is discussed in the following section. Finally, the background and tracking
corrections, Atrack

µπ and Ab, are presented in the Sections 7.3.6 and 7.3.7.
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6.4 Muon efficiencies

Each level of the LHCb software uses an independent detector alignment; hence
to investigate potential bias, the individual trigger and PID selection efficiencies are
investigated independently. The total muon selection comprises several single-muon
based selections. This section presents the determination of εPID(µ±), εL0(µ±) and
εHLT1(µ±), using large unbiased calibration data samples. Trigger efficiencies are
evaluated using the TISTOS method. This involves associating detector hits used
by the trigger decision unit with offline selected track hits. Candidates are sorted
into two categories:

• TIS: The event is triggered independently of the signal, i.e. the event would
be selected by the trigger even if the signal candidate were to be discarded.

• TOS: The event is triggered on the signal, i.e. the event would be selected by
the trigger, even if all other event measurements were to be discarded.

A particular particle candidate is referred to as TIS or TOS in a trigger if it satisfies
the above criteria. In the following discussion the semileptonic D−s µ+ data are
referred to as the signal sample. A large fraction of the signal muons are TOS in the
L0 and HLT1 single-track trigger algorithms. The TOS efficiencies of these triggers
are determined independently for each muon charge. Calibration muons are required
to be TIS at all trigger levels, to ensure that they are unbiased by the trigger and
are therefore suitable for measuring the efficiency of a TOS selection.

6.4.1 The muon system

The LHCb muon system serves two primary purposes: to select events contain-
ing muons with large transverse momentum in the trigger, and to assign muon PID
information to long tracks identified by the tracking system. It comprises five track-
ing stations (M1–5) spaced along the beam axis at distances of 12.1, 15.2, 16.4,
17.6 and 18.8 meters downstream of the primary interaction region. The first sta-
tion is placed before the calorimetry system and provides critical information to
the L0 trigger regarding the transverse momentum of muon candidates. The other
four stations are located downstream of the calorimeters. Each muon station has
four quadrants, covering the regions to the top left/right and bottom left/right of
the beampipe region. Each quadrant is divided into four regions with dimensions
and logical pad size which scale by a factor of two between regions, as shown by
Figure 6.7.
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Figure 6.7: A schematic view of a muon station in the x-y plane. The station quadrants
are labelled Q1−4. Within each quadrant there are four granularity regions, R1−4, rep-
resented by the different shades of green. The highest granularity region is located near
the beampipe region (white box) where particle multiplicities are largest. The curved lines
show the bending direction for particles travelling downstream in magnet down polarity,
for particles pointing towards the left (µ±L ) and right (µ±R) sides of the muon stations.

6.4.2 Calibration samples

Two muon calibration samples have been collected for determining the muon
selection efficiencies. The first sample is the standard LHCb muon calibration line,
which was designed to collect large amounts of muons from J/ψ → µ+µ− decays.
The J/ψ candidates are required to have come from a detached vertex to increase
the proportion that were produced via B decay channels. Due to the large statistics,
the data are stored in a memory-efficient format known as µDSTs, in which only
information associated to signal particles is stored and detector information from
other particles is discarded.

The observation of a large L0 muon-trigger induced charge bias is described in
Section 6.4.7. A second calibration sample has been collected to further investigate
this bias and cross-check the results obtained with the first calibration sample. Al-
though this second sample has fewer statistics, the data is stored in full DST data
format, in which detector information from the full event is stored. In this for-
mat, it is possible to access the L0 muon “trigger object” responsible for the above
mentioned charge asymmetry. Each of these calibration data are described below.

This first calibration sample is selected by the MuIDCalib_JpsiFromBNoPIDNoMip
stripping line. Candidates are chosen such that one muon, the tag, has enough hits
in the muon chambers to satisfy the boolean “IsMuon” criteria listed in Table 6.5. A
second muon candidate, the probe, is identified as any long track that forms a good
vertex with the tag muon. The invariant mass of the tag and probe is required to
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Table 6.5: To satisfy the IsMuon criteria, a muon candidate is required to have hits in
particular muon stations. Which stations are required depends on the momentum of the
candidate [104].

Candidate momentum [GeV ] Muon stations

3 ≤ p < 6 M2 + M3
6 ≤ p < 10 M2 + M3 + (M4 OR M5)
p ≥ 10 M2 + M3 + M4 + M5

be within a ±200MeV mass window of the J/ψ mass. No PID information related
to the probe is used in the stripping decision. The full set of tag and probe cuts
are listed in Table 6.6. From this relatively loose set of selection criteria the J/ψ
mass resonance is visible on top of a moderate combinatoric background. The ratio
of the number of events before and after any additional selection is used to measure
the efficiency of the selection. This is made possible by the narrow width of the
J/ψ, which is prominent even when only one muon has been identified. Due to the
presence of the tag muon, this sample is referred to as the muon selection (MS).

Table 6.6: The MS sample stripping and offline selection criteria.

Particle candidate Selection

Tag and probe p > 3 GeV ; pT > 0.8 GeV
long track χ2/DoF < 3 ; χ2(IP) > 10

Tag specific p > 6GeV ; pT > 1.5GeV
χ2(IP) > 25 ; IsMuon = 1
L0Global_TIS
Hlt1Global_TIS
Hlt2Global_TIS

J/Ψ selection |m(J/Ψ)−m(J/Ψ)PDG| ≤ 200MeV
χ2/DoF(Vertex fit) < 8
Separation from primary vertex χ2 > 225

The second sample is collected by searching all of the Bhadron stripping lines
for events containing J/Ψ → µ+µ− candidates. The J/Ψ are selected using purely
kinematic criteria, hence the data are referred to as the kinematically selected (KS)
sample. The selection criteria are listed in Table 6.7. Because no PID information
is applied to either muon candidate, the J/Ψ resonance sits on a large combinatoric
background, which can be significantly reduced by requiring that one of the tracks
satisfies the IsMuon criteria. An identical approach is used to measured the muon
selection efficiencies with this sample as is used for the MS sample.

The fitted MS and KS J/Ψ yields are shown in Table 6.8. Both samples contain
significantly more muon candidates than are present in the signal sample, with
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Table 6.7: The KS sample stripping and offline selection criteria.

Particle candidate Selection

Candidates p > 3 GeV ; pT > 1.2 GeV
χ2/DoF < 3 ; χ2(IP) > 4
η[2, 5] ; CloneKiller

Investigated track L0Global_TIS
Hlt1Global_TIS
Hlt2Global_TIS

J/Ψ selection |m(J/Ψ)−m(J/Ψ)PDG| ≤ 150MeV
χ2/DoF(Vertex fit) < 11

General Number of long tracks < 250

Table 6.8: The fitted J/Ψ→ µ−µ+ yields for each calibration sample.

Magnet down Magnet up

µ− 1, 116, 008 818, 366
MS

µ+ 1, 138, 180 801, 458

µ− 378, 407 270, 539
KS

µ+ 384, 545 266, 872

approximately 50 k, 300 k and 1 000 k candidates per magnet polarity and muon-
charge in the signal, KS and MS samples, respectively.

6.4.3 Muon distributions

For a particular magnet polarity, oppositely charged muon tracks are bent to-
wards opposite sides of the detector. A useful tool for studying the muon candidate
distributions is the TrackStateProvider, which extrapolates long tracks to a spe-
cific z-coordinate in the LHCb detector. The extrapolated coordinate of the MS
sample probes at M1 is compared to that of the signal muons in Figure 6.8.

Fiducial selections

The muon and tracking stations each have an inactive rectangular beampipe
region centred on x = 0 = y. Coupled with the magnetic field, this results in regions
of phase-space with approximately 100% charge asymmetries. For example, a muon
traversing the detector near to the beampipe region of one tracking station may
be bent by the magnetic field into the inactive beampipe region of a downstream
station. However, an oppositely charged muon with identical momentum will remain
within the detector acceptance, as it is bent in the opposite direction. This effect
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(a) (b)

Figure 6.8: The projection of muon candidates at M1 for a) the MS sample probes and b)
the semileptonic signal data. The calibration muons are distributed over a larger surface
area, with many located outside of the muon station acceptance (i.e. |x| > ∼3500 mm and
|y| > ∼3000 mm).

(a) (b)

Figure 6.9: a) The projected coordinate of MS probe muons traversing near to the M1
beampipe region (i.e. |x| < 400 mm and |y| < 400 mm). The dashed green line represents
the inner detector boundary. b) The probe muon distribution in the px−pz plane, for
candidates within the green dashed box in Figurea). The solid blue lines represent the
exclusion required to remove events within the ∼100% charge asymmetry region.

is demonstrated by Figure 6.9. The fiducial selection required to remove these large
asymmetry regions is shown in Figure 6.9(b). A similar acceptance effect is observed
for candidates traversing the outer acceptance regions of the muon chambers, as
shown in Figure 6.10. The analytical forms of the inner and outer fiducial selections
are given in Table 6.9. The inner fiducial selection does not need to be applied
to candidates with |py/pz| > 0.016, as these candidates cannot pass through the
beampipe region of the muon stations.

The fiducial exclusion regions are overlaid with the signal data in Figure 6.11.
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(a) (b)

Figure 6.10: a) The projected coordinate of MS probe muons traversing near to the M1
outer acceptance region (i.e. |x| > 2000 mm and |y| > 2000 mm). b) The probe muon
distribution in the px−pz plane, for the candidates shown in Figurea). The solid blue lines
represent the exclusion required to remove the large charge asymmetry regions.

(a) (b)

Figure 6.11: a) The projection of the signal muon candidates in the px−pz plane for data
with a) |py/pz| < 0.016 and b) |py/pz| > 0.016.

Table 6.9: The muon candidate fiducial selections, where momentum components are in
units of MeV.

Detector region Selection

Beampipe (if |py/pz| ≤ 0.016) |px| ≥ (0.023× pz) + 800
Outer region |px| ≤ 0.317× (pz − 3100)

Regions with ∼100% charge asymmetry similar to those seen in the calibration sam-
ples are observed. It has been suggested [105] that these localised regions with large
asymmetries could bias the measurement of a small charge asymmetry, particularly
as the signal data are highly concentrated on the central beampipe region (as was
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seen in Figure 6.8(b)). However, when applied to the signal, the fiducial selection
removes only ∼1.5% of candidates, suggesting that the effect on the measured value
of asfs will be small. The influence of fiducial data selections on asfs is investigated
further in Chapter 7.

Kinematic distributions

The muon selection efficiencies are functions of variables such as the muon p and
pT, as is shown later in Sections 6.4.5 to 6.4.7. Figure 6.12 compares the kinematic
spectra of the signal and calibration data. The L0, HLT1 and offline selections are
applied to all data shown. The spectra from the various samples are generally in good
agreement. The most significant differences are seen in the pT distributions, with
greater proportions of MS data at low pT. The measurement of asfs is conducted in
kinematic bins of the muon candidate parameters to suppresses bias due to kinematic
differences. The binning strategy is described in Section 7.1.4.
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Figure 6.12: A comparison of signal and calibration µ− distributions for a) momentum,
b) transverse momentum, c) azimuthal angle (φ) and d) x-component of momentum (px).
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6.4.4 Efficiency finding method

Muon selection efficiencies are determined by measuring the J/ψ mass resonance
yields both before and after the application of a selection. For each real J/ψ → µ+µ−

decay, either one or both muons may be used as probes. Therefore the statistical
uncertainty between the positive and negative muon efficiencies are positively corre-
lated (although the efficiencies themselves are uncorrelated). When taking the ratio
of efficiencies this leads to a overestimation in their uncertainties. However, the sta-
tistical uncertainties associated to the muon calibration sample are small compared
to those of the signal, and so the effects of correlated uncertainties are expected to
be small. Two different methods have been used to measure the J/ψ yields. They
are described below.

Mass spectrum fitter

All calibration data can be divided into two categories, those that pass some
selection criteria, and those that fail it. These are referred to as pass and fail events
in the subsequent discussion. An unbinned maximum likelihood fit is executed
using the RooFit fitting software within the ROOT framework (v3r54) [106]. The J/ψ
resonance is modelled by a double Crystal Ball function, where the Crystal Ball
shape [107] is given by,

f(x;α, n, x, σ) = N ·
{

exp(− (x−x)2

2σ2 ) , for x−x
σ
> −α

A · (B − x−x
σ

)−n, for x−x
σ
≤ −α

, (6.23)

with,

A =

(
n

|α|

)n
· exp

(
−|α|

2

2

)
and B =

n

|α| − |α|.

The function has a gaussian core with mean x and width σ. It has a radiative tail
to one side of the core associated with photon emission, with its shape defined by
n and α. The two Crystal Ball components are allowed to have different widths,
but are constrained to have the same x, α and n. The background is described
by a linear function. This model has been chosen based on that used in previous
J/ψ analyses [108] and is found to describe the data well. Variations to this model
and the resulting influence this has on the measurement of asfs are investigated in
Section 7.3.1. The pass subset, fail subset and total dataset are fitted simultaneously,
with the efficiency of a specific selection defined as a fitting parameter. Figure 6.13
shows an example fit result obtained with this method.
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Figure 6.13: A fit to the invariant mass of the tag and probe muon candidates is shown
on a) a linear and b) a logarithmic scale, for a particular range of probe momentum and
magnet polarity down.

Background counting method

As a cross-check of the fitting method, a second method has been developed to
determine the J/ψ yields. The total number of background candidates are found
by fitting the sideband regions (in which there is little signal) to estimate the back-
ground yield in the signal region. An example of this method is shown by Figure 6.14.
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Figure 6.14: The invariant mass of the tag and probe muon candidates a) before and b)
after the muon selection is applied. A linear fit is made to the sidebands in which there is
little signal (red triangles). The number of J/ψ candidates is calculated by subtracting the
expected number of background candidates from the total number of candidates within
the signal region (±30 MeV).
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6.4.5 Offline muon identification efficiency

All signal muon candidates are required to satisfy the offline PID criteria, regard-
less of the way in which the event was triggered. One of the requirements is for the
muon to have PID(µ) > 0. The value of this parameter is determined by first linearly
extrapolating a long track to the muon system. A momentum dependent search win-
dow is defined around the extrapolated track intercept with each muon station. Hits
within these windows are used to construct muon tracks. For candidates with mo-
menta in the range 3 < p(GeV) < 6, hits must be found in at least two of M2−M4.
For candidates with p > 6 GeV there must be hits in at least three of M2−M5.
For each candidate that passes these criteria the probability that the candidate is a
muon is calculated, taking into account the distance between the extrapolated track
position and the station hits. The probability that a particle is or isn’t a muon is
used to determine the Difference Log Likilihood, DLL = log[pµ/pnot−µ], known as
PID(µ). In addition to the PID(µ) > 0 requirement, the muon candidate must also
satisfy the IsMuon conditions (see Table 6.5) and have nShared equal to zero (i.e the
track shares no hits with other muon candidates). The combination of these three
muon PID criteria is referred to as MuID, with efficiency, εMuID, defined as,

εMuID =
(IsMuon(µ) = 1) & (PID(µ) > 0) & (nShared(µ) = 0)

Calibration selection
. (6.24)

The “Calibration selection” corresponds to the yield of J/ψ candidates that pass the
calibration sample selection criteria, and the ‘&’ sign represents the logical AND of
the various criteria.

MS sample

The MuID efficiency is shown as a function of p and pT in Figures 6.15(a)
and 6.15(b). Measurements are shown for the MS sample with magnet down polarity.
The efficiency ratio, εMuID(µ+)/εMuID(µ−), is shown for both magnet polarities as a
function of p and pT in Figures 6.15(c) and 6.15(d). No significant charge asymmetry
is evident for muon momenta below 50 GeV. However a magnetic field dependent
charge asymmetry of the order ±1% is observed for muons with p > 50GeV, which
is attributed to a beampipe induced acceptance effect.

The influence of the beampipe region on the MuID efficiency is shown in Fig-
ure 6.16(a), with large charge asymmetries observed at small muon station
x-coordinates. As would be expected for an acceptance induced effect, the sign
of the asymmetry switches with the magnetic field polarity. The asymmetry ap-
proximately cancels when the efficiency for one muon charge is compared to the
efficiency for an oppositely charged muon traversing the other side of the muon
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Figure 6.15: The MuID efficiency measured using magnet down polarity MS calibration
data in bins of muon a) momentum and b) transverse momentum. The ratio of positive to
negative MuID efficiency is shown as a function of muon c) momentum and d) transverse
momentum.

system, as shown in Figure 6.16(b).

KS sample

Because the KS sample is collected using no PID requirements, the J/ψ reso-
nance must be identified on top of a large combinatoric background, as shown in
Figure 6.17(a). The background is significantly reduced by requiring that the “tag”
muon candidate (i.e. the one that is not being investigated) satisfies the IsMuon
criteria, as shown in Figure 6.17(b). The J/ψ yields are reduced by only a few per-
cent, in exchange for a far greater decrease in the combinatoric background, thus
reducing the fitting uncertainty of εMuID.

The MuID efficiencies and efficiency ratios measured with the KS sample are
shown in Figure 6.18. Measured as a function of muon momenta, the MuID effi-
ciencies are approximately 1−3% higher than those measured with the MS sample.
This increased efficiency is possibly due to the method with which the KS sample
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Figure 6.16: a) The MuID efficiency ratio in bins of the muon candidate x-coordinate at
M1. b) The efficiency ratio in a “reflected” binning scheme, where MuID efficiencies of one
muon charge are compared to those of the oppositely charged muon traversing the opposite
side of the detector (i.e. the reflected position about the y-axis at x = 0).
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Figure 6.17: The invariant mass of the J/ψ candidate a) before and b) after the “tag” leg
is required to satisfy the IsMuon criteria.

is selected, by searching the Bhadron stripping stream for events containing J/Ψ
candidates. The muon is required to be TIS at each level of the trigger. However,
no such equivalent TIS requirement is applied to the stripping lines. Some frac-
tion of KS events may have been selected by stripping lines that reconstruct J/Ψ
candidates and therefore require muons that have passed particular PID criteria.
This would bias the sample towards higher MuID efficiencies, as is observed when
comparing Figures 6.15(a) and 6.18(a). To err on the side of caution, the KS sample
is not used to determine MuID efficiencies. However, the KS sample is still used to
measure the trigger efficiencies, as described in the following sections.
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Figure 6.18: The MuID efficiency measured using magnet down polarity KS calibration
data in bins of muon a) momentum and b) transverse momentum. The ratio of positive to
negative MuID efficiency is shown as a function of muon c) momentum and d) transverse
momentum.

6.4.6 The HLT1 trigger

A large fraction of the signal is triggered by the muon candidate in the HLT1
single-track triggers. The HLT1 efficiency, εHLT1, is defined by the logical OR of the
muon being TOS on one of three trigger lines,

εHLT1 =
µTOS(Hlt1TrackAllL0 ||Hlt1TrackMuon ||Hlt1SingleMuonHighPT)

(Calibration selection) & (MuID)
,

(6.25)
where “MuID” is the offline muon selection that was described in the previous sec-
tion. The Hlt1TrackAllL0 [109] trigger inclusively select events containing B and D
mesons. It works on the principle that the B decay products will typically contain
at least one detached track with high momentum. The Hlt1TrackMuon line has an
identical structure to the Hlt1TrackAllL0, except that the selection requirements
are relaxed slightly for tracks that have IsMuon true. The Hlt1SingleMuonHighPT
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trigger has no IP criteria, in exchange for larger pT requirements.
Figure 6.19 shows the HLT1 muon efficiencies and efficiency ratios determined

with the MS sample. Particularly high efficiencies are observed at very large pT

due to the inclusion of events triggered by the Hlt1SingleMuonHighPT line. HLT1
induced charge asymmetries are of order ∼1% and flip sign with magnetic field
polarity. Good agreement is found between measurements made with the MS and
KS samples, as shown by Figure 6.20.
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Figure 6.19: The HLT1 efficiency measured using magnet down polarity MS calibration
data in bins of a) muon momentum and b) transverse momentum. The ratio of positive
to negative efficiencies is shown as a function of muon c) momentum and d) transverse
momentum.

6.4.7 The L0 muon trigger

For the L0 Muon trigger [110], muon tracks are reconstructed as straight lines
through the muon system, as they experience only the fringe of the magnetic field
in this region. Tracks are required to have hits in the first two muon stations,
from which the pT of the track is determined with a resolution of approximately
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Figure 6.20: The ratio of positive to negative HLT1 efficiencies measured with the KS cali-
bration sample, shown as a function of muon a) momentum and b) transverse momentum.

20%. Tracks are reconstructed using only hits from a single quadrant of adjacent
muon stations (e.g. a tracks hits may be located in the top-left quadrant of each
muon station, but cannot be located in the top-left of one station and top-right of
another), leading to a reduction in efficiency near to the quadrant boundaries. This
inefficiency was apparent in the signal distribution shown in Figure 6.8(b).

L0 muon tracks are assumed to have come from the primary interaction region,
with the influence of the magnetic field estimated as a single “kick” to the candidate’s
momentum vector [111]. This method is demonstrated by Figure 6.21. To speed up
the decision making time, the geometric location of the detector elements in M1
and M2 are matched to precalculated pT values, using a look-up table (LUT) of hit
combinations.

The L0 trigger efficiency is defined as the fraction of muon candidates that are
TOS on the L0Muon trigger with respect to the candidates that have passed the
MuID and HLT1 selections,

εL0 =
µTOS(L0Muon)

(Calibration selection) & (MuID) & (HLT1)
. (6.26)

The L0 muon efficiencies and efficiency ratios determined with the MS sample are
shown in Figure 6.22. The L0Muon trigger requires that the L0 measured pT of
candidates is greater than 1480MeV, resulting in the rapid change in εL0 around this
value. Across all momentum regions and at low transverse momentum the efficiency
of negative muons is seen to be significantly different to those of positively charged
muons. Efficiency ratios diverge from unity by approximately ±5%, showing little
dependence on muon momentum. The asymmetry is a strong function of pT, with
efficiency ratios diverging from unity by more than 20% in the lowest pT regions.
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Figure 6.21: A schematic showing how the candidate pT is estimated in the L0 muon trigger.
The straight muon track (3) is first extrapolated to the centre of the nominal magnetic
field, zm. The magnetic field along the path defined by tracks (1) and (3) is integrated to
determine the magnetic field experienced by a particle following this particular trajectory.
The result of this integration is used to more accurately estimate the centre of the magnetic
field, zc, experienced by the candidate. Track (2) is defined by the intercept of zc with
track (3). The slopes of tracks (2) and (3), (tx, ty)i,f , are then compared to estimate the
pT of the true particle (red dashed line). Figure from Ref. [83].

The efficiency ratios determined using the KS sample are shown in Figure 6.23.
As a function of momentum, the measured asymmetry is approximately 1% smaller
than that observed with the MS sample. However, as a function of pT, the asymme-
try is compatible in all but the lowest data bin. This suggests that the difference is
due to differences in the pT distributions of the calibration samples. This is consis-
tent with the asymmetry being largest in the MS sample, as this sample contains a
larger proportion of low pT tracks (see Figure 6.12(b)).

The L0 trigger asymmetry

The L0 and offline measured transverse momentum distributions are compared
in Figure 6.24(a). A bias in the determination of the L0 pT results in one charge be-
ing more likely to satisfy the L0Muon criteria than the other. Further investigation
revealed that the L0 reconstruction uses a simplified geometry that does not ade-
quately represent the real detector. A data driven method has been implemented to
correct this bias. A modified LUT is constructed by comparing L0 hit coordinates in
muon stations 1 and 2 to offline reconstructed particles with well measured pT. The
modified LUT is used to determine the “corrected” LUT pT. Figure 6.24(b) shows
that this modified parameter is charge symmetric with respect to the offline pT.

To determine the LUT pT the L0 muon “trigger-object” must be accessed. This
is not possible in the µDST data format of the MS sample, whereas for the full DST
KS sample it is. The threshold value of the LUT pT must be larger than the original
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L0Muon selection of 1480 MeV, to remove the surplus of charge favoured events. A
value of LUT(pT) > 1640MeV is found to significantly reduce the asymmetry, as
shown by the efficiency ratios in Figure 6.25. A residual pT dependent asymmetry
of around 1 % remains. The modified LUT L0 efficiency, ε′L0, is defined as

ε′L0 =
µTOS(L0Muon) & (LUT(pT) > 1640 MeV)

(Calibration selection) & (MuID) & (HLT1)
. (6.27)

Two approaches have been pursued to account for the L0 muon charge bias. The
first is to simply measure the L0 charge asymmetry, εL0, using the high statistics
calibration samples. Measurements are made in several-dimensional data binning
schemes to reduce bias due to kinematic differences between the signal and calibra-
tion samples. Particular care is taken to use small kinematic bins at low pT, where
the L0 bias is largest.

A second method is used as a cross-check of the first, in which the LUT pT

Momentum [ GeV/c ]
0 20 40 60 80 100

L
0

ε

0.5

0.6

0.7

0.8

0.9

1 Magnet down polarity:
-µ
+µ

MS sample

(a)

Transverse Momentum [ GeV/c ]
2 4 6 8 10

L
0

ε

0

0.2

0.4

0.6

0.8

1

Magnet down polarity:
-µ
+µ

MS sample

(b)

Momentum [ GeV/c ]
0 20 40 60 80 100

)- µ(
L

0
ε

) 
/ 

+ µ(
L

0
ε

0.9

0.95

1

1.05

1.1

Magnet polarity:

Down
Up

MS sample

(c)

Transverse Momentum [ GeV/c ]
2 4 6 8 10

)- µ(
L

0
ε

) 
/ 

+ µ(
L

0
ε

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4
Magnet polarity:

Down

Up

MS sample

(d)

Figure 6.22: The L0 efficiency measured using magnet down polarity MS calibration data in
bins of muon a) momentum and b) transverse momentum. The ratio of positive to negative
efficiencies is shown as a function of muon c) momentum and d) transverse momentum.
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Figure 6.23: The ratio of positive to negative L0 efficiencies measured with the KS calibra-
tion sample, shown as a function of muon a) momentum and b) transverse momentum.
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Figure 6.24: a) The difference between the L0 and offline measured pT, divided by the
offline measured value. A shift in the mean of this distribution between positive and
negative muon candidates shows that (for magnet down polarity) the negatively charge
muons are on average assigned a higher value of pT by the L0 reconstruction. b) The same
as for Figurea), except the original L0 pT value is replaced by the corrected LUT value.
The large charge asymmetry is removed.

selection is added to the event selection criteria of the analysis, and ε′L0 is used
instead of εL0. This comes at the expense of a small fraction of data, as the L0
threshold of this selection is larger than is used in the real trigger. This method can
only be pursued with the full DST KS sample, and has a larger uncertainty due to
the lower KS statistics. Results obtained with these two methods are compared in
Chapter 7.
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Figure 6.25: The efficiency ratio of the modified L0 trigger selection using the KS calibra-
tion sample, shown as a function of muon a) momentum and b) transverse momentum.

6.4.8 The total muon efficiency

The total muon efficiency ratios used to correct the signal yields in Equation 6.22,
ε(µ+)/ε(µ−), are found by multiplying together the individual efficiencies discussed
in the previous sections,

ε(µ+)

ε(µ−)
=
εMuID(µ+) · εHLT1(µ+) · εL0(µ+)

εMuID(µ−) · εHLT1(µ−) · εL0(µ−)
. (6.28)

When the LUT pT correction is applied, the L0 components εL0(µ±) are replaced
with ε′L0(µ±). The total efficiency ratio is shown as a function of p and pT in
Figure 6.26. As may be expected, the ratios are dominated by the large L0 trigger
induced asymmetry.
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Figure 6.26: The total muon efficiency ratio from MS calibration data in bins of a) mo-
mentum and b) transverse momentum.
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6.5 The HLT2 trigger

In the HLT2 the majority of data are selected by the multi-body topological
trigger lines [112] and the inclusive-φ trigger. Signal data are analysed in two inde-
pendent samples of approximately equal statistics. In the first sample the φ particle
is required to be TOS in the inclusive-φ line. Due to the symmetric nature of the
φ → K+K− decay, it is assumed that no charge bias could be induced by this
selection. This assumption is further investigated in Section 7.3.3. In the second
sample the B−s candidate is required to be TOS in one of the three topological
lines: Hlt2TopoMu2BodyBBDT, Hlt2TopoMu3BodyBBDT or Hlt2TopoMu4BodyBBDT.
These triggers use a multivariate approach to inclusively select 2, 3 and 4 body
candidates containing at least one muon.

To investigate the potential bias induced by the multivariate topological trig-
ger lines, an independent study [113] has been carried out using B → Dµν de-
cays, with D → Kππ. This channel has a similar topology to the signal, with
approximately 16 times the production rate. The same selection criteria are ap-
plied as are used for signal selection, except for the criteria that are specific to the
φ→ K+K− decay. In this study the kaon candidate is referred to as “H1”, and the
lower and higher pT pions are referred to as “H2” and “H3”.

To maximise the statistical power of the calibration sample, each of the muon and
hadrons are studied individually. First the efficiency of the muon selection is consid-
ered. The efficiency comprises a numerator and denominator defined by the number
of candidates that pass the following criteria. The denominator contains candidates
for which H1, H2 and H3 are all TOS in the three body Hlt2TopoMu3BodyBBDT line.
The numerator is then the subset of candidates for which the muon is TOS in the
Hlt2TopoMu4BodyBBDT line. The efficiencies and efficiency ratios determined with
this method are shown as a function of muon momenta in Figure 6.27. No significant
charge bias is observed.

Using this method the efficiency for each final state particle can be investigated
in turn. For example, to study the H2 efficiency, the denominator contains events for
which the muon, H1 and H3 are TOS in the Hlt2TopoMu3BodyBBDT line. The numer-
ator is then the subset of data for which the H2 is TOS in the Hlt2TopoMu4BodyBBDT
line. Figure 6.28 shows the efficiency ratios for the combination of results obtained
from the three D daughters. No significant charge asymmetry is observed due to
the HLT2 topological trigger. The overall topological trigger bias is determined
to be less than 10−3 at the 68% confidence level. As this sample accounts for ap-
proximately 50% of the total signal sample, a systematic uncertainty of 5× 10−4 is
assigned.
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(a) (b)

Figure 6.27: The a) efficiencies and b) efficiency ratios of muon selection in the HLT2 four
body topological trigger. Figures from Ref. [113].

Figure 6.28: The hadronic efficiency ratios in the HLT2 topological trigger, with results
combined from the three daughter hadrons. Figure from Ref. [113].
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CHAPTER

SEVEN

FLAVOUR-SPECIFIC ASYMMETRIES USING
SEMILEPTONIC B DECAYS: RESULTS

In this chapter a time-integrated, untagged measurement of asfs is presented. The
determination of signal yields and the corresponding raw charge asymmetries are first
presented in Section 7.1. The measured asymmetry is then presented in Section 7.2,
which is determined by combining the raw signal yields with the muon efficiency
measurements from Section 6.4. Various systematic studies and additional correc-
tions related to background and tracking induced bias are presented in Section 7.3.
Finally, the main result is given in Section 7.4.

7.1 Signal yield determination

The purpose of data fitting is to determine the relative yields of D∓s µ± candi-
dates, by distinguishing signal from background. The signal yields are then used in
Equation 6.22 to determine asfs. A two-dimensional unbinned maximum likelihood
fit is implemented in the RooFit [106] framework. The first dimension is the invari-
ant mass of the D−s candidate, in which signal D−s is separated from combinatoric
and D− backgrounds. The combinatoric background is generically referred to as
“Detached” background. The mass range of interest is that within ±80MeV of the
D−s mass. Charm mesons produced directly via pp→ ccX interactions are referred
to as “Prompt” background, where X indicates the sum over all possible additional
final states. The charm mesons produced via semileptonic B0

s decay are referred to
as “DfB” (i.e D from B). The Prompt and DfB candidates are indistinguishable in
the D±s → K+K−π± mass spectrum, as both peak at the D−s mass. DfB candi-
dates typically have larger values of impact parameter (IP) than Prompt, as they
originate from vertices that are separated from the primary interaction region. The
second fitting dimension is therefore the logarithm of the IP of the D−s , referred to
as log(IP).
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The Prompt log(IP) shape has been determined using a topologically similar
calibration sample of B0

s → D−s X. The D−s from these data are required to pass the
same selection criteria as the signal D−s . The D−s is then combined with a charged
hadron that satisfies the same kinematic criteria as the signal muon but fails the
IsMuon criteria and has PID(µ) < 0. This hadron is referred to as a “fake muon”.
When the PID(K) of the fake muon is greater than or less than zero it is referred
to as a kaon or pion. These modified selection criteria ensure that the calibration
sample contains an enhanced fraction of Prompt events compared to that of the
signal sample. A single bifurcated gaussian1 is found to adequately model the shape
of the Prompt component, as shown in Figure 7.1. The Prompt shape is determined
in several bins of fake muon momenta, and fixed when fitting sub-samples of the
signal that contain muon candidates in the same momentum range. The relative

(a) (b)

Figure 7.1: Example fits to the B0
s → D−s X data samples when the fake muon is identified

as a) a pion and b) a kaon. The short-dashed blue, long-dashed black and solid red curves
represent the DfB, Detached and Prompt components. Figures from Ref. [94].

normalisation of the Prompt component is allowed to vary in the fitting process. A
single bifurcated gaussian is also used to model the shape of the DfB and Detached
components, with all associated parameters determined by the fitter. The total PDF
used to describe the signal log(IP) distribution is,

PDF(l) = nDfB · BiFurGauss(µDfB, σ
L
DfB, σ

H
DfB, l) + nPro · BiFurGauss(l)

+ nDet · BiFurGauss(µDet, σ
L
Det, σ

H
Det, l), (7.1)

where l indicates the observable, n is the component yield and BiFurGauss is the
bifurcated gaussian function with mean µ, low width σL and high width σH . The
subscripts DfB, Pro and Det refer to the DfB, Prompt and Detached components.
Only the parameters that are allowed to vary in the fit are shown; hence the Prompt

1A bifurcated gaussian has a similar parameterisation to a gaussian, except it can have different
widths on the low and high side of the mean.
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component is shown as a function of l only1.
For the invariant D−s mass distributions, the DfB and Prompt components are

each modelled by double gaussian functions, comprising two gaussians with different
widths and a common mean. The Detached component is modelled using a first
order Chebychev polynomial, which is constrained by the sideband regions in which
the signal contamination is negligible. The total PDF used to describe the D−s mass
distribution is,

PDF(m) = (nDfB + nPro)(fn) ·Gauss(µ, σn,m)

+ (nDfB + nPro)(1− fn) ·Gauss(µ, σw,m)

+ nDet · Chebychev(a0), (7.2)

where m indicates the observable, n is the component yield, fn is the fraction of
the double gaussian that is described by the narrow component, Chebychev is the
first order polynomial function with fitting paramter a0, and Gauss is the gaussian
function with mean µ and width σ. The subscript n and w correspond to the
narrow and wide gaussian components. To aid fit stability, the wide gaussian width
is defined to be a multiple of the narrow width, σw = σnR, where R is a fitted
parameter of value greater than one.

The two dimensional data distribution is simultaneously fitted by the product of
PDF(l) and PDF(m). Figures 7.2 and 7.3 show examples of the fitted signal data,
on linear and logarithmic scales.

7.1.1 Raw yields and charge asymmetries

The fitted DfB yields and the corresponding raw charge asymmetry,

Araw =
N [D−s µ

+]−N [D+
s µ
−]

N [D−s µ
+] +N [D+

s µ
−]
, (7.3)

have been determined as a function of the muon p and pT using the two-dimensional
fitting procedure described previously. The results are summarised in Tables 7.1
and 7.2, for both before and after the application of the L0 muon trigger LUT cor-
rection, and as a function of the muon candidate p and pT in Figures 7.4 and 7.5.
When the LUT correction is not applied, an average charge asymmetry of approx-
imately ± 2% is obsevered. This raw asymmetry is consistent with having been
induced by the L0 Muon trigger bias discussed in Section 6.4.7. It changes sign with
magnetic field polarity and is largest for muon candidates with low pT. The total
signal yields and raw asymmetries obtained when fitting in bins of p or pT are con-

1The PDFs used to describe the calibration samples in Figure 7.1 are identical to Equation 7.1,
except the Prompt BiFurGauss component is also a function of µPro, σ

L
Pro and σH

Pro.
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Figure 7.2: Projections of the signal fit in log(IP) (upper row) and mass (lower row),
with muon momenta in the range 6 ≤ p( GeV) < 20 and collected with upward polarity
magnetic field. The χ2/DoF and p-values of the fitted distributions in Figures [a, b, c, d]
are χ2/DoF = [0.97, 1.25, 0.89, 0.70] and p-value = [0.49, 0.19, 0.60, 0.84].
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Table 7.1: The signal yields and raw asymmetries determined with the two-dimensional
fitter, without the L0 LUT correction.

Magnet up Magnet down

p [GeV ] D−s µ
+ D+

s µ
− Araw[ % ] D−s µ

+ D+
s µ
− Araw[ % ]

6− 20 9779± 118 9544± 110 1.22± 0.84 13185± 127 14049± 131 −3.17± 0.66
20− 30 9314± 107 9017± 111 1.62± 0.85 12800± 125 13203± 126 −1.55± 0.68
30− 40 7412± 96 7114± 97 2.05± 0.95 9943± 110 10352± 111 −2.01± 0.76
40− 50 5376± 81 5050± 79 3.12± 1.10 7152± 96 7455± 98 −2.08± 0.93
50− 100 10799± 112 10321± 110 2.27± 0.75 14645± 139 14753± 134 −0.37± 0.66

Total 42681± 232 41046± 229 1.95± 0.39 57726± 269 59813± 270 −1.78± 0.32

pT [GeV ]

1.2− 1.5 2192± 55 1776± 47 10.46± 1.90 2449± 57 3101± 65 −11.75± 1.45
1.5− 1.8 3717± 69 3422± 68 4.13± 1.38 4816± 77 5260± 84 −4.40± 1.10
1.8− 2.1 5261± 84 4931± 80 3.24± 1.15 6872± 92 7447± 94 −4.01± 0.90
2.1− 2.5 5064± 78 4967± 84 0.97± 1.14 6890± 95 7088± 93 −1.41± 0.94
2.5− 3.0 6308± 90 6112± 87 1.58± 1.01 8626± 106 8815± 103 −1.09± 0.84
3.0− 3.5 4881± 78 4803± 85 0.80± 1.19 6715± 96 6775± 90 −0.44± 0.97
3.5− 6.8 13228± 126 12994± 126 0.89± 0.68 18376± 149 18467± 150 −0.25± 0.57
6.8− 10.0 2030± 48 1996± 47 0.85± 1.67 2987± 60 2854± 57 2.27± 1.43

Total 42681± 231 41000± 230 2.01± 0.39 57731± 270 59806± 270 −1.77± 0.32

Table 7.2: The signal yields and raw asymmetries determined with the two-dimensional
fitter, with the L0 LUT correction applied.

Magnet up Magnet down

p [GeV ] D−s µ
+ D+

s µ
− Araw[ % ] D−s µ

+ D+
s µ
− Araw[ % ]

6− 20 8714± 109 8699± 106 0.09± 0.87 12062± 121 12518± 123 −1.85± 0.70
20− 30 8629± 104 8609± 108 0.11± 0.87 12243± 122 12278± 122 −0.14± 0.70
30− 40 6969± 94 6858± 97 0.81± 0.98 9614± 108 9768± 107 −0.79± 0.78
40− 50 5091± 79 4945± 81 1.46± 1.13 6975± 95 7052± 95 −0.54± 0.95
50− 100 10327± 110 10127± 109 0.98± 0.76 14376± 137 14116± 131 0.91± 0.67

Total 39730± 223 39238± 225 0.62± 0.40 55270± 263 55731± 260 −0.42± 0.33

pT [GeV ]

1.2− 1.5 1296± 42 1278± 39 0.70± 2.24 1757± 47 1847± 48 −2.48± 1.85
1.5− 1.8 2749± 60 2786± 61 −0.68± 1.54 3940± 70 3907± 71 0.41± 1.27
1.8− 2.1 4687± 78 4571± 77 1.25± 1.19 6402± 88 6660± 89 −1.97± 0.95
2.1− 2.5 4833± 76 4810± 80 0.24± 1.14 6714± 93 6726± 90 −0.08± 0.97
2.5− 3.0 6175± 89 6031± 86 1.18± 1.02 8532± 106 8638± 103 −0.61± 0.86
3.0− 3.5 4826± 77 4787± 84 0.41± 1.19 6668± 95 6718± 90 −0.37± 0.98
3.5− 6.8 13176± 126 12960± 126 0.83± 0.68 18310± 149 18389± 150 −0.21± 0.57
6.8− 10.0 2016± 47 1990± 47 0.64± 1.68 2969± 59 2833± 57 2.34± 1.44

Total 39757± 222 39213± 224 0.69± 0.40 55293± 264 55716± 260 −0.38± 0.33

sistent with one another, indicating that the fitting procedure is relatively stable.
Following the application of the LUT correction the charge asymmetry is reduced
significantly. A residual raw asymmetry of approximately ± 0.5% is observed, with
the same sign-dependence on the magnetic field polarity as is seen without the ap-
plication of the LUT correction. In addition, the pT dependence of the asymmetry
is no longer observed.
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Figure 7.4: The raw charge asymmetry in signal data as a function of muon p, a) without
and b) with the LUT correction.
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Figure 7.5: The raw charge asymmetry in signal data as a function of muon pT, a) without
and b) with the LUT correction.

7.1.2 Prompt component

The relative fractions of DfB and Prompt candidates have been determined using
the two-dimensional fitting model described previously. The results are shown as a
function of the muon candidate momentum in Table 7.3. The Prompt component
constitutes approximately 1.5% of the D−s peak, showing little dependence on the
magnetic field polarity or charge of the final state. The largest concentrations are
found in samples with low muon momentum. The D±s production asymmetry has
been measured at LHCb to be (−0.33± 0.22± 0.10)% [114]. Thus the potential bias
due to asymmetric Prompt production is expected to to be of order ∼10−4. This
is small compared to the statistical precision of this analysis. The fitting proce-
dure can therefore be simplified by discarding the log(IP) component of the signal
model, the sole purpose of which is to determine the Prompt signal contribution
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(this background is still considered in Section 7.3.6, where corrections and system-
atic uncertainties associated to backgrounds are evaluated). Results presented in
the remainder of this chapter use this simplified model, in which the data are fitted
as a function of the D−s mass only.

Table 7.3: The fraction of the D−s peak attributed to the Prompt component.

Prompt component [% ]

Magnet up Magnet down

p [GeV ] D−s µ
+ D+

s µ
− D−s µ

+ D+
s µ
−

6−20 1.8± 0.3 2.4± 0.3 1.6± 0.2 1.7± 0.2
20−30 1.6± 0.2 1.3± 0.2 1.1± 0.2 1.5± 0.2
30−40 1.5± 0.2 0.9± 0.2 1.2± 0.2 1.0± 0.2
40−50 1.1± 0.2 0.8± 0.2 1.2± 0.2 1.4± 0.2
50−100 1.0± 0.2 1.0± 0.2 1.1± 0.1 1.1± 0.1

Total 1.4± 0.1 1.3± 0.1 1.2± 0.1 1.3± 0.1

7.1.3 Fitting consistency

The stability of data fitting is of particular importance for this analysis, as quirks
in the fitting procedure may influence the relative data yields and induce a bias.
The D−s -mass signal model described previously is based on previous studies of
semileptonic B-decays at LHCb [115], for which both real and simulated data were
investigated. The raw asymmetry has been investigated using several variations of
this model. For the Detached background shape, first and second order Chebychev
polynomials have been used. In addition, the shape of the Detached distribution
has been studied over an extended mass range (ER) that encompasses the D− peak.
The ER is defined by the region between 160MeV below and 80MeV above the D−s
mass. The D−s shape is fitted with both single and double gaussian functions.

The raw asymmetries obtained with these fitting variations are given as functions
of the muon candidate p and pT in Table 7.4. The choice of binning parameter should
not change the measured raw asymmetry, as the data are selected such that the total
number of candidates is identical in each of the p and pT binning schemes. When
using a single gaussian to model the D−s peak, the raw asymmetries obtained in
each binning scheme are consistent with one another, irrespective of the background
model or fitting range. An example of a fitted distribution using a single gaussian
is shown in Figure 7.6. The data at the peak and in the tails (at approximately
±20MeV) of theD−s distribution are not well described by this model. Typical χ2 per
degree of freedom are in the range 2−4 and have p-values less than 0.01. Although
these quality-of-fit parameters suggest this is a poor description of the data, for
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Table 7.4: The raw asymmetry in % for several variations to the fitting model. The order
of the polynomial used to describe the Detached background is shown on each row.

Model Magnet up Magnet down Mean

Single-gaussian p pT p pT p pT

Poly(1st) 0.88± 0.36 0.87± 0.36 −0.68± 0.30 −0.68± 0.30 0.10 0.10
Poly(2nd) 0.92± 0.36 0.91± 0.36 −0.68± 0.31 −0.68± 0.31 0.12 0.12
ER : Poly(2nd) 0.89± 0.36 0.88± 0.36 −0.67± 0.30 −0.68± 0.30 0.11 0.10

Double-gaussian

Poly(1st) 0.70± 0.35 0.80± 0.35 −0.48± 0.30 −0.45± 0.30 0.11 0.17
Poly(2nd) 0.65± 0.36 0.96± 0.36 −0.33± 0.30 −0.51± 0.30 0.16 0.23
ER : Poly(2nd) 0.73± 0.36 0.84± 0.36 −0.44± 0.30 −0.49± 0.30 0.15 0.17

this analysis it is the relative yield of D+
s µ
− with respect to D−s µ+ candidates that

is of interest. The consistency of the fitted asymmetries therefore suggests that
the single-gaussian model can be used effectively to determine the signal charge-
asymmetry. However, this is only true if the shapes of the D+

s and D−s tails do not
differ significantly.
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Figure 7.6: Fitted signal distributions for a) D+
s µ
− and b) D−s µ+ type candidates. A

single gaussian and first order polynomial were used to model the D−s peak and Detached
background data, respectively.

The raw asymmetries determined using double-gaussian models showed signifi-
cant variations between the two binning schemes. Changes were also observed when
using different background models. Examples of data distributions fitted with a
double-gaussian shape are shown in Figures 7.7 and 7.8, over the regular and ER
fitting ranges. Typical χ2 per degree of freedom for each of these models are 0.8−1.2

and 0.7−0.9 respectively, with p-values distributed approximately evenly between 0

and 1. This suggests that these models describe the shape of the total dataset well.
However, as is apparent when comparing Figures 7.7(a) and 7.7(b), the width of the
wider gaussian component can vary significantly between D+

s µ
− and D−s µ

+ data.
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Figure 7.7: Fitted signal distributions for a) D+
s µ
− and b) D−s µ+ type candidates. A

double gaussian and first-order polynomial were used to model the D−s peak and Detached
background data. This particular fitted data-sample is chosen as it demonstrates a case in
which the width of the wider gaussian component varies significantly between D+

s µ
− and

D−s µ
+ data.
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Figure 7.8: Fitted signal distributions for a) D+
s µ
− and b) D−s µ+ type candidates in the

ER. A double gaussian and second-order polynomial were used to model the D−s peak and
the Detached background.

Such large differences in the true signal shapes are not expected, and are potentially
induced by statistical fluctuations in regions near to the tails of the D−s peak.

The width of the wider gaussian, σw, is constrained in the fitter to equal the width
of the narrow gaussian, σn, multiplied by the width ratio, R, such that σw = σnR.
The value of R has been fitted to the data and shows little dependence on magnetic
field polarity, muon charge, muon momentum or transverse momentum, as shown
in Figure 7.9. To prevent bias due to the D+

s µ
− and D−s µ

+ having significantly
different wide-gaussian widths, a simultaneous fit is performed to D+

s µ
− and D−s µ+
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data, in which R is shared by the fits. All other fitting parameters are allowed to
vary independently of one another. This is referred to as the shared width-ratio
(SWR) constraint. The fitted raw asymmetries obtained with the SWR constraint
are shown in Table 7.5.

) [ GeV/c ]µMomentum (
0 20 40 60 80 100

R

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5 -µ +

s
Magnet down: D

+µ -

s
Magnet down: D

-µ +

s
Magnet up: D

+µ -

s
Magnet up: D

LHCb

(a)

) [ GeV/c ]µTransverse momentum (
2 4 6 8 10

R

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5 -µ +

s
Magnet down: D

+µ -

s
Magnet down: D

-µ +

s
Magnet up: D

+µ -

s
Magnet up: D

LHCb

(b)

Figure 7.9: The wide to narrow gaussian-width ratio, R, versus the muon candidate a) p
and b) pT. For a particular magnetic field polarity, the value of R shows no significant
dependence on the charge of the D±s µ∓.

Table 7.5: The raw asymmetry in % when the SWR constraint is applied. The single-
gaussian method is shown for reference. The order of the polynomial used to describe the
Detached background is shown on each row.

Model Magnet up Magnet down Mean

Single-gaussian p pT p pT p pT

Bkg − Poly(1st) 0.88± 0.36 0.87± 0.36 −0.68± 0.30 −0.68± 0.30 0.10 0.10

Double-gaussian

Poly(1st)− SWR 0.88± 0.35 0.86± 0.35 −0.67± 0.30 −0.67± 0.30 0.11 0.09
Poly(2nd)− SWR 0.97± 0.36 0.91± 0.36 −0.75± 0.30 −0.75± 0.30 0.11 0.08
ER : Poly(2nd)− SWR 0.92± 0.36 0.88± 0.36 −0.70± 0.30 −0.71± 0.30 0.11 0.08

Results from the various binning schemes and models are consistent with one
another when using the SWR constraint, with differences in the mean asymmetry
of up to 0.03% observed.

7.1.4 Kinematic binning

In Section 6.4 the kinematics of the calibration and signal samples were shown to
not quite match. To suppress bias due to kinematic differences, data are analysed in
three-dimensional bins defined by the properties of the muon candidate. Two such
binning schemes have been used, each of which is sensitive to effects induced by the
detector acceptance. The muon identification and triggering efficiencies were shown
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to vary as a function p. Thus both binning schemes use five muon candidate p bins,
defined by the thresholds: 6− 20− 30− 40− 50− 100 GeV. The other two binning-
dimensions divide the data into subsamples with sensitivity to the muon candidate
pT and track intercept location with the muon stations, to account for the large L0
trigger induced bias and acceptance effects. The two binning schemes are shown
schematically in Figure 7.10. The first uses the x and y translational components of
the muon momenutum, px and py, to define 10 additional bins per momentum bin.
The second uses the muon candidate pT and azimuthal angle, φ, which are defined
at the B-meson decay vertex, to define 12 additional bins per momentum bin.
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Figure 7.10: A schematic representation of a) the p−px−py and b) the p−pT−φ binning
schemes.

The signal yields are determined in each of the three-dimensional data bins.
This corresponds to 50 and 60 bins in the p−px−py and p−pT−φ binning schemes,
per magnetic field polarity and type of final-state (i.e. D−s µ

+ or D+
s µ
−). The

raw asymmetry in each binning scheme is then calculated by taking the mean of
the measured asymmetries in each sub-bin, weighted by the uncertainty of each
measurement.

In each three-dimensional sub-bin there are between about 50 and several thou-
sand candidates. The fitting procedure must therefore be stable for data samples of
widely varying size. It was shown in the previous section that when the SWR con-
straint is used the raw asymmetry changed by approximately 0.1% between p and
pT binning schemes. However, the averaged magnetic field polarity value changed
by only 0.03%. The raw asymmetries obtained in each of the three-dimensional bin-
ning schemes are given for various fitting models in Table 7.6. The values obtained
in each binning scheme vary substantially, with differences of over 0.5% observed.
In addition, there are large differences between the results obtained using different
Detached background models and fitting ranges.

The inconsistencies seen in Table 7.6 indicate that the signal models described
in the previous section cannot be used to accurately determine the relative D+

s µ
−
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Table 7.6: The raw asymmetry in % when using the three-dimensional binning schemes.
The order of the polynomial used to describe the Detached background is shown on each
row.

Model Magnet up Magnet down Mean

Single-gaussian px−py pT−φ px−py pT−φ px−py pT−φ
Bkg − Poly(1st) 0.88± 0.37 1.32± 0.36 −0.69± 0.31 −1.09± 0.31 0.10 0.12

Double-gaussian

Poly(1st)− SWR 0.93± 0.38 1.46± 0.38 −0.65± 0.31 −1.09± 0.31 0.14 0.30
Poly(2nd)− SWR 0.92± 0.41 1.48± 0.41 −0.65± 0.36 0.25± 0.34 0.14 0.86
ER : Poly(2nd)− SWR 0.91± 0.36 1.22± 0.36 −0.73± 0.31 −0.31± 0.30 0.09 0.46

and D−s µ+ yields in the fine binning schemes. Figure 7.11 shows the fitted data in a
particular p−px−py bin with low signal statistics. The shape of the fittedD+

s µ
− peak

is unlike that observed in the larger data samples. This is likely to have been caused
by fluctuations in the Detached background near to the D−s peak, in combination
with the low Detached yields in regions further away from the D−s resonance. In
addition, a large charge asymmetry is observed between D+

s µ
− and D−s µ+. These

data contain candidates with low muon pT, for which a larger fraction of candidates
will traverse the central detector region. Thus, a large raw asymmetry is induced
by acceptance effects related to the inactive beampipe region.
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Figure 7.11: The fitted data from a particular p−px−py bin for a) D+
s µ
− and b) D−s µ+

type candidates. The binning dimensions are defined by [p, px, py] = [30→ 40, −1.3→ 0,
−1.2 → 1.2]. A double-gaussian D−s peak and first order Detached background model is
used.

The fitted wide to narrow gaussian-width ratio, R, is shown in each of the px−py
sub-bins is Figure 7.12, for several coarse bins in p. The sub-bin values of R show no
strong dependence on sub-bin, although it is worth mentioning that R is correlated
to other fitting parameters (such as fn) and so deviations are not unexpected. A
constrained signal model is suggested to improve the stability of the fitting in data
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bins with low signal yields. The data is first fitted in coarse bins of muon candidate
p, which was shown to produce stable results in Section 7.1.3. The shape of the
fitted D−s peak is then constrained in each px−py and pT−φ sub-bin, to that fitted
in the coarser p bin. This approach is referred to as the constrained sub-bin (CSB)
method. The parameters that are fixed to those found in the coarser bins are the
ratio of wide to narrow gaussian-widths (R) and the fraction of the D−s peak that
is described by the narrower gaussian component (fn). All other parameters are
allowed to vary in the fitting process.
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Figure 7.12: The wide to narrow gaussian-width ratio (R) for the px−py sub-bins in the
momentum range a) 6−20GeV and b) 50−100GeV.

The raw asymmetries obtained with the CSB method are given in Table 7.7. The
results from the double-gaussian models with both first and second order Detached
background shapes are consistent with one another and those found using uncon-
strained fitting models in the coarser binning schemes (see Table 7.5). The values
vary by up to 0.08% for a particular magnetic field polarity, whereas the mean varies
by only 0.04%. The results obtained using the extended fitting range still vary sig-
nificantly between binning schemes. It appears that the larger number of free fitting
parameters in this model leads to inconsistent results when fitting to data bins with
low statistics.

Reflected binning

The combination of the LHCb detector geometry and the magnetic field leads
to large charge asymmetries in some of the kinematic sub-bins, as was seen in
Figure 7.11. This is also shown in Figure 7.13(a), where asymmetries of up to
∼50% are seen in some of the 50 p−px−py sub-bins. These large, acceptance in-
duced asymmetries will mostly cancel when all of the kinematic bins are considered.
For example, in a particular magnetic field polarity, the raw asymmetries in bins
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Table 7.7: The raw asymmetry in % when using the three-dimensional binning schemes
and CSB method. The unconstrained single-gaussian method is shown for reference. The
order of the polynomial used to describe the Detached background is shown on each row.

Model Magnet up Magnet down Mean

Single-gaussian px−py pT−φ px−py pT−φ px−py pT−φ
Bkg − Poly(1st) 0.88± 0.37 1.32± 0.36 −0.69± 0.31 −1.09± 0.31 0.10 0.12

Double-gaussian (CSB)

Poly(1st)− SWR 0.90± 0.37 0.85± 0.37 −0.66± 0.31 −0.68± 0.31 0.12 0.09
Poly(2nd)− SWR 0.89± 0.38 0.90± 0.38 −0.74± 0.33 −0.66± 0.31 0.08 0.12
ER : Poly(2nd)− SWR 1.27± 0.36 1.32± 0.36 −0.78± 0.30 −0.52± 0.30 0.24 0.40

5 and 6 of Figure 7.13(a) have opposite sign and approximately equal magnitudes.
In addition, if the values within a particular bin are averaged over both magnetic
field polarities, the detector induced asymmetry will mostly cancel. However, if
the fitted uncertainty of a measurement is calculated incorrectly, then the weighted
mean will be biased towards the values with smaller uncertainties. Thus binning
schemes with large initial raw asymmetries are sensitive to bias due to poor fitting.
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Figure 7.13: The p−px−py raw asymmetries when using a double-gaussian D−s peak model
with first order Detached background and the SWF and CSB constraints, for a) the regular
and b) the reflected binning schemes. The weighted averages of all px−py bins are shown
by the solid horizontal lines.

An alternative way of binning the data is to use a reflected binning scheme, where
the signal yields of one charge are compared to those of the other charge in the bin
that is reflected about the py-axis. With reference to the p−px−py binning schematic
in Figure 7.10, this corresponds to the comparison of the positively charge muon
candidates in bin numbers 1, 2, 3, 7 and 8 with the negatively charged candidates
in bin numbers 6, 4, 5, 10 and 9, respectively. For the p−pT−φ binning scheme
the muon candidates of one charge in bin number 1 are compared to those of the
opposite charge in bin number 3.
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The raw asymmetries obtained when adopting the reflected scheme are shown in
Figure 7.13(b), where deviations from the mean are significantly reduced compared
to the regular binning scheme. The raw asymmetries obtained when using the
reflected scheme are given in Table 7.8. Excellent agreement is found between the
different binning schemes and fitting models. Observed variations in the weighted
mean are less than 0.06%, even when using the previously inconsistent ER model.

Table 7.8: The raw asymmetry in % when using the three-dimensional reflected binning
schemes. The order of the polynomial used to describe the Detached background is shown
on each row.

Model Magnet up Magnet down Mean

Single-gaussian px−py pT−φ px−py pT−φ px−py pT−φ
Bkg − Poly(1st) 0.87± 0.38 0.88± 0.37 −0.68± 0.32 −0.69± 0.32 0.10 0.10

Double-gaussian (CBS)

Poly(1st)− SWR 0.88± 0.37 0.89± 0.37 −0.66± 0.31 −0.67± 0.31 0.11 0.11
Poly(2nd)− SWR 0.95± 0.39 0.99± 0.39 −0.75± 0.33 −0.79± 0.33 0.10 0.10
ER : Poly(2nd)− SWR 0.95± 0.36 0.90± 0.36 −0.65± 0.27 −0.59± 0.30 0.15 0.15

The model used to determine the signal yields with which asfs is measured in
the following section is the double-gaussian D−s peak with a first order Detached
background. This is the simplest model that describes the data well and has also
been shown to provide consistent results. Both the SWR and CSB constraints are
used to aid fit stability. The reflected binning scheme is used to protect from bias
associated to poor fit quality.

7.2 The measured asymmetry

In the previous sections it was shown that the signal yields and muon selection
efficiencies can be accurately determined. With these ingredients, the measured
asymmetry is calculated in each of the kinematic sub-bins, using Equation 6.22.
The tracking and background corrections (Atrack

µπ and Ab) are temporarily neglected.
These are small compared to the muon corrections and are discussed independently
in Section 7.3. The sub-bin boundaries are modified slightly from those described
in Section 7.1.4, with muons of pT below 1.5GeV excluded from the analysis. This
reduces the dataset by only a few percent and removes the data that are most
significantly biased by the L0 muon trigger. The revised binning schemes are shown
schematically in Figure 7.14.

Two methods have been used to correct for muon-selection induced bias. In the
first, the LUT correction is not applied and the muon selection efficiencies alone are
used to correct bias. With this approach the data must be divided into fine kinematic
bins at low muon candidate pT, as it is in this region that the L0 trigger bias is largest.
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Figure 7.14: The revised data binning thresholds. a) The p−px−py scheme. When the
LUT correction is not applied, muon efficiencies are determined in additional bins of pT.
b) The p−pT−φ scheme. There are two sets of pT bin thresholds, the finer of which is
used when the LUT correction is not applied. Both schemes also have five bin of p defined
by the thresholds: 6− 20− 30− 40− 50− 100GeV.

With the p−pT−φ binning scheme this is simply achieved by measuring the signal
yields and muon selection efficiencies in fine bins of pT, resulting in 100 sub-bins per
magnetic field polarity. For the p−px−py scheme, a fourth dimension is required.
In addition to the bins of p, px and py, the muon selection efficiencies are measured
in bins of pT, for which the binning thresholds are shown in Figure 7.14(a). Only
the muon selection efficiencies are measured in this additional dimension, which is
possible due to the large calibration sample statistics. The signal data yields are
measured in only the 50 p−px−py sub-bins. The pT distribution of the D−s peak
candidates (defined as those that are within ±20MeV of the D−s mass) is then used
to determine the fraction of signal in each of the additional pT sub-bins.

In the second method the LUT correction is applied to both the signal and KS
calibration samples. The sensitivity to detector bias at low pT is reduced and coarser
data binning can be used. In the p−px−py binning scheme the additional pT dimen-
sion is not needed and the signal yields and muon efficiencies are determined in the
regular 50 sub-bins. For the p−pT−φ binning scheme a coarser pT binning is used,
resulting in a total of 40 sub-bins. The raw asymmetry obtained in each analysis
strategy is given both before and after the application of the LUT correction in
Table 7.9. Results obtained in each binning scheme are consistent with one another.

The measured asymmetry, Ameas, is determined in each of the three-dimensional
sub-bins. The total measured asymmetry is calculated by taking the mean of all sub-
bin results, weighted to the uncertainty of each measurement. The results obtained
when using the MS calibration sample (without the LUT correction) are shown
in Figure 7.15. For each binning scheme and magnet polarity, the various sub-bin
measurements are found to be statistically compatible with the weighted mean.

The measured asymmetries are consistent with having no dependence on the
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Table 7.9: The raw asymmetries with the revised binning schemes, both with and without
the LUT correction. The raw asymmetries obtained in coarse bins of p and pT are also
shown for comparison.

Binning scheme Raw asymmetry [% ]

L0 uncorrected Magnet down Magnet up Arithmetic mean

p −1.57± 0.30 1.79± 0.35 0.11± 0.23
pT −1.58± 0.30 1.77± 0.35 0.09± 0.23
p−px−py −1.56± 0.31 1.78± 0.37 0.11± 0.24
p−pT−φ −1.57± 0.31 1.79± 0.37 0.11± 0.24

L0 corrected

p −0.59± 0.30 0.93± 0.36 0.17± 0.24
pT −0.60± 0.30 0.90± 0.36 0.15± 0.24
p−px−py −0.58± 0.32 0.94± 0.38 0.17± 0.25
p−pT−φ −0.58± 0.32 0.93± 0.38 0.17± 0.25
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Figure 7.15: The measured asymmetry in each sub-bin of the p−px−py binning scheme is
shown for a) magnet down and b) magnet up polarity data. The p−pT−φ binning scheme
results are shown for c) magnet down and d) magnet up polarity data. A horizontal fit (the
weighted average) to the sub-bins is shown by a solid line. The quality-of-fit parameters
and fitted results are displayed on each figure.
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momentum of the muon candidate, as shown in Figure 7.16. The results obtained in
each momentum bin are also consistent when using different binning strategies and
muon calibration samples. The total measured asymmetries from each magnetic field
polarity are summarised in Table 7.10. The results from the different magnetic field
polarities are inconsistent with one another at the confidence level of approximately
2.5 standard deviations. This could simply be a statistical fluctuation; however, it
may be an indication of residual detector bias.

)  [ GeV/c ]µMomentum (
0 20 40 60 80 100

  [
 %

 ]
m

ea
s

 A

-10

-5

0

5

10 φ-
t

Magnet up: p-p

y
-p

x
Magnet up: p-p

φ-
t

Magnet down: p-p

y
-p

x
Magnet down: p-p

MS
, TrigMSMuID

(a)

)  [ GeV/c ]µMomentum (
0 20 40 60 80 100

  [
 %

 ]
m

ea
s

 A

-10

-5

0

5

10  
KS

 , Trig
MS

Magnet up: MuID

MS
 , Trig

MS
Magnet up: MuID

KS
 , Trig

MS
Magnet down: MuID

MS
 , Trig

MS
Magnet down: MuID

 binning scheme
y

-p
x

p-p

(b)

Figure 7.16: The measured asymmetry as a function of the muon candidate momentum
for a) the two binning schemes and b) the two muon calibration samples used to correct
trigger induced bias. In b), the labels “TrigKS” and “TrigMS” identify which calibration
sample is used, and correspond to measurements for which the L0 LUT correction is and
is not applied, respectively.

Table 7.10: The measured asymmetry for each magnetic field polarity and their arithmetic
mean. The MuID corrections used in all measurements are obtained with the MS sample.
The calibration sample that has been used to correct trigger bias is labelled on each row.
The first uncertainty is due to the signal statistics and the second is due to the statistics
of the muon calibration samples.

Binning scheme Measured asymmetry [% ]

L0 uncorrected Magnet down Magnet up Arithmetic mean

MS: p−px−py −0.60± 0.32± 0.08 0.64± 0.37± 0.11 0.02± 0.24± 0.07
MS: p−pT−φ −0.62± 0.32± 0.06 0.63± 0.37± 0.11 0.01± 0.24± 0.06
KS: p−px−py −0.59± 0.32± 0.09 0.59± 0.37± 0.13 0.00± 0.24± 0.08
KS: p−pT−φ −0.61± 0.32± 0.09 0.61± 0.37± 0.13 0.00± 0.24± 0.08

L0 corrected

KS: p−px−py −0.48± 0.32± 0.11 0.62± 0.38± 0.13 0.07± 0.25± 0.09
KS: p−pT−φ −0.52± 0.32± 0.11 0.57± 0.38± 0.13 0.02± 0.25± 0.09

The statistical power of the data sample is maximised by taking the weighted
average of the results obtained with each magnet polarity. However, a larger fraction
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of data was collected with magnet down polarity, giving greater weight to the result
obtained with this polarity. The weighted average is therefore sensitive to residual
asymmetries. To err on the side of caution, the final result is obtained by taking
the arithmetic mean of results from each magnetic field polarity, in order to cancel
potential residual bias. The mean varies by only 0.07% when using different bin-
ning schemes and muon calibration samples. A systematic uncertainty of 0.04% is
assigned (approximately half the observed variation) due to the imperfect kinematic
matching of the calibration and signal muons.

The largest source of detector asymmetry that has been identified is from the L0
muon trigger, which was seen to vary strongly with the pT of the muon candidate.
The measured asymmetry, however, shows no significant dependence on muon can-
didate pT, as shown in Figure 7.17. This suggests that if there is a residual detector
bias, it is unlikely to have been induced by the L0 muon trigger. This statement is
further supported by the good agreement between results obtained with and without
the application of the LUT correction. Additional systematic studies and further
corrections to the measured asymmetry are discussed in the following sections.
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Figure 7.17: The measured asymmetry as a function of the muon candidate pT, when the
MS sample is used in the p−pT−φ binning scheme without the LUT correction applied. A
horizontal fit (equal to the weighted average) to both the magnetic field up and down po-
larity results is shown by the dashed lines. The corresponding fit parameters are displayed
on the figure.

7.3 Systematic studies and further corrections

Various systematic studies have been performed as cross-checks of the measured
asymmetries presented in the previous section. In addition to these tests, the cor-
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rections associated to pion and muon tracking bias, and background induced asym-
metries are given.

7.3.1 Data fitting models

Data fitting is a crucial aspect of this analysis, for determining both the signal
yields and the muon selection efficiencies. The model used to describe the signal
was discussed in detail in Section 7.1. A systematic uncertainty of 0.05% is assigned
to the signal fitting procedure. This is based on the raw asymmetry variations seen
between different binning schemes and signal models in Tables 7.5 and 7.8, and those
seen for the final fits used to determine asfs in Table 7.9.

The fitting model used to determine the muon selection efficiencies via the tag
and probe method was chosen based on that used in previous J/ψ analyses at
LHCb [108], and by choosing a parameterisation that gives good fitting stability
and quality-of-fit. The nominal fitting model comprises a double Crystal Ball (CB)
function1 with a first order background shape. The two CB’s have independent
means and widths, with a shared value of the α parameter, and the n parameter
fixed to equal 1. Variations to this model have very little influence on the measured
asymmetry, as shown by Table 7.11. Models in which: a single CB is used, the two
CB’s have a common mean, and where the CB has n = 5 (which forces the distri-
bution to have a larger radiative tail component) have been investigated. Each of
these variations leave the mean measured asymmetry unchanged, despite worsen-
ing the quality-of-fit parameters significantly. The background “counting method”
described in Section 6.4.4 has also been used, for which the background shape in
the signal region is estimated using the data sidebands. This makes no assumption
about the signal peak shape. Even with this simple model, the central value changes
by only 0.01%. The measured asymmetry has shown no significant dependence on
the fitting model, therefore no systematic uncertainty is assigned.

Table 7.11: The measured asymmetry for various fitting methods using the MS sample in
the p−pT−φ binning scheme, without the application of the LUT correction.

Measured asymmetry [% ]

Fitting model Magnet down Magnet up Arithmetic mean

Nominal −0.62± 0.32± 0.06 0.63± 0.37± 0.11 0.01± 0.24± 0.06
Single CB −0.62± 0.32± 0.06 0.64± 0.37± 0.11 0.01± 0.24± 0.06
Shared CB mean −0.62± 0.32± 0.06 0.63± 0.37± 0.11 0.01± 0.24± 0.06
n(CB) = 5 −0.62± 0.32± 0.06 0.63± 0.37± 0.11 0.01± 0.24± 0.06
“Counting method” −0.57± 0.32± 0.07 0.60± 0.37± 0.12 0.02± 0.24± 0.07

1The CB parameterisation is described in Section 6.4.4.
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7.3.2 Fiducial selection

It was shown in Section 6.4.3 that there are regions of muon phase-space with
large, acceptance-induced charge asymmetries, which mostly cancel when the entire
muon phase-space is considered. Fiducial selections can be applied to exclude these
regions. Similar selections can be applied to the pion candidate, the criteria of which
are listed in Table 7.12, and were determined in studies described in Ref. [113]. To
investigate potential residual bias due to this effect, the measured asymmetry is
determined following various combinations of the fiducial selections. The findings
are given in Table 7.13. The change in the mean measured asymmetry is of similar
magnitude to the systematic uncertainty assigned to the signal yield fitting proce-
dure (0.05%), which must be repeated following each fiducial selection. As such, no
systematic uncertainty is assigned due to fiducial effects.

Table 7.12: The pion candidate fiducial selection (with momentum components in units of
MeV).

Detector region Selection

Beampipe (if |py/pz| ≤ 0.02) |px| ≥ (418− 0.01397× pz)
|px| ≤ (497 + 0.01605× pz)

Outer region |px| ≤ 0.317× (pz − 2400)

Table 7.13: The measured asymmetry for various fiducial selections using the MS sample
in the p−pT−φ binning scheme (without the LUT correction). The beampipe excluded
selection (BPE) requires that the muon and pion candidates have |py/pz| > 0.02, to remove
particles that could traverse the inactive beampipe region.

Fiducial Statistical Measured asymmetry [% ]

selection reduction [% ] Magnet down Magnet up Mean

Nominal − −0.62± 0.32 0.63± 0.38 0.01± 0.25
Muons 1.5 −0.64± 0.32 0.60± 0.38 −0.02± 0.25
Muons+Pions 15.6 −0.58± 0.35 0.50± 0.41 −0.04± 0.27
Muons+Pions+BPE 32.8 −0.60± 0.39 0.70± 0.46 0.05± 0.30

7.3.3 HLT2 trigger categories

The muon corrections account for only L0 and HLT1 induced bias. At the HLT2
level the signal data are selected by the logical OR of the inclusive-φ trigger line
and the three topological-muon trigger lines. The topological trigger was discussed
in Section 6.5, with potential bias found to be less than 10−3 at the 68% confidence
level. As approximately half the data is exclusively selected by these triggers, a
systematic uncertainty of 0.05% is assigned.
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Due to the similar kinematic spectra of K± (shown in Section 6.3), it is assumed
that the inclusive-φ trigger does not introduce a charge bias. To test this assumption,
the data has been analysed in two statistically independent sub-samples which are
defined by the HLT2 trigger decisions. The first sample, referred to as “MuTopo”, is
TOS in one of the topological lines and not-TOS in the inclusive-φ line. This sample
comprises approximately 57% of the total data. The second sample, referred to as
“InclPhi”, comprises data that is TOS in the inclusive-φ line. The raw and measured
asymmetries in each of these trigger sub-categories are given in Tables 7.14 and 7.15.
The results obtained in each sample are statistically compatible with one another,
suggesting that there is no significant bias introduced by the HLT2 triggers. Both
samples exhibit a negative and positive asymmetry for magnetic field down and up
polarity data, as that was observed for the full data sample in Section 7.2.

Table 7.14: The raw asymmetry in each of the HLT2 trigger sub-categories.

Raw asymmetry [% ]

Binning scheme HLT2(MuTopo) HLT2(InclPhi)

L0 uncorrected Magnet down Magnet up Mean Magnet down Magnet up Mean

p−px−py −1.29± 0.41 1.50± 0.49 0.11± 0.32 −1.89± 0.48 2.18± 0.56 0.14± 0.37
p−pT−φ −1.29± 0.41 1.48± 0.47 0.10± 0.31 −1.90± 0.48 2.22± 0.56 0.16± 0.37

L0 corrected

p−px−py −0.34± 0.42 0.66± 0.50 0.16± 0.33 −0.87± 0.49 1.27± 0.57 0.20± 0.38
p−pT−φ −0.33± 0.42 0.67± 0.50 0.17± 0.33 −0.88± 0.49 1.26± 0.57 0.19± 0.38

Table 7.15: The measured asymmetry in each of the HLT2 trigger sub-categories. The
quoted uncertainty is equal to the uncertainty due to signal statistics and muon selection
efficiencies added in quadrature.

Measured asymmetry [% ]

Binning scheme HLT2(MuTopo) HLT2(InclPhi)

L0 uncorrected Magnet down Magnet up Mean Magnet down Magnet up Mean

MS: p−px−py −0.41± 0.42 0.37± 0.50 −0.02± 0.33 −0.82± 0.49 0.94± 0.57 0.06± 0.37
MS: p−pT−φ −0.41± 0.42 0.37± 0.50 −0.02± 0.33 −0.83± 0.48 0.97± 0.57 0.07± 0.37
KS: p−px−py −0.39± 0.42 0.31± 0.51 −0.04± 0.33 −0.83± 0.49 0.89± 0.57 0.03± 0.38
KS: p−pT−φ −0.39± 0.42 0.32± 0.51 −0.04± 0.33 −0.85± 0.49 0.95± 0.57 0.05± 0.38

L0 corrected

KS: p−px−py −0.26± 0.43 0.33± 0.52 0.04± 0.34 −0.78± 0.50 0.96± 0.59 0.09± 0.39
KS: p−pT−φ −0.28± 0.44 0.30± 0.52 0.01± 0.34 −0.83± 0.50 0.89± 0.59 0.03± 0.39

7.3.4 Stability over time

The measured asymmetry has been investigated as a function of the time at
which the data were collected. Data are collected in “runs”, each of which is assigned
a unique number. The signal yields are shown as a function of run number in
Figure 7.18. Six run “blocks” are defined, corresponding to data collected with each

156



7.3. SYSTEMATIC STUDIES AND FURTHER CORRECTIONS

of the magnetic field polarities at the beginning, middle and end of 2011. The raw
and measured asymmetries are shown in Figures 7.19(a) and 7.19(b) for the total
data sample (known as “OrHlt2”) and the two HLT2 sub-categories. There is no
evidence of a time-dependent bias, with measurements from different run blocks
statistically compatible with one another.
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Figure 7.18: The yield of signal data versus run number. The run number block boundaries
are divided by the vertical black dashed lines.
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Figure 7.19: The a) raw and b) measured asymmetry as a function of run block.

7.3.5 Raw asymmetries

The measured asymmetries from each magnetic field polarity are incompatible
with one another at the level of 2.5 standard deviations (see Table 7.10). That the
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magnitudes of each asymmetry are approximately equal and of opposite charge is
indicative of a residual detector bias. The source of residual bias is further investi-
gated by measuring the raw asymmetry as a function of various event parameters.
For the plots shown in this section, the LUT correction has been applied to better
observe the raw asymmetries in the absence of the large L0 muon effect.

The raw asymmetry is shown as a function of the SS-kaon and pion kinematics
in Figure 7.20. The raw asymmetry has also been found as a function of the B±s -
candidate (D∓s µ±) kinematics, as shown in Figure 7.21. In the same figure the raw
asymmetry is shown as a function of the event multiplicity, which is defined as the
total number of long tracks in the event. No obvious source of selection induced
bias is apparent from these cross-checks.
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Figure 7.20: The raw asymmetry as a function of the SS kaon a) p and b) pT, and the
pion c) p and d) pT.
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Figure 7.21: The raw asymmetry as a function of the B±s -candidate a) p, b) pT and c)
pseudorapidity, and d) the total number of long tracks in the event.

7.3.6 Background correction

The method used for fitting the Prompt and Detached backgrounds was discussed
in Section 7.1. The shape of the Prompt background is determined using D+

s h
− cal-

ibration data, which has an enhanced Prompt component with respect to the signal
sample. This shape is used to constrain the two-dimensional fit to the signal data, to
determine the number of Prompt events. The Prompt induced charge-asymmetry is
found to equal (0.14±0.07)% for magnet up, (−0.05±0.05)% for magnet down, and
(0.04 ± 0.04)% averaged over magnet polarities. Additional sources of background
with very similar or identical final states to the signal candidates have also been
investigated [94] and are summarised below.

Fake muons associated to B0
s → D−s X decays

Despite the tight muon PID selection used in this analysis, pions and kaons are
still sometimes misidentified as muons. This may result in purely hadronic decays

159



CHAPTER 7. FLAVOUR-SPECIFIC ASYMMETRIES USING
SEMILEPTONIC B DECAYS: RESULTS

such as B0
s → D−s π

+ being mistaken for signal. However, provided that the muon
fake-rate is not significantly charge-asymmetric this will not influence the measured
asymmetry. The fraction of signal data from this type of background was found to
be approximately 1% of the total sample, by study of real D−s π+ and D−s K+ decays,
and inclusive simulated events (see Table 7.16). The muon fake-rate has been studied
using D∗+ → π+D0(→ K−π+) decays. The probability for charged hadrons to be
misidentified as muons is shown as a function of p in Figure 7.22. Misidentification
ratios in particular p bins are less than ∼10% for both kaons and pions, and smaller
still when the full momentum range is integrated over. Thus the potential bias from
this source is of order ∼10−4. This background includes contributions from real
muons produced by in-flight kaon decay.

Figure 7.22: The muon misidentification probability as a function of track momentum for
a) kaons and b) pions. Figures from Ref. [113].

b-hadrons to c-hadrons with subsequent semileptonic charm decay

Backgrounds are also considered due to D−s and µ+ combinations from b→ ccs

decays, where the virtual W− produces a D−s and the muon originates from the
semileptonic decay of the other D+ meson. Alternatively, a D−s and a µ+ may
be produced from different b parents. Using inclusive B → D−s yields and MC
simulation, this background is estimated to be (3.5 ± 0.9)%. Such decays are of
opposite sign to the signal and result in a background asymmetry that is proportional
to the magnitude of the production asymmetry of the source.

B → DsKµν semileptonic decays

Semileptonic B-meson decays in which a kaon is produced in association with
a Ds meson occur at a relatively low rate. The BaBar collaboration measured the
exclusive decay branching fraction B(B− → D

(?)+
s K−l−ν) = (6.1±1.2)×10−4 [116].

It is assumed (based on isospin invariance) that the same rate is applicable for B0

decays to D+
s K

0µ−ν. Using MC simulations and the b-hadron fractions measured
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at LHCb [103], the fraction of this background in the signal sample is determined
to be (3.3 ± 0.9)%. These have the opposite sign to the “b-hadrons to c-hadrons”
background discussed above. Therefore B− and B0 production-asymmetry induced
bias between these two sources will partially cancel.

Background asymmetry correction

The B0 and B+ production asymmetries have been measured at LHCb to be
(−1.0 ± 1.3)% and (−0.18 ± 0.93)% [117, 118]. Table 7.16 summarises the back-
grounds considered in the previous few sections, along with their branching frac-
tions, production asymmetries, and relative efficiency for selection compared to the
B0
s → D−s µ

+ signal. The total asymmetry from b-type backgrounds is determined to
be (0.02±0.02)%. The systematic error includes uncertainties related to the various
branching fractions, but is dominated by the large uncertainties in the production
asymmetries.

Combined with the (0.04±0.04)% asymmetry associated to Prompt asymmetries,
the total background asymmetry is Ab = (0.06 ± 0.05)%. This value is subtracted
from the measured asymmetry (from Section 7.2) and a systematic uncertainty of
0.05% is assigned.

Table 7.16: The branching fractions and selection efficiency ratios for the various B → DX
backgrounds considered. Table from Ref.[113].

Mode Branching fraction ε(signal)/ε(background) Production asymmetry

B+ → D+
s X (7.9± 1.4)% 11 (−0.18± 0.93)%

B0 → D+
s D

0X (5.7± 1.2)% 11 (−1.50± 1.30)%
B0 → D+

s D
−X (4.6± 1.0)% 18 (−1.50± 1.30)%

Λb → D+
s ΛcX (10± 2)% 14 (−2.0± 2.0)%

B+ → D−s Kµ
+ (6.1± 1.2)× 10−4 2 (−0.18± 0.93)%

B0 → D−s Kµ
+ (6.1± 1.2)× 10−4 2 (−1.50± 1.30)%

7.3.7 Tracking efficiencies

Tracking-induced charge asymmetries may arise due to differences in interaction
cross-sections with detector material, or due to acceptance effects that impact one
charged particle more than another. A data-driven technique has been developed
to determine the charged pion detection efficiency. Fitted yields of partially recon-
structed D∗ + → D0π+

s are compared to yields obtained with a full reconstruction.
In the partial reconstruction the charm decay D0 → K−π+π−π+ is reconstructed
with a single pion missing. This channel has sufficient kinematic constraints to be
efficiently selected even when one pion is missing. This method has been used in an
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independent analysis to measure the D±s production asymmetry, and is described in
greater detail in the corresponding publication [114].

The π± interaction cross-sections are approximately equal for the pion momen-
tum range used in this analysis. Tracking asymmetries therefore depend mostly upon
the detector acceptance. Although the absolute magnitudes of pion and muon track-
ing efficiencies are expected to differ, acceptance-induced asymmetries are common
to both. The tracking efficiency ratio, ε(π+)/ε(π−), is found to be approximately
independent of both the pion p and pT, as shown by Figure 7.23. In selecting both
a π± and an oppositely charged µ∓, tracking-induced bias mostly cancels, as

ε(π±)

ε(π∓)
× ε(µ∓)

ε(µ±)
= 1. (7.4)

This statement is only valid to the precision with which the efficiency ratios can
be shown to be independent of p and pT, due to kinematic differences between the
pions and muons. Figure 7.24 shows that such kinematic differences are significant.
The tracking asymmetry Atrack

µπ is determined by folding the pion track reconstruc-
tion efficiency measurements with the momentum spectra of the pion and muon
candidates. The tracking asymmetry is found to be Atrack

µπ = (0.01 ± 0.13)%. This
is treated in an analogous way to the b-background correction described in the pre-
vious section, with the central value subtracted from the measured asymmetry and
a systematic uncertainty of 0.13% assigned.

(a) (b)

Figure 7.23: a) The pion tracking efficiency ratio, ε(π+)/ε(π−), as a function of pion
momentum, for each magnetic field polarity. b) The pion tracking efficiency ratio, averaged
over both magnet polarities and as a function of the pion p and pT. Figures from Ref. [114].

7.3.8 Systematic uncertainties

The various sources of systematic uncertainty are summarised in Table 7.17.
Dominant contributions are from pion and muon tracking efficiency measurements
(0.13%), muon calibration sample statistics (0.06%), potential HLT2 bias (0.05%),
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Figure 7.24: The momentum distribution of signal pion and muon candidates.

Table 7.17: A summary of the systematic uncertainties of the corrected asymmetry Acorr.
The sections in which the systematics are discussed are also listed.

Source Section σ(Acorr)[%]

Signal modelling 7.3.1 0.05
Background subtraction 7.3.6 0.05
Track reconstruction 7.3.7 0.13
Kinematic matching between calibration and signal data 7.2 0.04
Muon topological HLT2 trigger 7.3.3 0.05
MS calibration sample statistics 7.2 0.06

Total 0.17

asymmetric backgrounds (0.05%) and signal modelling (0.05%). The total system-
atic uncertainty is 0.17%, which is approximately two thirds of the statistical un-
certainty.

7.4 Summary and conclusions

The final result is obtained using the p−pT−φ binning scheme and the MS cali-
bration sample, as this has the smallest statistical uncertainty. The corrected asym-
metry, Acorr = Ameas(0.01%)− Atrack

µπ (0.01%)− Ab(0.06%) is,

Acorr = (−0.06± 0.24± 0.17)%, (7.5)

where the first uncertainty is statistical and the second is systematic (see Table 7.17).
The relationship between the corrected asymmetry and asfs was discussed in Sec-

163



CHAPTER 7. FLAVOUR-SPECIFIC ASYMMETRIES USING
SEMILEPTONIC B DECAYS: RESULTS

tion 6.1, with Acorr = asfs/2. It follows that the flavour-specific asymmetry is,

asfs = (−0.12± 0.48± 0.34)%, (7.6)

which is consistent with the Standard Model (SM) prediction of
asfs = (1.9 ± 0.3) × 10−5 [14] and is the single most precise measurement of asfs to
date.

The measurement is compared to preceding measurements in Figure 7.25. The
only measurement that is significantly discrepant from the SM is that of the DØ
collaboration. They have measured the dimuon asymmetry in 1.96TeV pp collisions
to be Absl = (−0.787 ± 0.172 ± 0.093)% [17], which is approximately four standard
deviations from the SM prediction. The data sample used by the DØ experiment
contains B0 and B0

s mesons, such that the measured asymmetry can be related to
each afs component by the relation, Absl = (0.594 ± 0.022)adfs + (0.406 ± 0.022)asfs.
These coefficients depend on both the production rates and mixing frequencies of
the B mesons. Although a greater number of B0 are produced, the lower mixing
frequency of B0 mesons relative to that of B0

s mesons increases the probability of
them decaying without oscillating. The two effects approximately cancel, leaving the
coefficients for B0 and B0

s approximately equal. By considering several specific cases,
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Figure 7.25: The current status of afs in the adfs−asfs plane. The HFAG averaged adfs band
does not include the most recent measurement from BaBar [98], which changes the HFAG
Υ(4S) average to adfs = (0.02± 0.31)%.
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this relation can be used to compared the DØ measurement with measurements
made in other experiments and with the SM predictions. Assuming adfs = 0, the DØ
measurement becomes asfs = (−1.94± 0.49)%. This is inconsistent with the result of
this analysis at the confidence level of 2.4 standard deviations. In a second case it is
assumed that asfs = 0, for which DØ measurement becomes adfs = (−1.32 ± 0.34)%.
This is inconsistent with the Heavy Flavour Averaging Group [101] average from
Υ(4S) measurements of adfs = (0.02± 0.31)% at the confidence level of 2.9 standard
deviations. In a third case it is assumed that each component is equal, in which case
the measured DØ asymmetry is unchanged and adfs = asfs = (−0.79± 0.20)%. In this
case the result is inconsistent with the Υ(4S) measurements and the result from this
analysis at the confidence levels of 2.2 and 1.1 standard deviations, respectively.

The dilepton asymmetry measured by the DØ experiment strongly suggests that
afs is non-zero and negative. The measurement presented in this thesis does not
have the precision required to confirm or refute this, and is consistent with both
the SM and the anomalous like-sign asymmetry measured by the DØ experiment.
The result has been obtained using data collected at LHCb from 1 fb−1 of integrated
luminosity in 2011. Following 2012 data taking, an additional 2 fb−1 of integrated
luminosity has been recorded at LHCb. Thus updates to this analysis are expected
to have a reduction in the statistical uncertainty by a factor of approximately 2. In
addition, it is expected that the dominant systematic uncertainties associated to the
calibration sample statistics will be reduced by a similar factor.
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APPENDIX

A

PROJECTED ANGLE

The projected angle is a parameter related to the orientation of a track passing
through a silicon sensor. It is related to both the angle of incidence of the track
to the sensor plane and the strip orientation within the sensor plane. FigureA.1
is a schematic diagram showing the various angles of a track incident on a sensor
region. The projected angle is displayed. The following is an attempt at describing
the projected angle, taken from Ref. [33]:

“The projected angle is the angle between the track and the perpendicular to the
sensor, in the plane perpendicular to the sensor and containing the perpendicular to
the strip.”

Figure A.1: Geometrical definition of the projected angle. α and αp are the track angle and
projected angle respectively. l⊥ and l// are the track components parallel and perpendicular
to the strip. The thickness of the sensor is designated by “d”. Figure and caption from
Ref. [119].
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