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ABSTRACT

The understanding of the nucleon is as of yet not complete. In particular, the contribution

of the gluon content is not well understood. Utilizing the framework of Generalized Parton

Distributions enables predictions to be made if some information on them is known. We

investigated exclusive photo and electroproduction of heavy vector mesons (the quarko-

nia J/ψ and Υ), which can give access to the currently poorly constrained gluon distri-

bution Eg. For this reason, we implemented a model for it with several variants in order

to represent a spread of plausible distributions. We used current experimental results for

exclusive φ and ρ0 production to test our variants for Eg. For quarkonium production,

the analytic calculation of the Leading Order production amplitudes was performed, ver-

ifying results published previously, in particular confirming that in the non-relativistic

collinear approximation there is no access to the polarized or gluon helicity flip distribu-

tions, i.e. H̃g and Hg
T . Numerical results for both the Leading Order and, in the case of

photoproduction, also Next-to-Leading Order amplitudes were calculated, based on our

Leading Order amplitudes and already existing Next-to-Leading Order expressions. The

observables we looked at are the unpolarized cross section, spin density matrix elements,

and two spin-asymmetries — the transverse single-spin asymmetry AN , and a newly dis-

cussed double-spin asymmetry ALS , which we identified as a very promising observable

for measuring Eg. We find that in the case of J/ψ photoproduction higher order correc-

tions seem not well under control, while for Υ production the numerical results become

much more stable.
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CHAPTER 1

INTRODUCTION

The search for knowledge about what makes up the universe has been a focus of mankind

for thousands of years, though sometimes theory has considerably outpaced experiment.

The concept of atoms, for example, where matter can be broken down only so far, was

originally proposed thousands of years ago in ancient Greece. While these atoms didn’t

have much relation to what we think of as atoms today, the idea formed the groundwork

of more modern atomic theories. It wasn’t until the early 1800s when John Dalton used

the concept of atoms to explain why elements always react in ratios of small whole num-

bers that we start to approach our modern understanding. At this time, atoms were still

thought to be indivisible, however. It took almost another hundred years until J. J. Thom-

son discovered the electron and came to the conclusion that they were a part of every

atom [1]. As time has progressed, we’ve gotten better and better at smashing apart the

building blocks of the universe to see what’s inside. The present time is very exciting —

we have technology capable not only of investigating what’s inside atoms, but also what

makes up these atomic constituents.

It became obvious that atoms had an internal, and often complex structure, consisting

of electrons orbiting a much larger nucleus [2]. This nucleus was determined to be made

up of protons and neutrons, collectively referred to as nucleons [3]. In the 1950s, advances

in nuclear physics lead to experiments generating many never before seen particles; so

many, in fact, that questions began to arise as to how they could be organized and clas-

sified. In the early 1960s, a new theory positing additional, smaller, building blocks was
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developed [4–7]. These building blocks were termed quarks, and they were originally con-

sidered as largely mathematical objects, as opposed to real particles which could be freely

observed [5]. They did a very good job at sorting the so-called "particle zoo," however

there was still a problem. The observed ∆++ baryon had to be made of 3 up quarks with

parallel spins, but this combination should have been forbidden by the Pauli exclusion

principle. The solution to this dilemma was that the quarks also had to carry an additional

quantum number [8, 9], which was eventually termed color. By the late 1960s there was

experimental evidence that protons had an internal structure [10, 11]. This gave credence

to the idea that quarks were not mere abstract concepts, but actual particles. The quarks

in a nucleon interact with each other through the exchange of gluons, the force carriers of

the strong interaction. This interaction is described by Quantum Chromodynamics (QCD),

the generally accepted microscopic theory of the strong interaction, which was discovered

in the early 1970s [12, 13].

One important aspect of QCD is that of factorization. This importance can best be seen

in analogy to Quantum Electrodynamics (QED), which studies the interaction of electri-

cally charged particles (such as electrons) and photons, the carrier of the electromagnetic

force. In QED, computations can be performed perturbatively; because the coupling con-

stant is small (α ≈ 1/137 for small scales, and only increasing slightly at larger ones) it

can be used as an expansion parameter. In QCD, on the other hand, the coupling (αs) be-

comes sufficiently weak only at high energies/scales, such that, as a matter of principle,

perturbative calculations are possible only for high-energy processes or reactions involv-

ing a particle with a heavy mass. This suppression of the coupling constant at large scales

depends on an aspect of the theory known as asymptotic freedom [14–17]. The minimum

required energy scale for perturbative calculations in QCD to become meaningful is about

themass of the nucleon or in otherwords 1GeV. One has to keep in mind though that even

for high energies many scattering processes cannot be computed completely in perturba-

tive QCD. The reason is that in those processes there is still sensitivity to non-perturbative

physics. However, often QCD factorization allows one to separate the (calculable) per-

turbative part of the cross section from the non-perturbative component [18]. It is not
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guaranteed for any given process to be able to be factorized; however, in many common

processes factorization does indeed hold.

One set of objects that are used to parameterize the non-perturbative part of a process

are the ordinary parton distribution functions (PDFs). These functions appear in many

processes, such as deep inelastic scattering, where a high energy lepton interacts with a

proton (for example), and transfers enough energy such that the proton is broken apart.

PDFs can give us some idea of the internal structure of the nucleon, but in only one di-

mension. Generally, when talking about PDFs, we think about them in terms of a nucleon

which has a large momentum. They can give the distribution of the longitudinal momenta

carried by the partons in the nucleon. This is nice, but even better would be if we could

gather some additional information about the nucleon structure. Since nucleons are three-

dimensional objects, we want to know more about the partons than PDFs can give. In

other words, we want a full three-dimensional picture of the inside of a nucleon.

One way of getting this additional information is via generalized parton distributions

(GPDs). They have been considered an important development for about the past 2 decades

[19–25] and can help us understand more about the nucleon than simple PDFs can. GPDs

give us information about where the partons are located, in effect giving us a look at a

transverse slice of the nucleon [26]. They can also give us information about the angular

momenta of partons, which enter into the spin sum rule for the nucleon, which describes

how the angular momentum and spin of quarks and gluons can generate the total nu-

cleon spin of 1/2 [20]. Besides being able to use factorization to separate the GPD from the

perturbative interaction, GPDs are convenient because they are universal. Besides being

able to use factorization to separate the GPD from the perturbative interaction, GPDs are

known to be universal in those processes where they appear after factorization. Generally,

universality means that the same non-perturbative objects appear in more than one pro-

cess, which allows cross checks and, in particular, also gives predictive power. In the case

of GPDs, for example, experiments investigating deep-virtual Compton scattering (DVCS)

off the nucleon can give us insight into the same GPDs that we have in hard exclusive

meson production (HEMP). In the present work we also make use of universality since
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we take the unpolarized gluon GPD Hg, which was fitted to data for light vector meson

production, in order to compute quarkonium production.

Chapter 2 contains information regarding the GPDs. Additional detail is given regard-

ing these objects, beginning with some background information including useful notation

and the actual definitions of the GPDs relevant in this work. More explicit information re-

garding the usefulness of GPDs follows this discussion, detailing some of the information

we can glean from them. Additionally, there is another aspect of GPDs that hasn’t been

discussed so far — they also depend on a renormalization scale which is typically set to

be on the order of the general energy/mass scale of the process. This scale dependence

can be computed in QCD, order by order in perturbation theory. The resulting LO evolu-

tion equations have been solved [19], and a code which computes the evolution quickly

has also been developed [27]. In this chapter we discuss our models for the GPD Eg , nu-

merically evolve both Hg and Eg , and discuss the contribution of Eg to the nucleon spin

sum rule and the transverse imaging of the nucleon [28]. Our models for Eg will later, in

Chapter 5, be confronted with experimental data for the transverse target spin asymmetry

for light vector meson production.

Chapter 3 introduces the process we investigate in order to access the GPDs — exclu-

sive photo- and electroproduction of vector mesons off the proton. We address specifically

the J/ψ and Υ mesons. These are both heavy mesons, which will give us the hard scale

that we need to factorize the process. The J/ψ meson consists of a charm and anti-charm

quark bound together, while the Υ is a bottom anti-bottom bound state. The investigated

process has been considered useful for probing the gluonic structure of the nucleon for

some time now [29, 30], since it is very clean, especially at leading order (LO) in perturba-

tion theory, where only the gluon exchange is pertinent. For the leading order calculation

we confirm existing results according to which, in the non-relativistic approximation for

the vector meson, only the GPDs Hg and Eg can be addressed [31]. There is no sensitivity

to the remaining six leading twist gluon GPDs, neither for photo- nor for electroproduc-

tion. We additionally discuss the next-to-leading order (NLO) corrections applicable to

photoproduction of quarkonia [32]. Finally, we give the results for electroproduction of
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light vector mesons which we use later on for our numerics.

In Chapter 4, we obtain analytical results for the observables we investigate in terms

of helicity amplitudes for the process. The first observable we have been interested in is

the unpolarized cross section for the process. We also look at spin-density matrix elements

that have beenmeasured for unpolarized J/ψ production at HERA.While in general those

observables give additional information, it turns out that in our LO calculation theymerely

depend on kinematical factors and have no sensitivity to the GPDs. If one wants to get

real sensitivity to the GPD Eg one has to look at transverse target polarization. For this

reason, we turn to two asymmetries; first, the transverse single-spin asymmetry AN (also

referred to asAUT ), in which the target polarization is transverse (or normal) to the reaction

plane; second, a (new) double spin asymmetry [28], ALS , where the target is longitudinally

polarized, and the outgoing nucleon is transversely polarized ("sideways" in the reaction

plane). Searching for an alternative to the "classic" AN for addressing Eg was motivated

by the numerical results from the LO calculation.

In Chapter 5, we present details of the numerical calculations performed. Some infor-

mation regarding the computer code and procedure for numerically evolving the GPDs is

given, along with some discussion of nontrivial issues which had to be overcome. Addi-

tionally, details regarding the computation of the NLO corrections are also presented. One

of our main findings is that in the case of J/ψ, at least for photo-production, the pertur-

bative expansion does not seem to converge very well. For the cross section this general

result was already obtained previously [32]. Somewhat surprisingly even the aforemen-

tioned spin asymmetries are also not stable upon inclusion of higher order corrections. The

situation clearly improves for Υ production.

This work ends with a series of Appendices, giving information useful to the reader,

but not necessary to include in the main body. First, Appendix A details how the GPD

H is modeled, which is similar to that of E. Then, Appendix B introduces the spinor

algebra used in the definitions of the GPDs. Finally, Appendix C presents in explicit detail

a number of equations needed for the numerical computation of the NLO terms for photo-

production.
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CHAPTER 2

GENERALIZED PARTON DISTRIBUTIONS

2.1 Background

While GPDs give us more information than PDFs, the trade-off is that they also depend on

a larger number of variables. PDFs depend only on the longitudinal momentum fraction,

x. This parameter describes the fraction of the nucleon’s momentum that the active parton

possesses. GPDs explicitly depend not only on this quantity (which acquires a slightly

different meaning), but also two others — the so-called skewness ξ, and the invariant mo-

mentum transfer to the hadron t; we can then write F = F (x, ξ, t), for an unspecified GPD

F . When taken together, x and ξ describe the momentum fraction of the active parton, see

Fig. 2.1; the skewness and invariant momentum transfer are given by

ξ =
p+ − p′+

p+ + p′+
, t = (p′ − p)2. (2.1)

where p and p′ are the 4-momenta of the initial and final nucleon, and we have used light-

cone coordinates

a± =
1√
2

(

a0 ± a3
)

a = (a1, a2), (2.2)

for a generic 4-vector a. While ξ can lie in the region [−1, 1], known processes in which we

can measure GPDs are limited to non-negative ξ [25]. As a matter of convenience, we also



7

p+ p′+

(x + ξ)P+ (x− ξ)P+

p+ p′+

(x + ξ)P+ (x− ξ)P+

Figure 2.1: Graphical representation of the correlators for gluon (left) and quark (right)
GPDs. The plus momenta of the initial and final hadron and parton are indicated, where
we use P = (p + p′)/2. The shaded oval regions represent spectator partons and their
interaction.

define the 4-vectors

P =
p+ p′

2
, ∆ = p′ − p (2.3)

which then leads to a more compact definition for the skewness

ξ = − ∆+

2P+
. (2.4)

In addition to the explicit dependence on x, ξ, and t, GPDs also depend on a renormaliza-

tion scale, µ. We discuss this dependence in more detail in Section 2.3.

GPDs are defined as matrix elements of quark and gluon operators; following the con-

ventions in [25, 33], we can define the unpolarized quark and gluon distributions for the

case where the parton helicity does not change:

F q =
1

2

∫

dz−

2π
eixP

+z−
〈

p′(ν ′)

∣

∣

∣

∣

q̄

(

−1

2
z

)

γ+q

(

1

2
z

) ∣

∣

∣

∣

p (ν)

〉

|z+=0, z=0

=
1

2P+

[

Hq(x, ξ, t)ū(p′)γ+u(p) + Eq(x, ξ, t)ū(p′)
iσ+α∆α

2m
u(p)

]

(2.5)

F g =
1

P+

∫

dz−

2π
eixP

+z−
〈

p′(ν ′)

∣

∣

∣

∣

G+µ

(

−1

2
z

)

Gµ
+

(

1

2
z

) ∣

∣

∣

∣

p (ν)

〉

|z+=0, z=0

=
1

2P+

[

Hg(x, ξ, t)ū(p′)γ+u(p) + Eg(x, ξ, t)ū(p′)
iσ+α∆α

2m
u(p)

]

, (2.6)

wherewe have specified the helicities ν and ν ′ for the initial and final nucleon, respectively.
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We additionally include the definitions for the "polarized" gluon GPDs

F̃ g =
1

P+

∫

dz−

2π
eixP

+z−
〈

p′(ν ′)

∣

∣

∣

∣

G+µ

(

−1

2
z

)

G̃+
µ

(

1

2
z

) ∣

∣

∣

∣

p (ν)

〉

|z+=0, z=0

=
1

2P+

[

H̃g(x, ξ, t)ū(p′)γ+γ5u(p) + Ẽg(x, ξ, t)ū(p′)
γ5∆

+

2m
u(p)

]

,

and the parton helicity flip GPDs [25]

1

P+

∫

dz−

2π
eixP

+z−
〈

p′(ν ′)

∣

∣

∣

∣

SG+i

(

−1

2
z

)

Gj+
(

1

2
z

) ∣

∣

∣

∣

p (ν)

〉

|z+=0, z=0

= S
1

2P+

P+∆j −∆+P j

2mP+
ū(p′)

[

Hg
T (x, ξ, t)iσ

+i + H̃g
T

P+∆i −∆+P i

m2

+EgT
γ+∆i −∆+γi

2m
+ ẼgT

γ+P i − P+γi

m

]

u(p),

where S indicates symmetrization of uncontracted Lorentz indices and removal of the

trace. The GPDs are valid in the range −1 ≤ x ≤ 1, which can be broken into three regions

depending on what the values of x and ξ are (we use quark exchange as an example) [25]:

1.) ξ ≤ x ≤ 1: Since both momentum fractions (x + ξ and x − ξ) are positive, this

corresponds to emission and reabsorption of a quark.

2.) −ξ ≤ x ≤ ξ: The first momentum fraction (x + ξ) is positive, corresponding to

quark emission, while the second (x− ξ) is negative, which can be understood as the

emission of an antiquark from the initial nucleon.

3.) −1 ≤ x ≤ −ξ: Both momentum fractions are now negative, so we have the emission

and reabsorption of antiquarks.

The definitions in Eqs. (2.5) and (2.6) can be simplified by performing the spinor algebra;

the details of which can be found in Appendix B. This algebra results in the following

expressions for the case of the initial and final nucleon having the same helicity, along

with the case of their helicities being opposite (flipped):

F++ = F−− =
√

1− ξ2
[

H − ξ2

1− ξ2
E

]

(2.7)
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F+− = − [F−+]
∗ =

√
t0 − t

2m
E, (2.8)

where t0 is the minimal value of t,

t0 = −4 ξ2m2

1− ξ2
. (2.9)

These relations hold for both the quark and the gluon GPDs. Since typical values of ξ are

small, it is clear that if we want to get more information on E, and in particular Eg , then it

is useful to obtain information on the nucleon helicity flip term.

The number of relevant GPDs can be reduced somewhat based on parity constraints

and whether the helicity of the nucleon changes. As an example we can take the process

we investigate, and which will be described in detail in Chapter 3, γ + p → V + p′, where

V represents a vector meson. At leading order only two GPDs enter — H and E, and

only the ones describing gluons, since only gluon exchange is relevant. At next-to-leading

order (NLO) the quark versions of H and E also enter the calculation, whereas they are

only needed at LO if evolution is taken into account. The evolution equations in this case

mix the gluon and quark GPDs (as will be seen later), so if we want to evolve the gluon

distributions, we must also know the quark distributions.

We already have a decent amount of information about the GPD H , for both quarks

and gluons. This is due to the fact it has a number of constraints, e.g. PDFs and nucleon

form factor data. Additionally, at small xB — the fraction of the nucleon’s momentum

that the active parton carries, ρ0 and φ production are dominated by H , allowing all other

GPDs to be ignored [34]. On the other hand, things are not so certain for E, especially for

gluons. There is no possible form factor information, and it is largely suppressed in the

cross section. Spin asymmetries seem to be the main source of information for Eg , and

what little data currently exists for this is characterized by large error bars.

We can consider the forward limit of GPDs; to do so, we take the case of the skewness

and invariant momentum transfer being zero; in this limit, the GPDs H reduce to their

respective PDFs, e.g. Hq(x, 0, 0) = q(x). Things are not quite so simple for the other GPDs.
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Other important properties are the polynomiality and symmetry relations for GPDs.

The polynomiality requirement is rooted in Lorentz invariance and requires the x integrals

of the quantities xnH and xnE to be polynomials in ξ, of order n+ 1, e.g. [24]

1
∫

−1

xNHq(x, ξ) dx = h
q (N)
0 + h

q (N)
2 ξ2 + · · ·+ h

q (N)
N+1 ξ

N+1

1
∫

−1

xNEq(x, ξ) dx = e
q (N)
0 + e

q (N)
2 ξ2 + · · ·+ e

q (N)
N+1 ξ

N+1

(2.10)

Besides this, the coefficients for the highest power in the series are related, e
q (N)
N+1 = −hq (N)

N+1 .

The result of this is that if we look at the combinationH+E, we are left with a polynomial

of order n instead of n + 1. The double distribution method which we use satisfies this

requirement automatically.

The symmetry relations which hold for a change in sign of x are simpler for gluons

than they are for quarks since gluons are their own antiparticles — Hg and Eg are both

even functions in x. The quark GPDs, on the other hand, in general are neither even nor

odd, but there are two combinations that are useful, the so-called singlet and non-singlet

combinations given, respectively, by:

Hq(+) = Hq(x, ξ, t)−Hq(−x, ξ, t)

Hq(−) = Hq(x, ξ, t) +Hq(−x, ξ, t).
(2.11)

The singlet combination is the one which enters into the evolution equations governing

the gluon evolution. Therefore, this is the one which enters into our calculations; the two

combinations are generally found in different processes, and there is no mixing between

them during evolution. Time reversal invariance also leads to a set of simple relations [25]:

H(x,−ξ, t) = [H(x,−ξ, t)]∗ = H(x, ξ, t), (2.12)

for both quarks and gluons, and with the same relations also holding forE. These relations
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can be obtained by going to the matrix element definition of the GPDs, Eqs. (2.5) and (2.6).

Changing the sign of ξ is reasonable, since time reversal would switch the initial and final

momenta, leading to an overall sign change in the definition of ξ, Eq. (2.1). The result of

these relations is that the GPDs are fully real valued.

2.2 Encoded Information

GPDs were born from the desire to learn more about the nucleon than the existing theory

allowed. Processes such as virtual Compton scattering and meson production were found

to be useful in this venture. PDFs, as has already beenmentioned, were developed to learn

about the momentum of the partons inside the nucleon. Another quantity which was, and

still is, commonly used in nucleon studies are the nucleon form factors. These quantities

can tell us about the distribution of electric and magnetic densities. GPDs, in some ways,

supersede these other measurements; however, GPDs do not replace them completely, as

it can be easier to measure the PDFs or form factors, especially depending on the processes

available. In this way, measurements of the PDFs and form factors can help to constrain

GPDs, and vice versa.

There are a few other quantities that GPDs can give us more information about. One

application of GPDs has to dowith learning about the angular momentumof the partons in

the nucleon. This is useful for determining how the spin of the nucleon is generated. There

is evidence that besides the valence quarks, gluons also play a sizable role in generating

the nucleon spin [28,35–37]. GPDs can also be used to build a picture of the distribution of

partons in transverse, or impact parameter, space. This can help to give us insight into how

the quarks are arranged inside the nucleon, and what factor gluons play in the nucleon’s

internal structure.

2.2.1 Form Factors

If we integrate the GPDs over the variable x, we get a quantity that is dependent only on t,

the invariant momentum transfer. Specifically, if we takeHq and Eq, we get the Dirac and
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Pauli form factors:

∫ 1

−1
dxHq(x, ξ, t) = F q1 (t) and

∫ 1

−1
dxEq(x, ξ, t) = F q2 (t); (2.13)

which are defined for each separate quark flavor. Analogous relations hold also for the

gluon GPDs and form factors, which means that knowledge about the distributions leads

directly to knowledge regarding the form factors. This in turn helps us to learn more about

the nucleon’s structure, since these can be used to determine the electric andmagnetic form

factors,

GE = F1 −
Q2

4m2
F2 and GM = F1 + F2, (2.14)

where F1 and F2 are obtained by summing the individual quark form factors.

2.2.2 Spin Sum Rule

Another interest in GPDs stems from the fact that they can be exploited to garner informa-

tion about the makeup of the nucleon spin, as noted in [20]. Originally, it was expected

that the spin of the constituent quarks was the only thing that determined the spin of the

nucleon. It was determined through muon scattering, however, that the quark intrinsic

spin actually contributed very little to the nucleon spin [38]. The understanding now is

that the nucleon contains not only quarks, but also gluons, and they are both able to move

around inside the nucleon. Thus, the actual spin of the quarks are not the only contribut-

ing factors, but also the orbital angular momentum of both the quarks and gluons. In other

words, the total nucleon spin should be the sum of the total quark and gluon angular mo-

menta, i.e. 1
2 =

∑

q J
q+Jg. For the proton, there is some evidence that the valence quarks,

particularly the up quarks, play a large role in generating the proton spin (see, e.g. [37]).

As previously mentioned, gluons may also have a large contribution to the spin, which

makes them an important object of study. We can calculate the angular momentum of the
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gluons inside the nucleon in terms of the gluon GPDs through

Jg =
1

2

∫ 1

0
dx

(

Hg(x, ξ, 0) + Eg(x, ξ, 0)
)

. (2.15)

Clearly, if wewant to have a more accurate idea of the contribution from the gluon angular

momentum, we need information on not just Hg, but also Eg . Since this information is

currently lacking, there is quite a bit of uncertainty inherent in any prediction of Jg.

2.2.3 Impact Parameter Space

Since we know that the nucleon is an extended object, we can ask how the constituent

partons are arranged. Fortunately, GPDs can be used to obtain information about the

impact parameter (b⊥) space of the nucleon. This can give us a look at a "slice" of the

nucleon, and tell us if the partons are clumped together in the center, as in analogy to the

nucleus of an atom, or more spread out, as the atomic electrons tend to be.

In order to access this information, we must transform the GPDs to impact parameter

space through their Fourier transforms. This gives usHg and Eg, which we use in order to

determine the density of partons in impact parameter space for a nucleon with transverse

polarization (along the X direction) [39]. If we insert the appropriate operator between

states which are superpositions of the positive and negative helicities, we obtain

Hg,X(x,b⊥) =

∫

d2∆⊥

(2π)2
e−i∆⊥·b⊥

[

Hg(x, 0,−∆⊥
2) + i

∆y

2m
Eg(x, 0,−∆⊥

2)

]

. (2.16)

We notice that this leaves us with the Fourier transforms of the two GPDs Hg and Eg.

Some slight rewriting gives us the following result,

Hg,X
(

x,~b⊥

)

= Hg
(

x,~b 2⊥

)

− bY⊥
m

∂

∂~b 2⊥
Eg

(

x,~b 2⊥

)

. (2.17)

Just as in the case of the angular momentum due to gluons, this result will also be fairly

unconstrained, due to the range of possibilities for Eg , and thus also Eg.



14

2.3 Evolution

Another aspect of GPDs is that of evolution. GPDs depend also on the factorization scale

of the process, µ. Evolving the GPDs is a nontrivial exercise. Sometimes, therefore, instead

of applying the full evolution rules to the GPDs, it is instead taken into account in an

approximate way, for example, through a scale dependent term in the PDF model, c.f.

[37, 40–42].

For this work, the GPDs have been evolved numerically, according to the evolution

equations [25]:

µ2
d

dµ2











(2nf )
−1

nf
∑

q

Hq(+)(x, ξ, t)

Hg(x, ξ, t)











=

∫ 1

−1
dx′

1

|ξ|









V qq

(

x

ξ
,
x′

ξ

)

1

ξ
V qg

(

x

ξ
,
x′

ξ

)

ξV gq

(

x

ξ
,
x′

ξ

)

V gg

(

x

ξ
,
x′

ξ

)



















(2nf )
−1

nf
∑

q

Hq(+)(x, ξ, t)

Hg(x, ξ, t)











,

(2.18)

where V refers to the evolution kernels. These are complicated expressions, and includ-

ing them here would not provide additional insight. If interested, the kernels are readily

available, see for instance [27,43]. In order to perform the evolution calculations, we utilize

the routine developed by Vinikov [27], which produces acceptable results while also being

fairly fast computationally. Since the quark singlet and the gluon GPDs mix under evolu-

tion (note the V qg and V gq terms) we need GPDs for the valence and sea quarks along with

the gluons.

GPD evolution can be broken up into two regions, which evolve the GPDs differently.

The two regions are each named in connection with the evolution equations which govern

the GPDs there. Specifically, in the forward limit of ξ → 0, we obtain the DGLAP equation,

which was developed separately by Dokshitzer, Gribov and Lipatov, and Altarelli and

Parisi [44–47]; it governs the evolution of parton densities. The ERBL equation is recovered
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in the limit ξ → ±1 and was established by Efremov and Radyushkin, and Brodsky and

Lepage [48,49]; it describes the evolution ofmeson distribution amplitudes. Based on these

limits, we denote the region ξ ≤ |x| as DGLAP, and ξ ≥ |x| as ERBL.

In this work, we utilize a code which is able to quickly evolve the GPDs while keeping

the precision at an appropriate level [27]. We begin with an initial scale of µ0 = 2.0 GeV,

and evolve the distributions to a scale appropriate for the process, viz. µ =
√

Q2 +m2
V .

Plots showing the GPDs at three scales — the initial scale, the mass of the J/ψ and the

mass of the Υ, are shown in Fig. 2.2. Though it may not be noticeable in the plots, it is

worth noting that Variant 1, which started at zero, contains a node once evolved to larger

scales.

2.4 Models for Eg

As mentioned previously, there is already a good amount of information regarding the

distributionsHq andHg. We exploit this wealth of information by using models that have

already been developed [41, 42]. These models utilize the double distribution method of

constructing the GPDs. We use this same basic method for Eg; however, there is much

less information known about this distribution. There are two constraints, but even when

taking them into account, there is still a very large amount of uncertainty left in Eg . We

focus here on the model for E; the specifics of modeling H can be found in Appendix A.

The double distribution approach models the GPDs through [50]

F i(x, ξ, t) =

∫ 1

−1
dβ

∫ 1−|β|

−1+|β|
dα δ(β + ξα− x)f i(β, α, t) (2.19)

f i(β, α, t) = F i(|β|, 0, 0) ebt |β|−α′t Γ(2ni + 2)

22ni+1Γ2(ni + 1)

[

(1− |β|)2 − α2
]ni

(1− |β|)2ni+1 . (2.20)
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Figure 2.2: 5 GPD variants (see Table 2.1), including Hg, at the initial scale of 2 GeV (top
left), evolved to the J/ψ mass (top right), and evolved to the Υmass (bottom center).

The variable n depends on which GPD we are interested in, with F i(|β|, 0, 0) and n given

by [41, 51]

Eqval(|β|, 0, 0) = eval(β) nval = 1

Eqsea (|β|, 0, 0) = esea(β) nsea = 2

Eg (|β|, 0, 0) = |β| eg(β) ng = 2.

(2.21)

These values of n are chosen to yield the asymptotic forms for quark and gluon distribution

amplitudes. This is not unreasonable, since one can view the α dependence as similar to a

meson distribution amplitude. Similarly, the dependence of the double distribution on β
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should appear similar to a parton density.

For the valence quarks, Eq is based on analysis of the Dirac and Pauli form factor data

for the proton [52, 53] and is given by

Eaval(x, 0, 0) = Naκa x
−αval(0)(1− x)β

a
val

(

1 + γq
√
x
)

. (2.22)

The normalization factor, Na, is calculated according to

∫ 1

0
dx eqa(x) = κa (2.23)

The parameters as determined in [37, 52, 53] are

κu = 1.67

βuval = 4.65

κd = −2.03

βdval = 5.25

γu = 4

γd = 0
αval(0) = 0.603 (2.24)

While βuval and βdval do have some freedom and result in reasonable fits to the data, the

values repeated here give the best fit [53].

For the gluons and sea quarks, we use:

eg(x) =











Ngx−1−δe(1− x)β
g
e

Ngx−1−δe(1− x)β
g
e tanh(1− x/x0)

(2.25)

es(x) = N sx−1−δe(1− x)β
s
e . (2.26)

The two gluon variations are similar to the model used for H , but the second one has

a node, located at x = x0. The case of a node being present is not currently ruled out

(see, for example, contribution by M. Diehl in [54]), and in fact, when evolved to higher

scales, Variant 1 (in which Eg is initially zero) actually develops a node. We take a flavor

symmetric sea, so at the initial scale, all the sea quark distributions are equal (eq̄ ≡ eū =

ed̄ = es̄ = es).

There are two main constraints used in fixing the parameters of eg and eq̄ . The first one
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is obtained by combining the momentum sum rule for unpolarized parton distributions

with Ji’s spin sum rule. This gives us

eg20 = −
∑

q

eqval20 − 2
∑

q

eq̄20, (2.27)

where ein0 ≡
∫ 1

0
dxxn−1ei(x). (2.28)

The other constraint is a positivity bound which is derived from the density interpretation

of GPDs in the impact parameter space [39]; for an exponential t dependence of the double

distributions, described by the profile functions for Ei and H i respectively:

gs = gg = beg − α′
g log x

fs = fg = bg − α′
g log x,

(2.29)

the bounds are [37]:

(

es(x)
)2

(

s(x)
)2

−
(

∆s(x)
)2 ≤ 4m2

n e
1+log 2

[

gs(x)

fs(x)

]3

[fs(x)− gs(x)]

(

eg(x)
)2

(

g(x)
)2

−
(

∆g(x)
)2 ≤ 4m2

n e
1+log 2

[

gg(x)

fg(x)

]3

[fg(x)− gg(x)] .

(2.30)

By combining the profile functions and the bounds, we can find [37]

βie ≥ 6 beg < bg

δe ≤ δh α′
e < α′

h

(2.31)

There are no other constraints on the value of beg, so we follow [37, 55] and use a value of

beg = 0.9 bg , with bg given by Eq. (A.4). We take values of βge = 6, βse = 7, and δe = 0.1.

Of the relations for beg and α′
e in Eq. (2.31), one could actually be an equality instead.

We exploit this fact by exploring both possibilities for our choice of α′
e, which, in part,

distinguishes our variants from one another, see Table 2.1. To determine the normalization
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Var. α′
e Ng x0 eg20 Jg N q̄ 2J q̄

1 0.15 0 0 0.214 −0.042 0.008
2 0.15 −1.050 −0.196 0.116 0.156 0.041
3 0.10 −1.189 −0.222 0.103 0.182 0.045
4 0.10 3.526 0.05 −0.222 0.103 0.182 0.045
5 0.10 −2.308 0.3 −0.222 0.103 0.182 0.045

Table 2.1: Gluon and sea quark model parameters. All parameters are for eg and eq̄ at
the scale µ = 2GeV. For gluons, the Variants 1,2,3 refer to the first ansatz in (2.25), while
Variants 4,5 refer to the second. Also shown is the second moment eg20, and values for the
angular momenta as defined in (2.15).

constants N s and Ng, we first choose our parameters βe, be, δe, and α
′
e. We then saturate

the positivity bound for the strange quarks, and finally utilize the momentum sum rule to

determine the gluon normalization, which is then checked to be sure that it also satisfies

the positivity bound.

The GPDs at the initial scale can be seen in Fig. 2.3. From the plot, it can be seen that

the magnitude of the normalization parameterNg has a direct influence on the magnitude

of the GPD itself, which is understandable if we remember that the ansatz depends on this

normalization directly. We also point out that the location of the node has a large effect on

the size of the GPD as well. This aspect comes directly from the constraints placed on Eg

— since the positivity constraints (2.30) depend on the forward distributions, this behavior

is also expected.

The second moments and the angular momentum contribution of the gluons and sea

quarks to the nucleon spin are also able to be seen in Table 2.1. We see that the nodal

variants preserve both these quantities. This is just what we expect, since the first step

in obtaining the gluon normalization is to use the positivity constraint to normalize the

sea quark distribution. Once that is done, we then go to the momentum sum rule, and

determine what value the second moment of the forward gluon distribution must be to

satisfy it. Only then are we able to calculate the gluon normalization. This results in the

fact that the sea quark parameterization should not be taken lightly, since it has such a

large effect on that of the gluon.
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Figure 2.3: The five GPD variants for Eg, along with Hg, at the initial scale.

We can now use the variants to take a look at how the distribution of gluons in impact

parameter space of a transversely polarized nucleon (see Eq. (2.17)) changes based on our

variants. Figures 2.4 and 2.5 show this distribution for two of them, Variant 2 and Variant 4.

These two were chosen to represent a range of possible parameterizations for Eg; Variant

2 represents a very small, non-zero, contribution from Eg, while Variant 4 represents a

large one. We can see that since Variant 2 has such a small contribution, the center of the

distribution is shifted away from zero only a very small amount, while Variant 4 results in

a much larger shift. Less noticeable is the fact that the shape of the distribution for Variant

4 is less circular than Variant 2. It is interesting to note that according to Figs. 2.4 and 2.5,

the gluons are not evenly distributed throughout the nucleon, but instead are concentrated

near the center, with a shift determined by the size of Eg.
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Figure 2.4: Distribution of gluons in impact parameter space of the nucleon for Variant 2
(left) and Variant 4 (right). They are plotted at our initial scale of µ = 2GeV, and x = 0.005.
The outer contour ring denotes half of the maximum density, and the final ring denotes
the approximate size of the proton.
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Figure 2.5: Distribution of gluons in impact parameter space of the nucleon for Variant 2
(left) and Variant 4 (right). They are plotted at our initial scale of µ = 2 GeV, and x = 0.1.
The outer contour ring denotes half of the maximum density, and the final ring denotes
the approximate size of the proton.
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CHAPTER 3

VECTORMESON PRODUCTION ANDGPDS

3.1 Background

As mentioned in Chapter 1, GPDs appear in two processes: Deep Virtual Compton Scat-

tering (DVCS) and hard exclusive meson production. Since we are most interested in ad-

vancing knowledge of the gluon distribution, the more useful process is that of Meson

Production. Specifically, we explore exclusive vector meson production, focusing efforts

on the J/ψ, but also investigatingΥ and φ production – the former since the results should

be better under control, and the latter due to the amount of experimental data already

available.

Hard exclusive meson production is investigated based on its usefulness for our pur-

poses. Specifically, the fact that the gluon exchange is dominant — at LO, quark exchange

does not enter at all. The result of this situation is that at LO, information regarding the

gluon GPDs appear by themselves in any observables, i.e. it is not necessary to separate

gluon and quark GPDs in the observables.

If we want to access the GPDs, factorization must hold for our process, γ(∗)p → V p.

An all order proof of factorization for this process has been shown in the case of Q2 being

much larger than all other scales in the process [56]. It can be expected for factorization to

hold in quarkonium production even at arbitrary values ofQ2, if the mass of the quark can

provide a sufficiently large scale; NLO photoproduction calculations are consistent with

factorization [32].
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3.2 Kinematics

In order to be precise, the investigated process is

γ(∗)(q, µ) + p (p, ν) → V (q′, µ′) + p′(p′, ν ′), (3.1)

with the specified 4-momenta and helicities. Additionally, we use Q2 = −q2, m2 = p2 =

p′2, m2
V = q′2, t = (p − p′)2, andW 2 = (p + q)2, where t is the squared invariant momen-

tum transfer from the nucleon, and W is the photon-nucleon center of mass energy. The

skewness is written as

ξ =
x̃B

2− x̃B
, with x̃B =

m2
V +Q2

W 2 +Q2
. (3.2)

Expressing the skewness in this way makes more clear its dependence on our kinematic

variables, and applies equally to both photo and electroproduction. It is worth noting that

at large Q2, mV ≪ Q2, one has x̃B → xB , which yields the well-known result ξ = xB
2−xB

for the case of HEMP of light vector mesons. We also introduce a notation denoting the

difference between t and its minimum, t′ = t− t0.

We take the meson mass to be twice that of the heavy quark mass, mV = 2mq , in ac-

cordance with the non-relativistic approximation. Another aspect of this approximation

is that the quark-antiquark pair which makes up the bound quarkonium state each share

equally in the meson’s momentum, i.e. they each have the same momentum fraction, τ .

Additionally, we employ the collinear approximation, where we neglect any transverse

momentum. This is not unreasonable, given that we work in a frame where the objects

have large momenta in a given direction. Since we work with light-cone coordinates, we

take the case of the nucleon having a large positive momentum, with the photon and pro-

duced meson having large negative momenta. We can relate the photon and meson mo-

menta by using conservation of momentum,

p+ q = p′ + q′; (3.3)
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additionally, the definition of ξ, Eq. (2.1), allows us to rewrite the nucleon momenta, p+ =

(1 + ξ)P+ and p′+ = (1 − ξ)P+, where P = (p + p′)/2. We can also find that q− ≈ q′−.

From this result, we can also determine a useful expression for the meson’s momentum in

the plus direction,

q′
2
= m2

V

2q′
+
q′

−
= m2

V

q′
+
=

m2
V

2q′−
=
m2
V

2q−

(3.4)

Likewise, q+ = − Q2

2q− ; obviously, in photoproduction, the photon has no component of

momentum in the positive light cone direction. The meson and nucleon, on the other

hand, due to their nonzero masses, do have a positive component.

3.3 Production Amplitudes

Since we workwith heavy quarks in the production of quarkonium, and there is negligible

intrinsic content of these quarks in the nucleon, only the gluon exchange can contribute at

LO. Light quark exchange does not enter until NLO.

3.3.1 Leading Order

At leading order the production amplitudes can be written down fairly easily from the

relevant Feynman diagrams, see Fig. 3.1. In the figure, the bottom blob is parameterized

by the gluon GPD, while the upper blob is governed by the meson distribution ampli-

tude. In order to determine the production amplitudes for each diagram, we start by first

considering the subprocess,

γ(∗)(q, µ) + g(k1, λ) → V (q′, µ′) + g′(k2, λ
′). (3.5)

If we take Fig. 3.1, but this time focus on the subprocess, we obtain Fig. 3.2. We note

that although there are a total of 6 diagrams, we will see later that only 3 of them are
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Figure 3.1: One of the 6 diagrams describing the LO gluon contribution to exclusive
quarkonium production.

independent – each row in Fig. 3.2 denotes an independent result.

Since there are only 3 unique diagrams which contribute to the subprocess amplitude,

it suffices to calculate the 3 independent amplitudes and double the resulting expression.

There are a few things that go into calculating the amplitudes; the method we follow can

be summarized into 4 steps:

1. Determine the propagator denominators for each diagram

2. Determine the trace results for each diagram

3. Combine the trace, denominator, and other prefactors from each diagram

4. Add the results together to obtain the final subprocess amplitude

Since each row in Fig. 3.2 generates a unique result, we calculate amplitudes for dia-

grams A, C, and E, then simply double our results. Utilizing the momenta given in (3.5),

we can calculate the propagator denominators for each of the two quark propagators using

the usual expression, l2 − m2
q , where l is the momentum of the relevant propagator. We

are also able to simplify the resulting denominators somewhat by using the momenta of

the external lines, along with the fact that we are working in the non-relativistic approx-

imation, so that we have τ = 1/2. We show an example of the denominator calculations

for diagram A, where the momenta of the quark and antiquark are given by τq′ and −τ̄ q′,

respectively. We have used the notation τ̄ = 1− τ ; since the non-relativistic approximation



26

(A) (B)

(C)
(D)

(E) (F )

Figure 3.2: The 6 possible leading order subprocess amplitudes. The two diagrams in each
row contribute an identical result to the amplitude.

requires τ = τ̄ , and τ + τ̄ = 1, we must have τ = 1/2. The bottom quark propagator is

l2 −m2
q = (−τ̄ q′ + k1)

2 −m2
q

= m2
q − 2τ̄ q′ · k1 −m2

q

= −2τ̄ q′ · k1

= − 1

4ξ
(x+ ξ)(m2

V +Q2),

(3.6)
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and the top one can be calculated as

l′
2 −m2

q = (l + q)2 −m2
q = (−τ̄ q′ + k1 + q)2 −m2

q

= m2
q −Q2 − 2τ̄ q′ · k1 + 2j′ · q + 2k1 · q −m2

q

= −Q2 − 2τ̄ q′ · k1 − 2τ̄ q′ · q + 2k1 · q

= −Q2 + 2τq · k1 − 2τ̄ q′ · q

= −Q2 + 2τ
1

4ξ
(x+ ξ)(m2

V +Q2)− 2τ̄
1

2
(m2

V −Q2)

=
1

4ξ
(x+ ξ)(m2

V +Q2)− 1

2
(m2

V −Q2)−Q2

=
1

4ξ
(x+ ξ)(m2

V +Q2)− 1

2
(m2

V +Q2)

=
1

4ξ
(x− ξ)(m2

V +Q2).

(3.7)

The other denominator calculations follow a similar process, the final results are

for diagrams A,B:

[

1

4ξ
(x− ξ)

(

m2
V +Q2

)

] [

− 1

4ξ
(x+ ξ)

(

m2
V +Q2

)

]

for diagrams C,D:

[

1

4ξ
(x− ξ)

(

m2
V +Q2

)

] [

−1

2

(

m2
V +Q2

)

]

for diagrams E,F:

[

− 1

4ξ
(x+ ξ)

(

m2
V +Q2

)

] [

−1

2

(

m2
V +Q2

)

]

(3.8)

We can nowmove on to point 2, the calculation of the pertinent traces for each diagram.

Each one involves the polarization vectors of the external lines, in addition to the propaga-

tor and meson momenta (and masses). Each diagram has a slightly different permutation
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of polarizations/momenta, which we show below,

A =Tr
[

/ε∗V
(

/q
′ +mV

)

/ε2
(

−τ̄ /q′ + /k1 + /q +mq

)

/εγ
(

−τ̄/q′ + /k1 +mq

)

/ε1

]

B =Tr
[

/ε∗V
(

/q
′ +mV

)

/ε1
(

τ/q
′ − /k1 +mq

)

/εγ
(

τ/q
′ − /k1 − /q +mq

)

/ε2

]

C =Tr
[

/ε∗V
(

/q
′ +mV

)

/εγ
(

τ/q
′ − /q +mq

)

/ε1
(

τ/q
′ − /q − /k1 +mq

)

/ε2

]

D =Tr
[

/ε∗V
(

/q
′ +mV

)

/ε2
(

−τ̄ /q′ + /q + /k1 +mq

)

/ε1
(

−τ̄/q′ + /q +mq

)

/εγ

]

E =Tr
[

/ε∗V
(

/q
′ +mV

)

/εγ
(

τ/q
′ − /q +mq

)

/ε2
(

τ/q
′ − /q − /k2 +mq

)

/ε1

]

F =Tr
[

/ε∗V
(

/q
′ +mV

)

/ε1
(

−τ̄ /q′ + /q + /k2 +mq

)

/ε2
(

−τ̄/q′ + /q +mq

)

/εγ

]

(3.9)

We see that if we compare the traces corresponding to the two diagrams in each row of Fig.

3.2, one can be obtained from the other through two simple exchanges. First, we exchange

the propagator momentum terms while changing the signs of the 4-vectors, and second

we exchange the second polarization vector with the final one. This symmetry can be

seen fairly easily from the diagrams, as well. One is able to decompose each of the above

expressions according to powers of mass, which simplifies things somewhat, since one is

then left with traces of an odd number of gamma matrices. Another method, which was

taken here, is to use the computer algebra system, FORM [57]; this allows us to quickly

compute the traces for the various possible helicities.

We also must provide the scalar products that arise from computing the traces. First,

let us specify our polarization vectors, where ± refers to positive or negative helicity, and

0 refers to a longitudinally polarized particle;

ε±g =− 1√
2
(0,±1, i, 0)

ε±γ/V =− 1√
2
(0,∓1, i, 0)

(3.10)

ε0γ =
1

Q
(q3, 0, 0, q0)

ε0V =
1

mV
(q′

3
, 0, 0, q′

0
)

(3.11)
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The longitudinal polarization vectors obey certain normalization conditions, viz

(ε0γ)
2 = 1 (ε0V )

2 = −1 (3.12)

And the nonzero polarization products are given by

ε±γ · ε∓V = 1 ε±g · ε∓g = 1

ε±γ · ε±g = 1 ε±g · ε±V = 1,

(3.13)

where εg denotes either of the two gluons. Additionally, we note that the conjugate of the

transverse polarization vectors (which occur when we have a particle in the final state)

obey

(ε±)∗ = −ε∓. (3.14)

Obviously, if we have the product of a transverse and longitudinal polarization vec-

tor, or a transverse polarization vector and a momentum vector, the result is 0, since we

neglect transverse motion of the particles, and the longitudinal polarization vectors have

no transverse component. There are, however, additional products which we need to be

aware of. We specify the following scalar product results (assuming that the subprocess

momentum transfer t̂ = 0):

ε0γ · ε0M = − 1

2QmV

(

m2
V −Q2

)

ε0γ · k1 = − 1

4ξQ
(x+ ξ)

(

m2
V +Q2

)

ε0γ · k2 = − 1

4ξQ
(x− ξ)

(

m2
V +Q2

)

ε0γ · q′ = − 1

2Q

(

m2
V +Q2

)

ε0M · k1 = − 1

4ξmV
(x+ ξ)

(

m2
V +Q2

)

ε0M · k2 = − 1

4ξmV
(x− ξ)

(

m2
V +Q2

)

ε0M · q = 1

2mV

(

m2
V +Q2

)

q · q′ = 1

2

(

m2
V −Q2

)

q · k1 =
1

4ξ
(x+ ξ)

(

m2
V +Q2

)

q · k2 =
1

4ξ
(x− ξ)

(

m2
V +Q2

)

q′ · k1 = q · k1 q′ · k2 = q · k2

(3.15)

We now have everything we need to fully calculate the traces and put them in a useful



30

form. In order to do so, we have to specify what the helicities of the photon, meson, and

gluons. For photoproduction, the only option is to have a transversely polarized photon,

and in this case, the meson must also be transversely polarized due to conservation of

angular momentum. For this case, diagrams A and B do not contribute, their traces are

always zero. Of the remaining four diagrams, only two ever contribute, and which two

depends on the relationship among the particle polarizations. If all the polarizations are

the same, then diagrams C and D contribute, with the trace being given by

− 16mq
x− ξ

4ξ

(

m2
V +Q2

)

(3.16)

If, however, the photon and meson have the same polarization, which differs from that of

the gluons, diagrams E and F contribute instead, yielding a trace of

16mq
x+ ξ

4ξ

(

m2
V +Q2

)

(3.17)

All other combinations of transverse polarizations yield a trace which is zero. Note that

these are only the traces, if we include the denominators determined earlier, we obtain the

same result from either case.

If we look now at electroproduction, the photon and meson are allowed to have a lon-

gitudinal polarization, though the initial and final gluons must still have the same helicity.

In this situation, every diagram contributes, with the traces being given by

for diagrams A,B:
(x− ξ)(x+ ξ)

2Qξ2
(

Q2 +m2
V

)2

for diagrams C,D:
x− ξ

2Qξ

(

Q2 −m2
V

) (

Q2 +m2
V

)

for diagrams E,F: − x+ ξ

2Qξ

(

Q2 −m2
V

) (

Q2 +m2
V

)

(3.18)

Now that we have the traces and propagator denominators sorted out, all we have left

are the other remaining prefactors. From the relevant Feynman rules, we have factors of:

• ieqe, from the photon vertex
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• i from each quark propagator (of which there are 2)

• ig (Ta)kj from the initial gluon vertex (a denotes the color index of the gluon, while

k and j refer to the quark lines)

• ig (Tb)ji from the final gluon vertex

• δki
4NC

fV from the meson wavefunction

• δab
8 from the nucleon matrix element

In the above, we have introduced the meson decay constant, fV , which can be determined

from the leptonic decay width through

Γl+l− =
2πe2qα

2f2V
3mq

(3.19)

If we combine the above terms, we obtain

(i)5eqeg
2 (Ta)kj (Tb)ji

δkifV
4NC

δab
8

=
πieqeαsfV

8NC
(Ta)ij (Ta)ji (3.20)

Where we have substituted g2 = 4παs; finishing up, we have

πieqeαsfV
8NC

Tr[TaTa] =
πieqeαsfV

2NC
(3.21)

With this result, we are now ready to combine everything and write our final result for the

subprocess amplitudes.

We use the notation Hµ′λ′,µλ, where µ and µ′ are the photon and meson polarizations,

respectively; with λ and λ′ being the initial and final gluon polarizations, respectively.

Also, we have to remember that the results we gave above are for individual diagrams,

while each result is for two diagrams, so we must multiply by a factor of 2. After some

trivial algebra, we find that both transverse cases (all polarizations being the same, and
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gluons differing from the photon/meson) give us the same result:

Hµ′λ′,µλ =
16πeqeαsfV

NC

mV

m2
V +Q2

δµ,µ′δλ,λ′ (3.22)

The longitudinal result is similar,

H0λ′,0λ = −16πeqeαsfV
NC

Q

m2
V +Q2

δλ,λ′ (3.23)

It may seem odd at first glance that we are limited in the helicity choices we have,

since a priori there is no reason for such a limitation. This constraint, however, can be

traced back to the polarization vectors. When performing the trace calculations, we obtain

the products of many combinations of these vectors. As seen above, only a few of the

combinations are nonzero, which is a result of the form the vectors take, due to our use of

the collinear approximation. This greatly simplifies the helicity structure of the subprocess,

and restricts the GPDs which we are sensitive to, as will be made clear shortly.

Now that we have a result for the subprocess amplitude, we need to determine how it

relates to the full process, which is what we will need to calculate any observables, such as

the cross section. The full helicity amplitudes are given by (see, for example, [56])

Mµ′ν′,µν =

1
∫

−1

dx

(x+ ξ − iǫ)(x− ξ + iǫ)

∑

λ,λ′

Hµ′λ′,µλAν′λ′,νλ, (3.24)

whereAν′λ′,νλ are matrix elements which describe the nucleon-gluon interaction. They are

defined as [58],

Aν′λ′,νλ =

∫

dz−

2π
eixP

+z−〈p′, ν ′|Oλ′,λ(z)|p, ν〉
∣

∣

z+=0,zT=0
, (3.25)

where the operator, O, depends on the helicities of the gluons. Parity invariance leads to

the relation

A−ν′−λ′,−ν−λ = (−1)ν
′−λ′−ν+λAν′λ′,νλ, (3.26)
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which halves the number of independent matrix elements, and means that the only rele-

vant operator for our purposes is

O+,+ =
1

2

[

G+αGα
+ − iG+αG̃α

+
]

(3.27)

These matrix elements are calculated in a similar way to the simplification of the GPD

expressions detailed in Section B, and yield

A++,++ =

√

1− ξ2

2

(

Hg(x, ξ, t) − ξ2

1− ξ2
Eg(x, ξ, t)

)

A++,−+ =

√
t′

4m
Eg

(3.28)

for the nucleon helicity non-flip and flip elements, respectively.

Due to the restriction on the gluon helicities in the subprocess, the summation over λ′

is trivial,

Mµ′ν′,µν = 2

1
∫

0

dx

(x+ ξ)(x− ξ + iǫ)

∑

λ

Hµ′λ,µλAν′λ,νλ, (3.29)

where we have restricted the integration range to simplify the calculations. This results

in the x + ξ term in the denominator no longer becoming singular within the integration

range, which allows us to drop the iǫ from that term. Since the gluon distributions are

symmetric in x, we have introduced a factor of 2 to compensate for the halved integration

range. Combining Eqs. (3.22) (or (3.23)) and (3.28) with Eq. (3.29), we arrive at

M±+,±+ = M±−,±− =
8πeqeαsfV

NC

mV

m2
V +Q2

√

1− ξ2

1
∫

0

dx

(x+ ξ)(x− ξ + iǫ)
Hg

eff(x, ξ, t)

M±−,±+ = −M±+,±− =
8πeqeαsfV

NC

mV

m2
V +Q2

√
t′

2m

1
∫

0

dx

(x+ ξ)(x− ξ + iǫ)
Eg(x, ξ, t)

whereHg
eff(x, ξ, t) = Hg(x, ξ, t) − ξ2

1− ξ2
Eg(x, ξ, t)

(3.30)
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Comparing Eqs. (3.22) and (3.23), we see that they can be simply related, leading to a

simple relation between their full amplitudes as well,

M0+,0+ = M0−,0− = − Q

mV
M±+,±+

M0−,0+ = −M0+,0− = − Q

mV
M±−,±+

(3.31)

This relation between the longitudinal and transverse amplitudes agrees with that found

in the pioneering work on exclusive J/ψ production, [29].

The simple relations we have among the production amplitudes makes the computa-

tions easier, however, they also mean that we are sensitive only to the GPDs H and E.

While it was once thought that the polarized gluon distributions might be accessible, [59],

it turns out that this was simply due to a calculation error, [60]. Our results are also con-

sistent with those of [60], where it was found that the other helicity amplitudes for the

subprocess are greatly suppressed. The collinear approximation leads to not merely a sup-

pression of these terms, but to them being zero.

3.3.2 Next to Leading Order

Next-to-Leading Order amplitudes are present in the literature for photoproduction [32];

as stated earlier, once we start looking at NLO corrections, not only do we have a gluon

contribution, but also a quark one. Additionally, the gluon calculation becomes quite a

bit more complicated, with the addition of 58 more diagrams necessary for the full NLO

process. As an example, Fig. 3.3 shows two subprocess diagrams featuring the emission

of a soft gluon from the antiquark line. Likewise, Fig. 3.4 shows the quark contribution to

heavy vector meson production. For a full discussion of the details of the calculation of

the NLO corrections, including a full breakdown of the needed diagrams, see [32].

The NLO corrections are applied directly to the production amplitudes, which can be
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Figure 3.3: Two example diagrams showing the emission of a soft gluon from the on-shell
antiquark line in the subprocess

GPDp p′

Vγ/γ∗

Figure 3.4: An example of the quark exchange NLO contribution at the level of the full
process

written as [32]

M =
4πe eq(e

∗
V eγ)

Nc ξ

(〈O1〉V
m3
q

)1/2
1

∫

−1

dx
[

Tg(x, ξ)F
g(x, ξ, t) + Tq(x, ξ)F

q,S(x, ξ, t)
]

,

F q,S(x, ξ, t) =
∑

q=u,d,s

F q(x, ξ, t). (3.32)

This expression can be changed to our notation by making the replacement 〈O1〉V =



36

mqfV
2, leaving us with

M =
4πe eqfV (e

∗
V eγ)

Nc ξ mq

1
∫

−1

dx
[

Tg(x, ξ)F
g(x, ξ, t) + Tq(x, ξ)F

q,S(x, ξ, t)
]

. (3.33)

Tg and Tq contain information regarding the LO and NLO contributions, given by

Tq(x, ξ) =
α2
S(µR)CF

2π
fq

(

x− ξ + iε

2ξ

)

, (3.34)

for the quarks and

Tg(x, ξ) =
ξ

(x− ξ + iε)(x+ ξ − iε)

[

αS(µR) +
α2
S(µR)

4π
fg

(

x− ξ + iε

2ξ

)]

, (3.35)

for the gluons. From these it can be seen that there is both a LO and a NLO contribution

from gluons, but only a NLO contribution from the quark exchange. Additionally, the LO

expression matches the expression found earlier, Eq. (3.30). fg and fq are the main results

of [32]; fq is given by

fq(y) =
(

ln
4m2

µ2F
− 1

)

(1 + 2y)

(

ln(−y)
1 + y

− ln(1 + y)

y

)

− π2
13(1 + 2y)

48y(1 + y)
+

2 ln 2

1 + 2y

+
ln(−y) + ln(1 + y)

1 + 2y
+ (1 + 2y)

(

ln2(−y)
1 + y

− ln2(1 + y)

y

)

+
3− 4y + 16y(1 + y)

4y(1 + y)
Li2(1 + 2y)− 7 + 4y + 16y(1 + y)

4y(1 + y)
Li2(−1− 2y), (3.36)

where y = x−ξ+iε
2ξ . The expression for fg is (using the same definition for y)

fg(y) = 4(c1 − c2)
(

1 + 2y(1 + y)
)( ln(−y)

1 + y
− ln(1 + y)

y

)(

ln
4m2

µ2F
− 1

)

+ β0 ln
µ2R
µ2F

+ 4(c1 − c2)
(

1 + 2y(1 + y)
)

(

ln2(−y)
1 + y

− ln2(1 + y)

y

)

− 8c1

− π2
(

2 + y(1 + y)(25 + 88y(1 + y))

48y2(1 + y)2
c1 +

10 + y(1 + y)(7− 52y(1 + y))

24y2(1 + y)2
c2

)

−
[

c1
1 + 6y(1 + y)(1 + 2y(1 + y))

y(1 + y)(1 + 2y)2
+ c2

(1 + 2y)2

y(1 + y)

]

ln(2)
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+ π

√

−y(1 + y)

y(1 + y)

(

7

2
c1 − 3c2

)

+ 2c2

√

−y(1 + y)

y(1 + y)

(

1 + 4y

1 + y
arctan

√

−y
1 + y

+
3 + 4y

y
arctan

√

1 + y

−y

)

−
arctan2

√

−y
1+y

2y(1 + y)

(

(7 + 4y)c1 − 2
1 + 2y − 2y2

1 + y
c2

)

−
arctan2

√

1+y
−y

2y(1 + y)

(

(3− 4y)c1 − 2
3 + 6y + 2y2

y
c2

)

+ 2 a1(y) ln(−y) + 2 a1(−1− y) ln(1 + y)

+ 2 a2(y)Li2(1 + 2y) + 2 a2(−1− y)Li2(−1− 2y). (3.37)

The dilogarithm, Li2(z), appears in the final two terms. This function is defined as

Li2(z) = −
z

∫

0

ln(1− t)

t
dt (3.38)

and is real-valued in the region 0 < z ≤ 1, and complex-valued for z > 1. Finally, the

expressions a1 and a2 are given by

a1(y) =
c1
4

(

5 + 16y − 6

1 + y
+

1

(1 + 2y)2
− 5

1 + 2y

)

− c2
2

(

2 +
3

y
+ 8y − 1

1 + y

)

, (3.39)

and

a2(y) =
c1
8

(

12 +
9

y
+ 64 y − 2

(1 + y)2
+

21

1 + y
− 4

1 + 2y

)

− c2
4

(

8 +
3

y2
+

11

y
+ 32 y − 2

(1 + y)2
+

9

1 + y

)

. (3.40)

3.3.3 Light Mesons

So far, everything has been done for the case of mesons consisting of heavy quarks, e.g.

J/Ψ orΥ. It is also possible to investigate exclusive production of light vector mesons, e.g.
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p p′

γ∗

V

Figure 3.5: The LO quark exchange diagram for production of light vector mesons

φ or ρ. In this case, we can no longer use the mass of the meson as a large scale in the pro-

cess, and must therefore resort to electroproduction. We require that the virtuality of the

photon, Q2, be much larger than the meson’s mass for this situation. We can directly use

Eq. (3.31) if we simply set the meson mass to zero. Photoproduction of light mesons does

not give access to the GPDs, which can also be seen in the fact that the transverse expres-

sions are zero. The longitudinal amplitudes are consistent with previous determinations

of light vector meson production, see, e.g. [31, 58, 61].

Additionally, we recall that at LOwe did not have a quark contribution to heavymeson

production since the inherent charm or bottom in the nucleon is small. This is not the

case for light meson production, as even the inherent strangeness of the nucleon is non-

negligible. We can therefore not ignore this contribution to the production amplitudes,

given by the digram in Fig. 3.5. - Following the same procedure as above to obtain the

production amplitudes yields for ρ production

Mq
0+,0+ =

16πeαsfV
3Q

∑

qq′

1
∫

−1

dxHq′q
eff (x, ξ, t)

[

eq
(x− ξ + iǫ)

− eq′

(x+ ξ − iǫ)

]

(3.41)
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for the nonflip amplitude and

Mq
0−,0+ =

−16πeαsfV
3Q

√
−t′
2m

∑

qq′

1
∫

−1

dxEq
′q(x, ξ, t)

[

eq
(x− ξ + iǫ)

− eq′

(x+ ξ − iǫ)

]

(3.42)

for the flip amplitude.
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CHAPTER 4

OBSERVABLES: ANALYTICAL RESULTS

Now that the GPDs have been introduced, the kinematics specified, and the production

amplitudes determined, we can move on to their applications. Since experiments cannot

directly measure the production amplitudes, we have to instead determine what observ-

ables are available, and focus on those which give us access to the gluon GPD E.

4.1 Cross Sections

The most basic observable is the unpolarized cross section. The cross section can be con-

sidered as a way of describing how likely a process is to occur; a differential cross section

describes this likelihood for a certain kinematical value, while the full integrated cross sec-

tion describes the overall likelihood. The cross section has units of area, while the units for

the differential cross section depends on what the differential variable is.

Depending on the experiment, one may be able to access the differential cross section,

or only the integrated. For example, experimentally we have only integrated cross section

results for Υ since the count rates are so low, while for J/ψ we also have differential cross

section results.

For electroproduction, the full differential cross section in t is given by the combination

dσ

dt
=
dσT
dt

+ ε
dσL
dt

, (4.1)

where ε is the ratio of the longitudinal to transverse photon fluxes, and the two terms de-
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note the differential cross sections due to transversely or longitudinally polarized photons,

respectively. We calculate each of these through

dσ

dt
=

1

16π(W 2 −m2)
√

Λ(W 2,−Q2,m2)

∑

µ′,ν′,µ,ν

|Mµ′ν′,µν |2, (4.2)

where Λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz. In our particular case, using the results

for the production amplitudes (3.30), the two terms yield

dσT
dt

=
1

16π(W 2 −m2)
√

Λ(W 2,−Q2,m2)

(

|M±+,±+|2 + |M±−,±+|2
)

dσL
dt

=
1

16π(W 2 −m2)
√

Λ(W 2,−Q2,m2)

(

|M0+,0+|2 + |M0−,0+|2
)

,

(4.3)

These differential cross section can be integrated over t to obtain the integrated cross sec-

tions, for which an analogous expression to (4.1) exists.

4.2 Spin Density Matrix Elements

Spin Density Matrix Elements (SDMEs) describe the angular distribution of the process.

Interest in them began with the seminal work by Schilling and Wolf [62]. This work de-

scribed the elements for an unpolarized, as well as both a transversely and longitudinally

polarized lepton beam incident on an unpolarized target. Work by Diehl [63] extended

this framework to the case of a polarized target. Diehl additionally introduced a different

notation to express the SDMEs, which has the benefit of making certain symmetries more

readily apparent. Most of the calculations we perform here are in Diehl’s notation, since

it is more general. The experimental results use the older Schilling and Wolf notation,

however, so we also include relations between the two.

The SDMEs are expressed in terms of the production amplitudes, Eqs. (3.30) and (3.31).

Due to the symmetries in the production amplitudes for this work, the SDMEs yield only
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a small number of useful observables. The SDMEs are defined by

ρµ
′µ̄′

µµ̄,νν̄ =
1

NT + ǫNL

∑

ν′

Mµ′ν′,µν M∗
µ̄′ν′,µ̄ν̄ . (4.4)

The upper indices denote the spin density matrix of the vector meson, while the lower in-

dices specify the γ∗p polarization state. The normalization factors, which are proportional

to the differential cross sections for transverse and longitudinal photon polarization, are

given by

NT =
1

2

∑

µ′,ν′,ν

|Mµ′ν′,+ν |2 NL =
1

2

∑

µ′,ν′,ν

|Mµ′ν′,0ν |2. (4.5)

More useful than the elements themselves, however, are combinations of them. For an

unpolarized and longitudinally polarized target, respectively, we have

uµ
′µ̄′

µµ̄ =
1

2

(

ρµ
′µ̄′

µµ̄,++ + ρµ
′µ̄′

µµ̄,−−

)

lµ
′µ̄′

µµ̄ =
1

2

(

ρµ
′µ̄′

µµ̄,++ − ρµ
′µ̄′

µµ̄,−−

)

, (4.6)

while for a target polarization transverse in the hadron plane ("sideways") and perpendic-

ular to it ("normal") we have, respectively

sµ
′µ̄′

µµ̄ =
1

2

(

ρµ
′µ̄′

µµ̄,+− + ρµ
′µ̄′

µµ̄,−+

)

nµ
′µ̄′

µµ̄ =
1

2

(

ρµ
′µ̄′

µµ̄,+− − ρµ
′µ̄′

µµ̄,−+

)

.

There is one model-independent normalization constraint [63],

u++
++ + u−−

++ + 2εu++
0 0 = 1−

(

u 0 0
++ + εu 0 0

0 0

)

. (4.7)

As an example of how to obtain a useful expression for the SDME combinations, con-

sider

u++
++ =

1

2

(

ρ++
++,++ + ρ++

++,−−

)

. (4.8)
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The SDMEs can be expressed through the production amplitudes by

ρ++
++,++ =

1

NT + ǫNL

[

M++,++M∗
++,++ +M+−,++M∗

+−,++

]

ρ++
++,−− =

1

NT + ǫNL

[

M++,+−M∗
++,+− +M+−,+−M∗

+−,+−

]

.

(4.9)

Until this point, we have kept the discussion completely general, now we can use the

relations between the transverse production amplitudes (3.30) to write

u++
++ =

1

NT + ǫNL

[

M++,++M∗
++,++ +M+−,++M∗

+−,++

]

. (4.10)

Due to the structure of the normalization, both the numerator and denominator can be

expressed in terms of the transverse production amplitudes, and both appear in the com-

bination |M++,++|2 + |M+−,++|2. Note that this is not a general feature, but is unique

to our approach. This allows an easy simplification by using the relations among them,

yielding

u++
++ =

m2
V

m2
V + εQ2

. (4.11)

This expression reveals an amazing result of our approach — u++
++ has no dependence on

the GPDs, only the mesonmass and the photon virtuality. In fact, for photoproduction, we

find that the result should be constant, and is in complete agreement with the normaliza-

tion condition (4.7).

Another result of the simple amplitude relations is that there are only 8 nonzero com-

binations,

u++
++, u

−+
−+, u

00
00, u

0+
0+

n++
++, n

−+
−+, n

00
00, n

0+
0+.

(4.12)

This result implies that the only nonzero effects are for transverse target polarization per-

pendicular to the hadron plane. Additionally, of the nonzero combinations, only two are

independent, u++
++ and n++

++; the other 6 can be written in terms of these. Following the
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same procedure outlined above, we obtain

u−+
−+ = u++

++

u0+0+ =
Q

mV
u++
++

u0000 =
Q2

m2
V

u++
++,

(4.13)

and

n++
++ = −2i

Im
(

M++,++M∗
+−,++

)

(

1 + ǫ Q
2

m2
V

)

(|M++,++|2 + |M+−,++|2)

n−+
−+ = n++

++

n0+0+ =
Q

mV
n++
++

n0000 =
Q2

m2
V

n++
++.

(4.14)

Note that based on the results for the nonzero combinations, the constraint (4.7) reduces to

u++
++ + εu 0 0

0 0 = 1, (4.15)

which can easily be shown to be satisfied.

As previously mentioned, the current experimental data uses the older Schilling and

Wolf notation. The J/ψ data currently contains results for

r0400 , r
04
1−1, r

1
1−1, r

1
00 + 2r111, and r

5
00 + 2r511. (4.16)

Of these quantities, only 2 are nonzero in our approach, and can be written in terms of

Diehl’s notation through

r0400 =u00++ + ǫu0000 = ǫu0000

r11−1 =
1

2

(

u−+
−+ + u+−

−+

)

=
1

2
u−+
−+.
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After some simple algebra, we have

r0400 =
ǫQ2

m2
V + ǫQ2

r11−1 =
1

2

m2
V

m2
V + ǫQ2

.

(4.17)

Our results also satisfy the expression

r11−1 =
1

2

(

1− r0400
)

, (4.18)

which is valid for s-channel helicity conservation and natural parity exchange. Addition-

ally, while there is currently no experimental data for it, we have

Im r610 = −Re r510 =
1

2
√
2

mVQ

m2
V + εQ2

(4.19)

While comparison of these SDMEs to data is unable to yield much information on the

GPDs themselves, it can help to verify our approach. The simple relations we find among

the SDMEs are straightforward checks of our method and, in particular, of the relations

we obtain among the production amplitudes. We still would like to have an experimental

way of constraining Eg, however, and as we can see, the SDMEs do not provide much

information on this matter.

4.3 Asymmetries

The first observable which we can investigate to obtain more information about the GPD

Eg is the single spin asymmetry AN . This asymmetry is also sometimes written as AUT ,

since it denotes an unpolarized beam and a transversely polarized target. This asymmetry

is actually closely related to the SDMEs for a target polarized perpendicular to the hadron
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plane, and can be written in terms of them. We start with the definition

AN =
1

NT + εNL

1

2

∑

µ′,ν′

[(

|Mµ′ν′,++|2 − |Mµ′ν′,+−|2
)

+ ε
(

|Mµ′ν′,0+|2 − |Mµ′ν′,0−|2
)]

,

(4.20)

then simplify based on Eqs. (3.30) and (3.31), yielding

AN = −2
Im

(

M++,++M∗
+−,++

)

+ εIm
(

M0+,0+ M∗
0−,0+

)

|M++,++|2 + |M+−,++|2 + ε (|M0+,0+|2 + |M0−,0+|2)
. (4.21)

Using (3.31), this can easily be reduced to

AN = −2
Im

(

M++,++M∗
+−,++

)

|M++,++|2 + |M+−,++|2
. (4.22)

We immediately notice the similarity to our expression for n++
++, and in fact, AN can be

given in terms of these SDMEs,

AN = Im
(

n++
++ + εn0000

)

. (4.23)

Since this asymmetry is proportional to the product of the flip and nonflip amplitudes, it is

sensitive to the interference betweenHg andEg . In this way, we can gain some knowledge

of Eg even if it is smaller than Hg.

WithAN being proportional to the imaginary part of the product of the flip and nonflip

amplitudes, it is perhaps reasonable to wonder whether the real part of this product is able

to be accessed, and whether it would even be useful to do so. There would be a definite

advantage to measuring the real part of the product, since there are some indications that

in the gluon sector the phase between Eg and Hg are similar, leading to a small value

for the imaginary part, and therefore also AN , even if Eg is not small compared to Hg.

The real part of the product between the flip and nonflip amplitudes is harder to access

experimentally, since it requires the measurement of the polarization of the recoil nucleon.

The relevant double spin asymmetry can be defined if we consider objects similar to the
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combinations seen above in the discussion of AN ,

ai,f =
1

NT + εNL

∑

µ′

[

|Mµ′f,+i|2 + ε|Mµ′f,0 i|2
]

, (4.24)

where the indices f and i indicate the final and initial polarization state of the nucleon.

The same procedure as above can be followed to determine the different possibilities for

ai,f , which includes polarizations along the positive and negative axes of any of the three

directions x, y, or z. For our situation, we are interested in the case of one nucleon polarized

along the z direction, with the other along the x direction,

ALS = a+,+x − a−,+x = 2
Re

(

M++,++M∗
+−,++

)

+ εRe
(

M0+,0+M∗
0−,0+

)

|M++,++|2 + |M+−,++|2 + ε (|M0+,0+|2 + |M0−,0+|2)
. (4.25)

Again, we can simplify this expression using the relation between the longitudinal and

transverse amplitudes (3.31),

ALS = 2
Re

(

M++,++M∗
+−,++

)

|M++,++|2 + |M+−,++|2
. (4.26)

As mentioned above, this asymmetry could provide useful information regarding the nu-

cleon spin-flip amplitude, and hence Eg, especially if Eg and Hg are similar in phase,

leading to a small value for AN . The square of the flip amplitude can also be accessed if

both the initial and final nucleons are polarized in the z or the x direction; the reduced

form reads

1

2

(

a+,− + a−,+

)

=
1

2

(

a+x,−x + a−x,+x

)

=
|M+−,++|2

|M++,++|2 + |M+−,++|2
. (4.27)

While no additional interesting information can be obtained if either nucleon is polar-

ized in the y direction, taking the unpolarized cross section, proportional to |M++,++|2 +

|M+−,++|2, AN , ALS , and the observable in (4.27) gives us complete information on the

real and imaginary parts of both the non-flip and spin-flip amplitudes.
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4.4 Next to Leading Order

Very few changes need to be made to the expressions for any of our observables in order to

include theNLO corrections. This is due to the fact that they are directly taken into account

in the production amplitudes; additionally, none of the simple relations among our ampli-

tudes are affected. We do note that the NLO results are valid only for photoproduction, so

when dealing with results at NLO, no longitudinal amplitudes are considered. The only

other point that requires consideration is what order in αS we keep terms proportional to.

If we look at Eqs. (3.32)-(3.35) and (4.2), we note that while the production amplitudes

go up to O(α2
S), in order to calculate the cross section, we square the amplitude, therefore

giving us terms proportional toO(α4
S). We borrow Diehl and Kugler’s reasoning [55], and

retain terms of this order. The argument is that if the corrections are not too large, then

the missing terms which would come from the next-to-next-to-leading order expressions

would make little difference, and if the corrections are large, then the NLO results are

probably not well under control anyway.

4.5 Light Mesons

As mentioned in Section 3.3.3, when we perform our calculations for the production of

light vector mesons, we neglect the meson mass. This means that we need to have another

large scale in the process, whichwe take to be the virtuality of the photon,Q2, meaning that

photoproduction is not allowed. Additionally, we no longer have transverse amplitudes,

so the asymmetries depend now only on the longitudinal amplitudes. As for the SDMEs,

we have only two combinations in Diehl’s notation that are nonzero, u0000 and n0000. In this

case, u0000 is trivially given by 1/ε, while n0000 is slightly more complicated,

n0000 = −2i

ε

Im
(

M0+,0+M∗
0−,0+

)

|M0+,0+|2 + |M0−,0+|2
. (4.28)
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CHAPTER 5

OBSERVABLES: NUMERICAL RESULTS

Now that we have the analytic expressions for our observables, we can use them to obtain

numerical predictions which can then be compared to experimental data. The code which

we use to evolve the GPDs is fairly complex, and introduces some technical difficulties, so

a description of these complexities and the ways in which theywere overcome is discussed

first, followed by a similar discussion for the NLO calculations, and finally a presentation

of our numerical results, compared to experiment.

5.1 GPDs and Evolution

As input for the GPDs, we start with a modified version of the CTEQ6M parton distribu-

tions, developed through the work of Goloskokov and Kroll (see, for instance [37, 40–42,

53]). These are given at a starting scale of µ0 = 2.0 GeV, and are used as an input for the

double distribution method as discussed in Chapter 2 and Appendix A.

As mentioned previously, we use code developed by Vinnikov [27] to perform the evo-

lution of the GPDs. The benefit of this code is that it achieves reasonable accuracy with

a very quick runtime. It is able to do this by exploiting various symmetries inherent in

the GPDs themselves, e.g. the x symmetry of the gluon GPDs means that it needs to be

calculated for only half the total x range. Another aspect of the code which leads to fast

computation is that the points sampled are not evenly spaced in x. Rather, the x values
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sampled conform to

xi = δeγ i − δ

γ =
1

n
ln

(

1− ξ

ξ

)

δ =
ξ2

1− 2ξ
,

(5.1)

where n is set at runtime, equal to the total number of data points in each evolution re-

gion, and i is a loop variable running from 0 through 2n. Additionally, there is another

parameter essential to the evolution routine, internally called m. This is similar to n in

that it impacts a step size, however, in this case m governs the step size in the scale of the

process. The code breaks the evolution up into a number of separate evolutions starting

at the initial scale and ending with the evolved scale. As an example, if m = 10 and we

want to evolve the GPDs from µ = 2 GeV to µ = 4 GeV, the evolution calculation will be

performed 10 times. First the code will evolve the GPDs from µ = 2 GeV to µ = 2.2 GeV,

then it will use the result from that and evolve it to µ = 2.4 GeV, and so on, until it reaches

the final scale.

An analysis was performed to determine the ideal values for n and m based on the

relative difference between prospective values as compared to the runtime. The relative

difference was calculated as the difference between two successive iterations divided by

their average,

Relative Difference = 2
xn − xn−1

xn + xn−1
. (5.2)

Since with increasing n or m the results should converge towards the "true" value, if the

relative difference shows little change between two successive iterations, then a sufficient

parameter value has been achieved. The leading order and next-to-leading order ampli-

tudes for both the initial and evolved scales were calculated for a series of n values, with

m kept constant, and vice versa. All the amplitudes showed convergence as the number

of steps increased. The greatest difference between successive iterations tended to be the

evolved NLO amplitude. Even so, the relative difference was not large at any tested pa-

rameterization. Changing m had a much smaller effect than n, and a value ofm = 10 was
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chosen. Since the differences were so small when changing m, this choice is as much for

the attractiveness of the number as it is for accuracy; increasing it any further will increase

the computation time unnecessarily, while a decrease of the parameter will not garner sub-

stantial runtime benefits.

The case of changing n is slightly different. Vinnikov comments [27] that larger values

of n will yield more precise results, and refers to a "careful" solution using n = 500. We

quickly discovered that the runtime at large values of n can easily become unreasonable. A

value of n = 400was originally planned, since that would yield precise results , but have a

shorter runtime than the n = 500 case. Prior to this analysis it was assumed that this value

would be preferred over one closer to n = 200. What was found, however, is that when

comparing n = 260 and n = 400 the relative difference is approximately halved, it also

approximately doubles the runtime. Note that we did not compute the relative difference

between n = 400 and n = 260. The relative difference was determined for n = 400 vs

n = 380 and n = 260 vs n = 240. Since the percent relative difference for the evolved

NLO amplitude between n = 260 and n = 240 is only about .02%, a value of n = 260 was

deemed sufficient.

The parameterization for x leads to points spaced further apart the further one gets

from the point x = ξ. Since the GPDs become smoother and flatter the further one goes

from x = ξ, see Fig. 2.2, this parameterization works well. From looking at Eq. (5.1),

one can see that the spacing in x is logarithmic, whereas the spacing in i is linear. While

this allows greater precision close to the problem point x = ξ, it also introduces some

difficulties with the calculations, especially the next to leading order ones.

The first obstacle to overcome is related to our numerical integration routine. The best

case scenario would be to use an adaptive algorithm, allowing focus to be put on specific

trouble areas, where the integrand is less smooth. However, this would require a major

rewriting of the evolution code, since it generates the GPD data as a set of discrete points,

as detailed above. For this reason, we resort to using Simpson’s method of integration,

specifically the composite Simpson’s method. In this way, we can take advantage of the

pre-calculated GPD data, allowing us to break up the total integration range into sets of
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consecutive points. This works quite well since the GPDs are fairly smooth functions, with

the area around x = ξ being the most problematic.

The problem then, at first glance, with using Simpson’s method is that it requires even

spacing in the integration variable. The solution is to change the x integration to an in-

tegration over i. Using Eq. (5.1), we are able to determine the Jacobian for our variable

change, giving us dxi = γ δeγ idi. For an arbitrary function f(x), we then have

∫ B

A
f(x) dx =

∫ 2n

0
γ δeγ if(xi)di. (5.3)

The Jacobian, γ δeγ i can also be expanded to read

1

n
ln

(

1− ξ

ξ

)

ξ2

1− 2ξ

(

1− ξ

ξ

)
i
n

. (5.4)

Including this term in the integral, as shown above means that we can utilize Simpson’s

Method to perform our integrations. Note that most of the Jacobian is independent of i,

and can be computed once at the beginning of the calculation if one is concerned with

optimizing the code as much as possible.

5.2 Next to Leading Order

Additional problems appear when moving to the NLO calculations, mostly due to the

form these corrections take. It is important to note that evaluating the amplitude, Eq.

(3.32), requires the product of the GPDs and fg or fq, Eqs. (3.37) and (3.36) respectively, to

be integrated over x. This cannot be done numerically in a straightforward way, since just

about every term becomes numerically unstable as x approaches ξ, which is contained in

our integration region. Additionally, if one includes the factor of 1/(x − ξ) present in Tg,

Eq. (3.35), there are terms which contain instabilities that go not only as 1/y (remembering

that y = (x− ξ)/(2ξ)), but also 1/y2, and 1/y3. Besides these complications, there are also

terms which contain both real and imaginary components which need to be integrated.

While the integrand is numerically unstable, and we loosely speak of divergences, the
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integrals themselves are well defined due to the iǫ prescription. In particular, the replace-

ment ξ → ξ − iǫ yields the proper results (see, for example, the discussions following Eqs.

2.13 and 3.56 in ref. [32]). Beyond these instabilities, we also have terms which contain

different branches, and the iǫ prescription fixes also these functions by choosing the cor-

rect branch. Even with the iǫ, a numerical implementation is still problematic. A common

method of dealing with integrals that have this behavior is to numerically perform a prin-

ciple value integral, while also including terms which are proportional to the numerator,

or a derivative of the numerator, i.e.

∫ b

a
dx

ϕ(x)

x− ξ + iε
= −iπϕ(ξ) + P

∫ b

a
dx

ϕ(x)

x− ξ
. (5.5)

This method is straightforward when the divergence is merely linear, but becomes more

complex when the divergence increases, e.g.

∫ b

a
dx

ϕ(x)

(x− ξ + iε)2
= −iπϕ′(ξ) +

b− a

(a− ξ)(b− ξ)
ϕ(ξ) + P

∫ b

a
dx

ϕ(x) − ϕ(ξ)

(x− ξ)2
∫ b

a
dx

ϕ(x)

(x− ξ + iε)3
= − iπ

2
ϕ′′(ξ) +

(b− a)(a+ b− 2ξ)

2(a− ξ)2(b− ξ)2
ϕ(ξ) +

b− a

(a− ξ)(b− ξ)
ϕ′(ξ)

+ P
∫ b

a
dx

ϕ(x)− ϕ(ξ)− (x− ξ)ϕ′(ξ)

(x− ξ)3
.

(5.6)

While more complex, these expressions are still able to be implemented without too much

difficulty if φ is well behaved around the point x = ξ, i.e. if we can evaluate the function

and its first (and possibly second) derivative there. This is where we run into a problem,

however, since there are terms for which we cannot do this, e.g. terms proportional to

ln(x − ξ + iǫ) or
√
x− ξ + iǫ. Additionally, the principle value integrals must have their

numerators combined as seen in Eq. (5.6), which can lead to computations which are more

time consuming than need be. In order to keep consistent, we instead want a method that

we can apply equally well to every term, so we split the integral into three parts,

1
∫

0

φ(x)dx =

ξ−δ1
∫

0

φ(x)dx+

ξ−δ2
∫

ξ−δ1

φ(x)dx +

1
∫

ξ−δ2

φ(x)dx. (5.7)
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We numerically integrate the first and third regions, effectively performing a principal

value integration, and perform the middle integration analytically. Since the inner region

is a small interval around x = ξ, we first expand the integrand around x = ξ (or y = 0) to

make the analytic integration feasible. Another advantage of this method, besides it being

applicable to every term, is that the terms we encounter ∝ 1/y3 experience cancellations

when we expand them around x = ξ. The end result of this is that the strongest divergence

we have is actually ∝ 1/y2, which means that we need no more than the first derivative in

order to fully evaluate the integral, see Appendix C.

The endpoints of the middle region hint at another issue encountered, one which is

related, once again, to the evolution code. Ideally, we would have the endpoints of this

region an equal distance from the center. However, due to the unequal spacing discussed

above, this is not possible. Hence, the endpoints are denoted by

δ1 = xn − xn−p, δ2 = xn+p − xn, (5.8)

where p can be set by the user, generally the smallest value which still leaves the proper

number of subintervals for Simpson’s method to function, even if n is even, odd if n is

odd. While it is not required for δ1 and δ2 to use the same value of p, we see no reason for

them to differ either, and so we leave them equal. Note that having p equal does not make

δ1 = δ2, as the spacing on either side of the point x = ξ differs. This imbalance causes the

expressions for the integrated terms to be significantly more complicated than they would

be otherwise. As a simple example of this, consider the integral

ξ+δ2
∫

ξ−δ1

dx

y + iǫ
= 2ξ

δ2
2ξ
∫

−
δ1
2ξ

dy

y + iǫ
= 2ξ

[

ln

(

δ2
δ1

)

− iπ

]

. (5.9)

If the endpoints of our inner region were an equal distance from ξ, the first part of the

integration result, i.e. the real part, would be zero. This does not change the end result

of our calculation, since the result for the middle region must compensate the two outer
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regions. Themismatch between δ1 and δ2 simply changes the exact form this compensation

takes.

The final complication comes from the endpoints of the x integration, specifically the

point x = 0 (or y = −1
2 ). If we naively attempt to evaluate fg at this point, we see that we

obtain singular expressions for various terms. This can be seen fairly easily by observing

that there are terms with the expression 1 + 2y in the denominator. However, this turns

out to be a fairly minor issue, as there are multiple terms which contain this behavior, and

we can show analytically that the singular terms cancel in the limit of y → −1
2 , leading to

a finite result for fg at this point. We are able, therefore, to hardcode this limit into the pro-

gram which computes the expression fg. A similar issue exists for the quark contribution,

however, in that case, instead of yielding a finite result at y = −1
2 , we obtain zero.

Since all of this leads to a fairly complex codebase, it was convenient to make it easy

to read and debug, for this reason, each term of fg, Eq. (3.37), is calculated separately,

both for the outer and middle regions of Eq. (5.7). A detailed discussion concerning the

calculation of the NLO corrections, including the expansion in the middle region, can be

found in Appendix C.

5.3 Production Amplitudes

We have calculated the LO electroproduction amplitudes along with the LO and NLO

photoproduction amplitudes for exclusive production of a J/ψ or an Υ, as detailed in

Eqs. (3.30), (3.31), and (3.32). For consistency, unless otherwise noted, all amplitudes are

calculated using variant 5 for the GPD Eg, as that one tends to reach a sort of "middle of

the road" result — it’s not as large as variant 4, but is generally larger than the other three

variants. Figure 5.1 shows the LO and NLO non-flip amplitudes, separated into their real

and imaginary parts. In order to provide a more clear picture of the importance of each

component, we have divided each one by the absolute value of the total amplitude. To be

precise, we take |M| =
√

Re[M]2 + Im[M]2. For the NLO normalization, we use the full

NLO amplitude, i.e. MLO +Mg
NLO +Mq

NLO, while for the LO one, we take only the LO
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Figure 5.1: LO (left) and NLO (right) non-flip amplitudes for production of a J/ψ, sepa-
rated into real and imaginary components. There is a negligible effect due to the variant of
Eg chosen, here we take variant 5. See text for details on the calculations.

contribution. For plots which show only the LO or NLO results, e.g. the left or right plots

in Figs. 5.1 and 5.3, we use the respective normalizations — LO for the LO plots and NLO

for the NLO plots. The plots which contain both LO and NLO results, on the other hand,

always use the NLO normalization, e.g. Figs. 5.2 and 5.4. These choices were made with

an eye towards a meaningful comparison within each plot. For example, in Fig. 5.1 we can

focus on either the left or the right plot and immediately read off the relative strength of

the imaginary and real components. Accordingly, in the NLO decomposition plots, Figs.

5.2 and 5.4, we can easily determine the strength of the LO term as compared to the NLO

ones.

We see from Fig. 5.1 that for the LO results, the imaginary contribution dominates the

amplitude above W ≈ 25 GeV. Additionally, at NLO, the real part dominates the ampli-

tude at energies between approximately 25 and 60 GeV, while above this the imaginary

part slowly begins to take over, dominating only at high energies.

This behavior can be explained by looking at Fig. 5.2, which shows the NLO results

decomposed into the various terms that make them up — LO, gluon NLO, and quark

NLO. For both the real and imaginary contributions, the LO term is generally of opposite
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Figure 5.2: Imaginary (left) and Real (right) parts of the NLO non-flip amplitude for J/ψ
photoproduction, separated into the various contributions to the full NLO result.

sign to both the quark and gluon NLO terms; however, in the case of the real contribution,

the LO amplitude is smaller when compared to the gluon and quark NLO terms than in

the imaginary case. While it is not enough to bring the real contribution up to the same

level of the imaginary, it is able to enhance it so that one is no longer able to neglect the

real amplitude at large energies.

Figure 5.3 compares the real and imaginary contributions to the spin-flip amplitude for

LO and NLO. The LO results are similar to what we see for the non-flip amplitudes, but

the NLO results differ slightly. In this case, the imaginary part dominates below energies

of approximately 200 GeV, while above this point both contributions are important. Again,

the cause of this is due to the relative magnitudes of the individual terms which make up

the NLO results, as shown in Fig. 5.4. We see that for the spin-flip amplitudes the LO term

is not necessarily of the opposite sign to both the NLO terms. In general, the gluon NLO

term is of opposite sign to the other two contributions for both the real and imaginary parts

and the relative size of this contribution is in large part what determines how important

the real or imaginary parts are.

Since the spin-flip amplitudes depend directly on the GPD Eg , the chosen variant

should have a much greater effect on the amplitude than in the non-flip case — where
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Figure 5.3: LO (left) and NLO (right) spin-flip amplitudes for production of a J/ψ, sepa-
rated into real and imaginary components. See text for details on the calculations.

the variant has a negligible effect due in large part to it entering the non-flip amplitude

with a prefactor of ξ2/(1 − ξ2). Figures 5.5 and 5.6 show the LO and NLO amplitudes, re-

spectively, for each of the five variants chosen. At LO, there is not much of a change in the

overall relations between the imaginary and real contributions, except in two cases. The

main differentiating factor between variant 4 and the other variants at LO is that variant 4

is of opposite sign. Additionally, in variant 1, we see the real part taking a more prominent

role than in the others. At NLO, these behaviors change somewhat. Variants 2, 3, and 5

are still quite similar, and variants 1 and 4 have the greatest changes. For the imaginary

part, variant 1 now is of the opposite sign as compared with the three similar variants,

though the magnitude is not much different. The real part of variant 1, however, starts off

with the opposite sign, but never crosses the x-axis, whereas every other variant does so.

Additionally, at lower energies, variant 1 seems to have a larger real part than the others.

Variant 4, on the other hand, behaves completely differently than the other variants. While

the other four variants seem to reach an approximately stable ratio at fairly low energies,

variant 4 has significant change above even 200 GeV.

The non-flip amplitudes for Υ production, which can be seen in Figs. 5.7 and 5.8, do

not show the same drastic changes when going from LO to NLO that we see in the J/ψ cal-
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Figure 5.4: Imaginary (left) and Real (right) parts of the NLO spin-flip amplitude for J/ψ
photoproduction, separated into the various contributions to the full NLO result.

culation. At NLO, the imaginary contribution to the amplitude becomes more important,

though even at LO the real part is significantly less than the imaginary, at least above 100

GeV or so. As for the various contributions to the full NLO result, Fig. 5.8 shows that the

LO term is the largest, in direct contrast with the J/ψ results. The NLO gluon contribution

tends to be fairly large, though still smaller than the LO one. These all lead to a conclusion

that the NLO corrections for the J/ψ are not well under control, most likely due to the

mass not being large enough to act as a hard scale for the process.

The stark differences seen are interesting since the meson mass is the predominant

change in the calculation when going from J/ψ to Υ production. Obviously, it enters

our calculation for αS(µ), where as mentioned previously, we evolve to the scale µ =
√

Q2 +m2
V , which for photoproduction is clearly µ = mV . The results for αS(µ) at the two

evolved scales are

αS(µJ/ψ) = 0.251960

αS(µΥ) = 0.176952.

(5.10)

The similar values of the coupling constant at the two scales implies that this cannot be the

only factor in the instability of the J/ψ NLO correction. In the case of W 2 ≫ m2
V , or the

limit of small ξ, the LO and NLO amplitudes simplify considerably [32] and we see that
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Figure 5.5: Effect of chosen variant on LO spin-flip amplitudes for J/ψ photoproduction.
The Imaginary (left) and Real (right) contributions, divided by their absolute value, for the
5 investigated variants.

the NLO terms are proportional to log 1
ξ . Taking this togetherwith the values of αS implies

that the NLO corrections for Υ are approximately half those for J/ψ production over the

range we investigate.

The spin-flip amplitudes for Υ production are shown in Figs. 5.9-5.12, and once again

they show a much more stable NLO result than for the J/ψ. We again see that the imagi-

nary component becomes more prominent after including the NLO corrections, especially

at energies above 75 GeV. Also, we see a similar comparison to the J/ψ results when it

comes to the differences among the spin-flip amplitudes due to the variants. Variant 4,

once again, varies significantly from the other four variants, while at LO variant 1 is not

too different from the other three. At NLO, however, the first variant develops some char-

acteristics which differentiates it from the other amplitudes, especially at low energies.

Due to the complexities inherent in the NLO gluon calculation, a crosscheck of the re-

sult was desired. This check was performed using theMathematica software package [64].

Since the GPD evolution and presence of the GPD Eg will not change the basics of the

check, we were able to, without loss of generality, perform the cross check at the initial
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Figure 5.6: Effect of chosen variant on NLO spin-flip amplitudes for J/ψ photoproduction.
The Imaginary (left) and Real (right) contributions, divided by their absolute value, for the
5 investigated variants.

scale, for the simple case of Eg = 0, i.e. Hg
eff = Hg. Instead of having Mathematica gener-

ate the GPD values itself, which would have taken a considerable amount of programming

and runtime, we generated, via the main code, a large array, ∼ 2000 points total, of val-

ues for Hg and instructed Mathematica to fit an interpolating function that describes the

data. The interpolating function was generated via a 4th order spline interpolation. This

provided a good description of the GPD data, and checks of the integral and derivative of

the GPD at various points were performed to satisfactory results.

The next step was to verify that our method of performing the NLO integrals was ap-

propriate. Calculations of the LO and NLO amplitudes at the initial scale were performed

both in Mathematica and with the main code. The main code uses the method of sepa-

rating the integrals into three distinct regions, as detailed above, while Mathematica does

not. We utilize Mathematica’s numeric integration routine, which requires the entire ex-

pression to evaluate to a numeric value, so we set ǫ to be a small, but positive, number,

approximately 10−5 − 10−6. In this way, we eliminated our approximation of the terms

in fg and performed the integrals as straightforwardly as possible. We saw an agreement

between the two methods on the percent level, confirming the method we use to calculate
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Figure 5.7: LO (left) and NLO (right) non-flip amplitudes for production of a Υ, separated
into real and imaginary components. There is a negligible effect due to the variant of Eg

chosen, here we take variant 5. See text for details on the calculations.

the amplitudes.

A comparison was also performed between our amplitude results and those present in

the literature [32]. Figures 5.1 and 5.2 were compared to the corresponding plots in Fig. 17

of [32]. We note there are some apparent differences between the related plots. First, the

right plot of Fig. 5.1 can be compared to the upper right plot of Fig. 17 in [32]. We see

that in our case the real part decreases slower and remains larger than in [32], while our

imaginary part increases faster but remains slightly smaller than what can be seen in [32].

Additionally, we compared Fig. 5.2 to the bottom plots in Figure 17 of [32]. If we look

at the decomposition of the imaginary part into the various LO and NLO terms, we see

that the overall trend is similar, but the magnitudes are slightly different. Our LO results

are slightly larger in magnitude, as are our quark and gluon NLO contributions. The total

result, however, is not much different in magnitude than that shown in [32]. Our real part,

however, behaves significantly different. The LO result never crosses the x-axis, and its

low energy behavior is quite different. Our gluon NLO contribution is larger, and again

does not cross the x-axis, as it does in [32]. Finally, our quark NLO term is smaller, and

has a slightly different behavior than seen in Fig. 17 of [32]. Despite the differences seen in
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Figure 5.8: Imaginary (left) and Real (right) parts of the NLO non-flip amplitude for Υ
photoproduction, separated into the various contributions to the full NLO result.

the amplitudes, we are confident that they do not spoil the overall rough agreement seen

between the results of [32] and our own. The most likely cause of the discrepancies is due

to the GPD model taken in each case. In [32], they utilize the results from [65], while we

build on the models developed in [41, 42]. It is not unreasonable that differences in the

models could lead to the observed differences. Additionally, strange behavior can be seen

in the LO cross section results of [32] at low energies, while no such behavior appears in

ours, strengthening the argument that the differences are due to GPD model differences.

The fact that we are looking at the ratio of the amplitudes to their absolute value, as

explained at the beginning of this section, can perhaps explain why the total imaginary

part is similar while the individual terms are larger than in [32]. Since our real parts are

smaller than those seen in [32], it is possible that the excess seen in the imaginary part is

offset by the smaller values of the real contributions.
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Figure 5.9: LO (left) and NLO (right) spin-flip amplitudes for production of a Υ, separated
into real and imaginary components.
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Figure 5.10: Imaginary (left) and Real (right) parts of the NLO spin-flip amplitude for Υ
photoproduction, separated into the various contributions to the full NLO result.
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Figure 5.11: Effect of chosen variant on LO spin-flip amplitudes for Υ photoproduction.
The Imaginary (left) and Real (right) contributions, divided by their absolute value, for the
5 investigated variants.
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Figure 5.12: Effect of chosen variant on NLO spin-flip amplitudes for Υ photoproduction.
The Imaginary (left) and Real (right) contributions, divided by their absolute value, for the
5 investigated variants.
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Figure 5.13: LO (solid) and NLO (dashed) results for J/ψ photoproduction at t = 0. Ex-
perimental data from various experiments up through 1985 [66].

5.4 Cross Sections

Wewill begin by inspecting the differential and integrated cross sections for exclusive pro-

duction of a J/ψ in addition to the integrated cross section for Υ photoproduction. After

the data has been presented, we will proceed to discuss the results. Since the unpolarized

cross section is only marginally sensitive to the variant of Eg used, all plots are shown

using Variant 5 because its amplitudes lie approximately between the other variants. Ad-

ditionally, all results are shown at the evolved scale, given by µ =
√

Q2 +m2
V .

Figure 5.13 shows the LO and NLO results for photoproduction with t = 0. We note

that at LO, the calculations lie well above the experimental data, which are taken from [66],

while the NLO results provide a good description below W ≈ 15 GeV, and tend to fall

below the data with increasing energy. It is worth pointing out that Ref. [66] is a review of

the experimental data for J/ψ photoproduction at the time, and so contains all the cross

section data available up to 1985. We also show photoproduction data in Fig. 5.14, but

this time at higher energies, and for three different values of t. The experimental data in
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Figure 5.14: LO (solid) and NLO (dashed) results for J/ψ photoproduction at 3 different t
values. Note that two sets of data have been scaled, in order to make the comparison more
clear. Experimental data is from H1 [67].

this plot is from the H1 experiment, published in [67]. We again see the trend that the

LO results are above the data, while the NLO ones are below. This time, however, as

we increase in energy, the NLO results become a better match for the experimental data.

Since these results are for larger energies, it seems that at very low (below about 15 GeV)

and high (above about 200 GeV) energies, the NLO results are reasonable, while in the

intermediate region it seems to underestimate the cross section. Figure 5.14 also shows

that with increasing |t|, the theoretical calculations come more in line with experiment.

Additionally, all of our results are in line with the well-known t and Q2 dependence of the

cross section, viz. as either one increases, the cross section decreases.

It is important to note that in the development of the GPDs which we use, the fitting

of free parameters was done for production of light mesons. This could have an impact on

the agreement for heavier mesons. For example, since the light mesons have a different t

dependence than the J/ψ, it is possible that changing the t dependence of the GPDs may

improve the agreement for J/ψ production.
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Figure 5.15: Differential J/ψ electroproduction as a function of cm-energy for 3 different
values of t. LO results are for Q2 = 8.9 GeV2, and 3 different values of t. Experimental
data once again from H1 [67].

If we now turn our attention to electroproduction, i.e. nonzero values of Q2, we first

recall that the NLO expressions are no longer valid, and so only LO results are shown.

Figure 5.15 shows the results at Q2 = 8.9 GeV2, and three different values of t.

We are also interested in how the cross section changes with a change in Q2. Figure

5.16 shows that asQ2 increases, the cross section decreases, in agreement with experiment.

As above, we also see that increasing |t| decreases the cross section, and we have better

agreement for larger values of |t|.

We have seen some indication of how the cross section depends on the momentum

transfer to the nucleon, t, but we would like to investigate this further, as well. Figure

5.17 shows both the LO and NLO results as a function of t for two different cm-energies.

Additionally, the NLO results come in under the experimental data, which agrees with the

observation above, since the two energy values are in the intermediate range where the

NLO results are much below the experimental data. We note that while the experimental

data has a nonzero Q2, the value is small enough such that we can apply the NLO cor-
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Figure 5.16: LO differential cross section results for J/ψ production as a function of Q2 at
W = 90 GeV and 4 different values of t. Experimental data is from ZEUS [68].

rections to this case. The longitudinal cross section is negligible, being about 0.1% of the

transverse, while the expression for the amplitude would change by only about 1% if we

were to include the Q2 value of 0.1 GeV2. The differential cross section for electroproduc-

tion as a function of−t is shown in Fig. 5.18 along with experimental data from ZEUS [68].

We see the same behavior of a better agreement with experiment at larger values of Q2.

We now move on to a discussion of the integrated cross section for J/ψ production.

Once again, we present results as functions of both the cm-energyW , and the photon vir-

tualityQ2. Unsurprisingly, Figure 5.19 shows the same trend for the NLO results we noted

earlier, viz. reasonable agreement between theory and experiment at high and very low

energies, while in the intermediate region experiment is larger than theory. Additionally,

Figs. 5.20 and 5.21 show a trend similar to what we saw above — as Q2 increases, the

agreement with experiment increases and we obtain reasonable agreement for the highest

values of Q2.

Finally, we also look at Υ production, as shown in Fig. 5.22. Unfortunately, the existing

experimental data is very limited — what little data there is exists only for the integrated
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Figure 5.17: LO (solid) and NLO (dashed) differential cross section results for photopro-
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H1 [69]. More details regarding the value of Q2 can be found in the text.

cross section for photoproduction. We see right away that the LO results are in fairly good

agreement with the experimental data, while the NLO results are too low. This could also

be at least partly due to the different t dependence for the heavier mesons as compared

with the lighter mesons for which the GPDs were fit. It is also worth noting that our Υ

cross section results are in line with what was found in [32].

As noted above, the general trend we see for the J/ψ cross section with respect to the

center of mass energy, W , is that at LO the photoproduction cross section is quite a bit

larger than the experimental data, especially at intermediate to high energies. This dispar-

ity decreases if the momentum transferred to the proton, |t|, increases. At the same time, if

the photon virtuality Q2 increases, we see the same qualitative trend — the theoretical re-

sults approach the experimental data and become reasonable at largeQ2. This comparison

with experiment can seem reasonable if we recall that in perturbative QCD we perform

an expansion in orders of αS , which has a scale dependence. In the case of J/ψ, we take

the mass of the meson to be this hard scale, ensuring that αS remains small. A problem,
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Figure 5.18: Differential J/ψ photoproduction as a function of the momentum transfer to
the nucleon atW = 90 GeV, for 3 different values of photon virtuality. Experimental data
from ZEUS [68].

however, might be that the J/ψ mass is not quite large enough to keep αS at a reasonable

size. Having a large Q2, then, could help to solve this issue, since it could then serve as a

hard scale in place of the meson mass. As αS decreases, the NLO corrections would start

to become less and less important, and the LO results would start to come more in line

with the experimental data. This could also help to explain the large NLO corrections that

we see in the photoproduction results. In fact, this has been pointed out previously [32],

however, it is still not clear whether this can fully account for the large NLO corrections.

As the discussion in the previous section relates, the αS values for J/ψ and Υ do not seem

to differ enough to account for their very different NLO behavior.

If we do trust in the NLO results, we see that they are smaller than the LO ones, gen-

erally even falling below the experimental data. Including the corrections, however, tends

to improve the agreement with experiment, especially at high energies.

The case for Υ production is not as straightforward, due to the lack of experimental

data on it. It can be seen, however, that the LO results are already fairly well in line with
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Figure 5.19: LO (solid) and NLO (dashed) integrated cross section results for J/ψ photo-
production along with experimental data from [67, 69–76].

the experimental data, while the NLO corrections cause this agreement to become worse.

These corrections, however, are not as large as they are for the J/ψ, lending credence to

the idea that the J/ψ mass is not quite large enough to serve as a hard scale.
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5.5 Spin Density Matrix Elements

It is important to remember from the previous chapter that there are only two nonzero

SDMEs, r0400 and r
1
1−1 as defined in (4.17) (in the notation of Schilling and Wolf [62]), in our

situation. Additionally, since our predictions depend only on the photon virtuality and

meson mass, plots of the SDMEs as functions of either the center of mass energy W or

the momentum transfer t to the proton should both have a zero slope. This is evident in

both Figs. 5.23 and 5.25, where we compare existing experimental data to our predictions

at various Q2 values. Figure 5.25 shows the t dependence of the same elements as in

Fig. 5.24, which shows their Q2 dependence. All plots are labeled in the older notation

of Schilling and Wolf [62] since the experiments were conducted prior to the introduction

of the newer notation by Diehl [63]. Finally, for our comparisons with experiment, we

do not take NLO corrections into account, since in our situation the introduction of the

NLO terms does not affect the simple relations which we obtain between the transverse

production amplitudes, as seen in (3.30), and we do not have a method for computing the

NLO calculations for longitudinal ones.
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In general, the agreement we see between our predictions and the experimental data

are reasonable, with a few exceptions, though it is important to note that the experimental

data have large error bars. TheW dependence shown in Fig. 5.23 is not refuted by experi-

ment, and our results lie close to the existing data points. The results at Q2 = 5.9 GeV2 fall

within the error bounds, while the theoretical calculation at Q2 = 6.8 GeV2 does not pass

through all the data points, it does fall close to them while passing through the two points

at the lowest and highest energies.

A comparison of the theoretical and experimental results for the Q2 dependence, as

seen in Fig. 5.24, does show decent agreement, whith a notable exception. The Q2 de-

pendence of r11−1 exhibits a behavior which is not supported by the experimental data;

however, the large error bars in the data mean that there is still a bit of uncertainty, and

does not give cause to reject our predictions outright. The remaining plots show a fa-

vorable comparison between theory and experiment, with most of the experimental data

points lying along the theoretical curves.

The t dependence shown in Fig. 5.25 again yields a reasonable agreement with current

experimental results. With the exception of r0400, the experimental data fall close to the

theoretical predictions, with the theoretical curves often passing through the data. At very

low Q2, Q2 = 0.05 GeV2, the agreement is excellent; at the larger Q2 values, however, the

agreement is not as good. For these two Q2 levels, we see that the theoretical predictions

are generally above the experimental points, though there are one or two data points which

seem to agree.

The level of agreement that we find between our results and experiment are expected

since we find no dependence on the amplitudes in the respective SDME expressions. In-

stead, we find simple ratios of two basic kinematic variables — the meson mass and the

photon virtuality. Again, these results do not necessarily hold in general, leading to an-

other check of our method. Since these expressions are independent of αS , the appropri-

ateness of the J/ψ mass as a hard scale is not relevant. The question, then, is why we

see differences at all between our predictions and experimental results. This can best be

explained by the approximations we have made early on in our calculations, e.g. the non-
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relativistic and collinear approximations. Relaxing these approximations would lead to

production amplitudes which no longer behave according to the simple relations we find,

thereby yielding more complex expressions for the SDMEs, and a dependence on the order

of the calculation. Despite all this, we emphasize that for the most part, the experimental

result are well described by our predictions, implying that these approximations are not

unreasonable at all.

For all three cases, it is worth noting again that the error bars on the experimental data

are quite large. If future experimental efforts are able to reduce these errors, it might be

possible to extract some sort of kinematic dependence, which at this points is not feasible.

If possible, consistency could also be determined for our predictions of a lack ofW and t

dependence, along with our zero-valued SDME results.
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Figure 5.24: Q2 dependence of five SDMEs for which there is experimental data available
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AN

Exp. -0.05 ± 0.12
Var. 1 -0.012
Var. 2 0.053
Var. 3 0.065
Var. 4 0.196
Var. 5 0.054

Table 5.1: Results for the SSA AN for φ electroproduction with W = 4.5 GeV, Q2 = 1.9
GeV2, and integrated over t from 0 to -0.5 GeV2. Experimental result is from HERMES
[82, 83].

5.6 Asymmetries

We start off a discussion regarding the spin asymmetries by noting that there is currently

no data for AN or ALS for the heavy mesons we investigate. We do, however, have some

constraints on our variants in the form of existing AN data for light mesons, though there

is not currently much, and the error bands are large. There is currently a single data point

for the SSA AN for exclusive φ production [82, 83]. Table 5.1 shows this result, along with

our predictions for each variant. Additionally, there are two experimental results for ρ0

production, one integrated over t [84], the other for a single kinematic point [85]. The

results for each of these two cases can be found in Tables 5.2 and 5.3, respectively. Note

that in these cases the meson has a small mass, insufficient to serve as a hard scale, so that

we must go to electroproduction and are therefore unable to compute NLO corrections.

The amplitudes are therefore completely determined on the basis of Eqs. (3.41) and (3.42).

All three cases tend to yield favorable results when compared with experiment. This

is surprising if we note the low value of Q2 for which the measurements are performed,

similar to or even smaller than the J/ψ mass. We would expect that if the J/ψ mass is

arguably too small to successfully employ a perturbative approach, then so too would

these lowQ2 values be. Instead, what we find is that the theoretical predictions fall within

the error bands of the experimental results, with the exception of one, excessively large,

variant for Eg. Despite this contradiction with the data, we do not discard this variant, on

the basis that these are mostly preliminary data points
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AN
Exp. -0.033 ± 0.058
Var. 1 -0.0309
Var. 2 0.0027
Var. 3 0.0089
Var. 4 0.1035
Var. 5 -0.0038

Table 5.2: Results for AN for ρ0 production, integrated over t. W = 5 Gev,Q2 = 3.07 GeV2,

and
−0.4
∫

tmin

dt. Experimental data from HERMES [84].

AN
Exp. -0.035 ± 0.103
Var. 1 -0.0488
Var. 2 0.0149
Var. 3 0.0251
Var. 4 0.2330
Var. 5 0.0029

Table 5.3: Results for AN for ρ0 production for a single kinematic point. W = 5 Gev,
Q2 = 1.95 GeV2, and t = −0.13 GeV2. Experimental data from HERMES [85].
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Figure 5.26: LO (left) and NLO (right) SSA AN results for J/ψ photoproduction as a func-
tion ofW .

Figure 5.26 shows both LO and NLO AN results for J/ψ photoproduction. These were

obtained at a momentum transfer of−t = 0.22 for a range of center of mass energiesW . At

LO, all the variants yield small asymmetries over much of the energy range. They grow in

magnitude slightly at smaller energies, other than Variant 4, which shows a large increase

below about 20 GeV. Still, if the goal is to measure AN in order to obtain information

about Eg , the LO results do not give much hope. The picture changes, however, when we

look at the NLO calculations. We see that the different variants are easy to distinguish at

most energies, and their magnitudes are much larger, with a maximum around 40 GeV.

Throughout our discussion of J/ψ production, we note that the NLO corrections are quite

large, which is what we also saw in the amplitude and cross section results. The fact that

the asymmetries change so much, however, was not a foregone conclusion since higher

order corrections often tend to be less significant in asymmetries. This, clearly, is not the

case here; the NLO corrections to the asymmetries are at least as large as those to the cross

sections. For this reason, while we still discuss the NLO results in terms of the advantages

of one asymmetry over the other, for J/ψ at least, we trust the LO results more than the

NLO ones.

Figure 5.27 is the same as 5.26, but for the DSAALS . The LO results are more promising
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Figure 5.27: LO (left) and NLO (right) DSA ALS results for J/ψ photoproduction as a
function ofW .

than those forAN —not only are themagnitudes for all the variants larger, but it is possible

to distinguish among them, especially at higher energies. The NLO results, then, add a bit

of confusion to the picture. For a large range of energies, it is harder to distinguish among

the different variants, and we get little to no increase in the magnitudes. The exception is

for low energies, around 20 GeV and lower the asymmetry becomes larger than at LO, and

it becomes easier to distinguish among the variants.

If we turn now to inspect how the asymmetries appear as function of the momentum

transfer to the proton t, we see a similar change going from LO to NLO. For AN , we get

Fig. 5.28, and we see that just as in the case above, at LO the magnitudes are small and we

cannot distinguish among the different variants. Going to NLO rectifies this situation —

not only are the magnitudes of the different variants larger, but it is possible to distinguish

among them. Additionally, we see that at LO, the higher we go in |t|, the better off we

are, while at NLO an ideal value would be around −t = .5 GeV2. Beyond this point, the

different variants do not diverge from one another, but the magnitudes do decrease.

Again, comparing ALS to AN yields a similar conclusion here as it does for the W

dependence. From Fig. 5.29, we see that at LO ALS gives, without question, an easier way

to distinguish among the 5 variants, in addition to larger magnitudes. At NLO, however,
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Figure 5.28: LO (left) and NLO (right) SSA AN results for J/ψ photoproduction as a func-
tion of t.

things are not as clear; every variant displays a smaller asymmetry, and it is harder to

distinguish among them, especially variants 3 and 5.

If we now look at the asymmetries for J/ψ production as a function of Q2, we see the

same qualitative comparison between AN and ALS . From Fig. 5.30, it seems clear that AN

is a poor choice when compared with ALS — the magnitudes for each variant are quite

small, and because of this, it is hard to distinguish among them.

It seems clear that the NLO corrections are considerable when it comes to the asymme-

tries. As we will see shortly below, the dramatic change that occurs for J/ψ production is

not replicated whenwe look atΥ production. This lends some credence to the idea that the

J/ψ mass may not be quite large enough to serve as a hard scale. If this is the case, then

going to high Q2 electroproduction may yield results which are more well behaved and

provide a better testing ground for experiment. In this case, ALS is a better probe of Eg,

if the experimental errors can be kept to a reasonable level. Not only are the magnitudes

greater, but since there is a greater separation among the five variants, ALS would provide

greater constraints on Eg.

As for the ideal kinematics for a potential experiment, AN would benefit most from

a measurement at lower center of mass energies. On the basis of the NLO results, a W
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Figure 5.29: LO (left) and NLO (right) DSA ALS results for J/ψ photoproduction as a
function of t.

around 40 GeVwould be ideal — the asymmetry is largest here, and a change in the model

parameters leads to a large change in the magnitude. Even if one does not trust the NLO

results, going lower in W would still lead to useful constraints. In this region, variant 4

is much larger than the other variants; a small value for AN would remove the possibility

of Eg being this large, while a large value would recommend it. This would also serve as

a check of the results for the ρ0 and φ asymmetries, which found that variant 4 was not

favored. If possible with the experimental setup, a measurement of ALS would be even

better. In this case, a center of mass energy around 20 GeVwould be ideal, both the LO and

NLO results yield fairly large asymmetries at this point, with a large separation among the

variants. For both asymmetries, additional measurements at larger energies could possibly

serve to determine the behavior of theW dependence, which could be another indication

of whether the NLO results are not to be trusted.

The t dependence of both asymmetries shows the same trend at LO — as |t| increases,

so too does the asymmetry. This is reasonable since the flip amplitude directly depends

on this quantity. At NLO, the same trend can be seen for AN , but for ALS it depends on

the variant. Additionally, the NLO results for AN are larger than the LO ones, while the

opposite is true of ALS . Despite these differences, a measurement of either asymmetry at
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Figure 5.30: AN (left) and ALS (right) results for J/ψ production as a function of Q2. Note
that the scale of the two plots are different.

a |t| of about 0.6 GeV2 would yield the greatest constraint on Eg. For AN , this would also

potentially yield the largest magnitude, while forALS , even though the magnitude may be

greater at larger |t|, the separation of the variants is not as clear. Additionally, the apparent

|t| dependence of the asymmetries means that measurements at various |t| values may not

always yield more constraints, though it could eliminate Eg models similar to variant 4,

which shows a different t dependence than the other ones.

Unfortunately, the NLO expressions are valid only for photoproduction, so we cannot

compare the LO and NLO results for arbitrary Q2. If we believe that at higherQ2 the NLO

corrections should become less important, however, measurements at large Q2 would be

ideal from a theoretical point of view. There is only a slight decrease in the magnitude of

ALS for each variant, and AN sees an increase in magnitude for most variants. Again, ALS

is an attractive prospect due to the much larger magnitudes, which also lead to greater

separation among the variants, and therefore, greater constraint on Eg .

Figures 5.31 and 5.32 show the LO and NLO results for both asymmetries for Υ pho-

toproduction. In contrast to the J/ψ case, the LO and NLO results are much more similar.

When comparing the LO andNLO results, we see the same gerneral curve for each variant,

the NLO results are simply larger. We also see in Figs. 5.33 and 5.34 that the t dependence
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Figure 5.31: LO (left) and NLO (right) SSAAN results forΥ photoproduction as a function
ofW .

of the asymmetries does not change much when going to NLO for Υ production, in con-

trast with the J/ψ case.

We clearly see that Υ photoproduction yields results which are much more well be-

haved then for the J/ψ when comparing the LO and NLO calculations. This is not that

surprising based on the results for the amplitudes, since for the J/ψ case the total ampli-

tude is dominated by the NLO terms, especially the quark contribution; while for Υ the

LO term is the dominant one, leading to NLO results which are more in line with the LO

ones.

While the magnitudes of the asymmetries increase when going to NLO, theW depen-

dence does not, showing that the NLO corrections are well under control forΥ production.

Measurements of AN would best be performed at small center of mass energies, even as

low as 30 GeV. At this point, data could rule out the possibility of either a large value for

Eg, as in variant 4, or a small to medium value, as in the other variants. Measurements

of ALS , however, would be more illustrative of the importance of Eg. In this case, going

to larger energies would be preferred, as the magnitudes are expected to be greater, and

the separation of the variants is greater, meaning a greater constraint on Eg. Additionally,

a large −t is preferred, as the asymmetries increase with increasing −t, while for ALS the
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Figure 5.32: LO (left) andNLO (right) DSAALS results forΥ photoproduction as a function
ofW .

variants are still easily distinguishable.
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Figure 5.33: LO (left) and NLO (right) SSAAN results forΥ photoproduction as a function
of t.
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Figure 5.34: LO (left) andNLO (right) DSAALS results forΥ photoproduction as a function
of t.
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CHAPTER 6

CONCLUSION

We have investigated exclusive photo- and electroproduction of quarkonia (J/ψ andΥ) off

the nucleon in the framework of collinear factorization and GPDs. This process is generally

considered to be a very good probe for the gluon structure of the nucleon. Our particu-

lar focus has been on the GPD Eg , which plays an important role in Ji’s spin sum rule of

the nucleon and for the 3-dimensional imaging of the nucleon. Since there is hardly any

concrete information on this GPD up to now, we have developed a number of variants us-

ing double distributions as starting point, and taking all the existing model-independent

constraints into account. Three of the variants for Eg are rather "traditional", while the

other two are more unconventional, including a node at a certain point in x. Also, we have

analytically calculated the LO amplitudes for exclusive quarkonium production, confirm-

ing previous work [31], in particular the result that the gluon helicity distribution and the

distribution of linearly polarized gluons in an unpolarized nucleon, which is expected to

be large, is not probed.

We evolved the GPDs using existing code by Vinnikov [27]. One interesting result

of the evolution was that our first variant of Eg, which we initialize to zero, develops a

node upon evolution. While this finding does not imply that a node is necessary, it does

add substance to the idea that a node is physically possible. Additionally, we find no

evidence that the inclusion of a node automatically disqualifies a variant based on existing

data, though the location of the node has a large impact on the size of the GPD. In fact,

based on existing asymmetry data for φ and ρ electroproduction, we determine that one
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of our variants with a node yields results that are larger than the experimental. While

this at present does not mean that it can be disqualified completely, it does raise concerns

regarding its size.

Numerical results for the unpolarized cross section were compared with experimental

data for the production of J/ψ and Υ. The LO cross section data for J/ψ is clearly larger

than the experimental data, while for photoproduction the NLO corrections overcompen-

sate and cause the results to underestimate the data. The fact that the NLO corrections are

so large suggests that higher order corrections are not well under control. This finding con-

firms the verdict reached by Ivanov et al [32] though there are some discrepancies between

our numerical results, which most likely are caused by the different input for the GPDHg.

For Υ production the perturbative expansion for the unpolarized cross section behaves

somewhat better. This improvement should mainly be due to the larger scale implied by

the heavy mass of the Υmeson. Overall, the results are concerning because at present J/ψ

production is theoretically not under control, but on the experimental side J/ψ production

is much easier than Υ. Nevertheless, with a new generation high luminosity electron ion

collider (EIC) [54, 86] one should be able to also obtain sufficiently accurate data for the

latter process.

Two spin asymmetries were investigated with an eye towards gaining information

about the GPD Eg . Since this GPD is related to the spin-flip amplitude and only enters

the non-flip amplitude proportional to ξ2/(1 − ξ2), the unpolarized cross section is a poor

probe of it. The transverse SSA AN , however, is generally considered useful in obtaining

knowledge on this distribution. When investigated, though, we find that the asymmetry

tends to be very small, except for a very "peculiar" variant for Eg which is not favored by

present data on ρ and φ production as discussed above. Also, there is generally not much

change observed when changing the variant, so measurements of this observable would

hardly constrain Eg . Our newly defined DSA ALS is a much better prospect in this situ-

ation, since the magnitudes tend to be larger and the variants show a greater spread. Po-

tential measurements would then yield useful constraints on Eg. Unfortunately, this is ex-

perimentally challenging, since ALS requires measurement of the polarization of the recoil



92

nucleon. In any case, the most likely case for testing these predictions is at the EIC [54,86].

We also investigated SDMEs for an unpolarized target, which in general describe the

angular distribution of the process. For our LO calculation in the non-relativistic approx-

imation, we find only a very few SDMEs that are nonzero, and even fewer which are

independent. There is experimental data for exclusive J/ψ production, which in general

agrees with our numerical results, though the experimental error bars are large. These

SDMEs in our approach have a very simple dependence on the kinematics, and in partic-

ular do not depend on the GPDs at all. The NLO results for photoproduction in Ref. [32]

do not modify those simple expressions. However, one has to keep in mind that right

now it is not clear if this is a general result, since in [32] only the contribution of Hg and

Eg was explored, while generally other gluon GPDs may enter at NLO, which then could

spoil the simple results obtained for the SDMEs. Also, going beyond the non-relativistic

approximation would lead to more complicated expressions. On the other hand, existing

phenomenology does not allow ruling out any of the used approximations.

There are several open points for future investigations:

• As discussed, overall our numerical results do not agree very well with existing data.

However, one has to keep in mind that those data were not included in a fit, but

we rather took in particular the GPD Hg extracted from data on light vector meson

production as given in Refs. [40–42]. The theoretical framework used in those papers

is different from the one used here. The authors exploit the so-called modified hard

scattering approach in which one partly keeps transverse parton momenta. It would

be worthwhile to aim at a global analysis of data for light and heavy vector mesons

using collinear factorization at NLO accuracy throughout the calculation. In this

context one has to keep in mind that occasionally a perturbation series becomesmore

stable once going beyond NLO even though for quarkonium production at present

we have no evidence for such a behavior.

• Because of the importance of the topic at hand it would be mandatory to perform a

totally independent calculation of the NLO corrections for photoproduction in order
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to check the result obtained in [32]. In fact, very recently it was pointed out that there

is actually an error in the NLO expression of that paper [87]. This applies only to the

quark NLO amplitude, and based on preliminary calculations we have found that

while it does lead to a non-negligible change in the numerics, the general results are

not changed — the J/ψ results are still not well under control, while the Υ results

are better behaved. When doing a new NLO calculation one can also address the

aforementioned question of whether at NLO any gluon GPD beyond Hg and Eg

enters.

• Future work should also look at electroproduction of quarkonia at NLO. The behav-

ior that we see when going from LO to NLO in J/ψ production is expected to change

in this case, with the NLO results becoming more stable as we increase the photon

virtuality. In general, the higher Q2 the better the convergence of the perturbation

series. Of course, for increasing Q2 the count rate decreases, and in practice one will

have to try to find an optimal value for the photon virtuality.

• Large logarithms of the type ln 1/ξ are most likely a major cause of the large higher

order corrections [32]. If those logarithms can be re-summed to arbitrary order in

perturbation theory, as has been done in several other related situations, one can

expect the framework to become much more robust.

• It would be very interesting to go beyond the non-relativistic approximation for the

quarkonia. While for the Υ this approximation should be very accurate, in the case

of J/ψ the situation is less clear. Such a study would be particularly interesting if

indeed at NLO no GPD other than Hg and Eg enters in the non-relativistic approx-

imation. It has been pointed out that this simple situation changes once relativistic

corrections are included [88], and we have been able to confirm this finding. This

would then imply further nonzero observables which depend on additional GPDs.
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APPENDIX A

MODELINGH

The same basic method is used to model both E and H , therefore, the double distribution

approach outlined in Chapter 2 is used for both. As a reminder, we have

F i(x, ξ, t) =

∫ 1

−1
dβ

∫ 1−|β|

−1+|β|
dα δ(β + ξα− x)f i(β, α, t) (A.1)

f i(β, α, t) = F i(|β|, 0, 0) ebt |β|−α′t Γ(2ni + 2)

22ni+1Γ2(ni + 1)

[

(1− |β|)2 − α2
]ni

(1− |β|)2ni+1 . (A.2)

Where we use [41, 51]

Hq
val (|β|, 0, 0) = qval(β) nval = 1

Hq
sea (|β|, 0, 0) = qsea(β) nsea = 2

Hg (|β|, 0, 0) = |β| g(β) ng = 2.

(A.3)

We follow [37, 41, 42] in our choice of b and α′, where we have for gluons and sea quarks:

b = 2.58 GeV−2 + 0.25 GeV−2 ln
m2
n

µ20 +m2
n

(A.4)

and α′ = 0.15. For the valence quarks, we use b = 0 and α′ = 0.9. We use the previ-

ously determined parameterizations [42] (based on the CTEQ6M PDFs) for the forward

distribution of H (β > 0):

H i(β, 0, 0) = −β−δi(1− β)2ni+1
3

∑

j=0

cij β
j/2 (A.5)
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gluon strange uval dval
δ .1 1.1 0.48 0.48
c0 2.23 0.123 1.52 0.76
c1 5.43 -3.27 2.88 3.11
c2 -34.0 0.692 -0.095 -3.99
c3 40.6 -0.486 0 0

Table A.1: Parameters of qaval, q
s, and g at the scale µ = 2 GeV. Note that δs is defined as

1 + δg .

where the values of δ and the cij are given in Table A.1. Based on previous work, we use a

simple method to break the flavor symmetry of the sea forH [41]

H ū = H d̄ = κsH
s̄ = κsH

s, (A.6)

where κs = 1.68. In this way, we have a full model for calculatingH for gluons, along with

the valence and sea quark distributions which are needed for evolution.
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APPENDIX B

SPINOR ALGEBRA

As stated in Section 2.1, GPDs are defined asmatrix elements of quark and gluon operators.

The relevant definitions for our purposes are those containing the quark and gluon GPDs

H and E,

F q =
1

2

∫

dz−

2π
eixP

+z−
〈

p′
∣

∣

∣

∣

q̄

(

−1

2
z

)

γ+q

(

1

2
z

) ∣

∣

∣

∣

p

〉

|z+=0, z=0

=
1

2P+

[

Hq(x, ξ, t)ū(p′)γ+u(p) + Eq(x, ξ, t)ū(p′)
iσ+α∆α

2m
u(p)

]

(B.1)

F g =
1

P+

∫

dz−

2π
eixP

+z−
〈

p′
∣

∣

∣

∣

G+µ

(

−1

2
z

)

Gµ
+

(

1

2
z

) ∣

∣

∣

∣

p

〉

|z+=0, z=0

=
1

2P+

[

Hg(x, ξ, t)ū(p′)γ+u(p) + Eg(x, ξ, t)ū(p′)
iσ+α∆α

2m
u(p)

]

. (B.2)

In order to make the definitions more convenient, we must perform some spinor alge-

bra to simplify terms containing the helicity spinors u(p) and ū(p′). We note that the spinor

products are the same for both the quarks and gluons, so going through the procedure for

one case is sufficient to solve it for both.

First, we need to specify a few kinematics. We work with a nucleon which has a large

plus momentum, and consider the transverse momentum to be negligible. Next we de-

fine the spinor, utilizing light cone momenta as defined in Eq. (2.2) and, without loss of
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generality, assume that the nucleon has a positive helicity:

u(p) =
1

√

2
√
2p+



















√
2p+ +m

p1 + ip2

√
2p+ −m

p1 + ip2



















. (B.3)

We can then evaluate the first product, which appears along with H , where I is the 2×2

unit matrix and σ3 is a 2×2 Pauli matrix,

ū(p′)γ+u(p) = ū(p′)
1√
2

(

γ0 + γ3
)

u(p) =
1√
2
ū(p′)







I σ3

−σ3 −I






u(p)

=
1

4
√

p+p′+

(√
2p′

+
+m, 0, −

√
2p′

+
+m, 0

)







I σ3

−σ3 −I

























√
2p+ +m

0
√
2p+ −m

0



















=
1

4
√

p+p′+

(√
2p′

+
+m, 0, −

√
2p′

+
+m, 0

)



















2
√
2p+

0

−2
√
2p+

0



















=
1

4
√

p+p′+

[

4p′
+
p+ + 2

√
2mp+ + 4p′

+
p+ − 2

√
2mp+

]

= 2

√

p′+p+

= 2P+
√

1− ξ2

(B.4)

Where the last step exploited the ξ symmetry of the nucleon momenta, i.e. p+ = (1+ ξ)P+

and p′+ = (1− ξ)P+.
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Evaluating the other product more of the same, noting that σµν = i
2 [γ

µ, γν ]

ū(p′)
iσ+α∆α

2m
u(p) = ū(p′)

i∆+
i
2 (γ

+γ− − γ−γ+)

2m
u(p) = ū(p′)

∆+

2m







0 σ3

σ3 0






u(p)

=
∆+(p

+ − p′+)

2
√

p+p′+
= −2P+

√

1− ξ2
ξ2

1− ξ2
.

(B.5)

Where in the first step we used the fact that σ++ ∝ [γ+, γ+] = 0, which leaves only the

term containing ∆+.

Inserting results (B.4) and (B.5) into (B.1) and (B.2), we are left with

F q =
1

2

∫

dz−

2π
eixP

+z−
〈

p′
∣

∣

∣

∣

q̄

(

−1

2
z

)

γ+q

(

1

2
z

) ∣

∣

∣

∣

p

〉

|z+=0, z=0

=
√

1− ξ2
[

Hq(x, ξ, t)− ξ2

1− ξ2
Eq(x, ξ, t)

]

(B.6)

F g =
1

P+

∫

dz−

2π
eixP

+z−
〈

p′
∣

∣

∣

∣

G+µ

(

−1

2
z

)

Gµ
+

(

1

2
z

) ∣

∣

∣

∣

p

〉

|z+=0, z=0

=
√

1− ξ2
[

Hg(x, ξ, t)− ξ2

1− ξ2
Eg(x, ξ, t)

]

. (B.7)
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APPENDIX C

NEXT TO LEADINGORDER

The next to leading order (NLO) corrections are nontrivial to calculate numerically. In

addition to the overall length of the expressions, there are also several complications which

arise simply from wanting to do things numerically. This appendix is meant as a guide to

the method used to obtain NLO results.

C.1 Gluon Amplitude

As discussed in Chapter 5, when evaluating the NLO amplitude, Eq. (3.32), we require the

product of the GPDs and fg, Eq. (3.37), to be integrated over x. The resulting expression is

not well behaved numerically, and requires some special handling in the unstable regions.

Another major complication is that the evolution code used presents the GPD results as a

pre-calculated array of values; however, many advanced integration routines require the

integrand to be a function, so that it can dynamically choose at which points it performs

evaluations. See, for example, the numerical integration routines contained in the GNU

Scientific Library (GSL) [89], which is a free numerical library for C and C++ programmers.

Because of this, and the fact that the points at which the GPDs are evaluated are unevenly

spaced in x, a method had to be developed that could handle the constraints.

Making the code easy to debug and alter is important, so in order to facilitate readabil-

ity and modularity, fg, Eq. (3.37), was implemented on a term by term basis, i.e. each term

is computed separately, and then the results are all added together before being passed to
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the integration routine. Additionally, since singularities appear proportional to different

powers of 1/y, the terms were also separated according to these divergences. A decompo-

sition of the complex expressions into real and imaginary componentswas also performed.

The point of y = −1/2 was handled slightly differently since there are individual terms

which diverge at this point, but analytically these divergences cancel. The integrand was

analytically evaluated at this point and the resulting expression was then hardcoded in.

Note that in the following discussion, the factor of 1/y present in Tg, Eq. (3.35), is

included. Also, in order to refer to the different terms, the notation fg,n is used to refer to

the nth term of fg. Additionally, care must be used in evaluating the expressions to make

sure that one is on the correct branch, e.g. ln(−(y + iǫ)) = ln(−x+ ξ − iǫ) = ln |y| − iπ.

As a reminder, in order to avoid numerical issues in integrating over the interval 0 ≤

x ≤ 1, we split the integral into three parts,

1
∫

0

φ(x)dx =

ξ−δ1
∫

0

φ(x)dx+

ξ−δ2
∫

ξ−δ1

φ(x)dx +

1
∫

ξ−δ2

φ(x)dx. (C.1)

We numerically integrate the first and third regions, effectively performing a principal

value integration, and perform the middle integration analytically. Since the inner region

is a small interval around x = ξ, we first expand the integrand around this point to make

the analytic integration feasible.

We note that only a dozen different integrals need to be evaluated in order to obtain

all the necessary expressions. Since we write the expressions in terms of y, we also need

to change the limits of integration, −δ1/(2ξ) and δ2/(2ξ) for the lower and upper limits,

respectively:

∫

ln[−y]
y2

dy = −
(2ξ)2

(

δ1 + δ2 + δ2 ln
[

δ1
2ξ

]

+ δ1 ln
[

δ2
2ξ

])

δ1δ2
+ i

(2ξ)2π

δ2
(C.2)

∫

1

y2
dy = −(2ξ)2(δ1 + δ2)

δ1δ2
(C.3)

∫ √−y
y2

dy = i2ξ
2
√
2ξ

(√
δ1 + i

√
δ2
)

√
δ1δ2

(C.4)



105

∫

ln[−y]2
y

dy = 2ξ

{

−π2 ln
[

δ2
2ξ

]

+
1

3

(

ln3
[

δ2
2ξ

]

− ln3
[

δ1
2ξ

])}

+ i2ξ

(

π3

3
− π ln2

[

δ2
2ξ

])

(C.5)
∫

ln[−y]
y

dy = ξ

(

−π2 + ln

[

δ2
δ1

]

ln

[

δ2δ1
4ξ2

])

− i2πξ ln

[

δ2
2ξ

]

(C.6)

∫

ln[−2y]

y
dy = ξ

(

−π2 + ln

[

δ2
δ1

]

ln

[

δ2δ1
ξ2

])

− i2πξ ln

[

δ2
ξ

]

(C.7)

∫

1

y
dy = 2ξ

(

ln

[

δ2
δ1

]

− iπ

)

(C.8)

∫ √−y
y

dy = −2
√

2ξ
(

√

δ1 + i
√

δ2

)

(C.9)

∫

ln[−y]2 dy = 2(δ1 + δ2)− π2δ2 − δ1 ln

[

δ1
2ξ

](

2− ln

[

δ1
2ξ

])

(C.10)

− δ2 ln

[

δ2
2ξ

](

2− ln

[

δ2
2ξ

])

+ i2πδ2

(

1− ln

[

δ2
2ξ

])

∫

ln[−y] dy = −
(

δ1 + δ2 − δ1 ln

[

δ1
2ξ

]

− δ2 ln

[

δ2
2ξ

])

− iπδ2 (C.11)

∫

ln[−2y] dy = −
(

δ1 + δ2 − δ1 ln

[

δ1
ξ

]

− δ2 ln

[

δ2
ξ

])

− iπδ2 (C.12)

∫

1 dy = δ1 + δ2 (C.13)

In the expressions which follow, we will simply refer to these integrals, instead of repro-

ducing themwhere they are needed. This is the same approach which is taken in the code,

so that they need to be computed only once. In the code, wemake use of the complex arith-

metic library. We write each integral as a complex value, and utilize those expressions in

the terms of fg. Once we add everything together, we then separate the real and imaginary

components.

In addition to integrating the terms which compose fg, Eq. (3.37), we also need to in-

clude the factor included in Tg (3.35) and the GPD itself. Since we already include the extra

factor of 1/y in the following, the only remaining x dependence that must be taken into

account is F g(x)/(x+ξ); this too, we expand (leaving things in terms of y for convenience),

F g(x)

x+ ξ
=
F g(ξ(1 + 2y))

2ξ(1 + y)
≈ 1

2ξ

[

F g(ξ)− y
{

F g(ξ)− 2ξF g ′(ξ)
}]

(C.14)
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Now that we have everything in place, we can look at the individual terms. As is hinted at

in the integrals above, when expanding the integrands, we keep terms which, in powers

of δ, are at most ∝ δ. Terms proportional to greater powers of δ are sufficiently small to

warrant this cutoff.

fg,1

We start off with

fg,1
y

= 4(c1 − c2)
(

1 + 2y(1 + y)
)

(

ln(−y)
y(1 + y)

− ln(1 + y)

y2

)(

ln
4m2

µ2F
− 1

)

, (C.15)

which, when we expand around y = 0, yields

fg,1
y

≈ 4(c1 − c2)

(

ln
4m2

µ2F
− 1

)[

ln(−y)
y

− 1

y
+ ln(−y)− 3

2

]

. (C.16)

Including the expansion of the GPD and the remaining factor of 1/(x + ξ) (C.14), we have

∫

dy
fg,1
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈

2(c1 − c2)
(

ln 4m2

µ2
F

− 1
)

ξ

×
∫ {

F g(ξ)

[

ln(−y)
y

− 1

y
+ ln(−y)− 3

2

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[ln(−y)− 1]
}

dy.

(C.17)

We can simplify this expression somewhat, leading to our final result (for this term) of

∫

dy
fg,1
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈

2(c1 − c2)
(

ln 4m2

µ2
F

− 1
)

ξ

×
∫

{

F g(ξ)

[

ln(−y)
y

− 1

y
− 1

2

]

+ 2ξF g ′(ξ) [ln(−y)− 1]

}

dy.

(C.18)

The procedure performed here is duplicated for each term in fg, so from here on we will

simply state the term and the final result, unless additional commentary is necessary.
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fg,2

fg,2
y

=
β0
y

ln
µ2R
µ2F

. (C.19)

∫

dy
fg,2
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ β0

2ξ
ln
µ2R
µ2F

∫ {

F g(ξ)
1

y
−

[

F g(ξ)− 2ξF g ′(ξ)
]

}

dy (C.20)

fg,3

fg,3
y

= 4(c1 − c2)
(

1 + 2y(1 + y)
)

(

ln2(−y)
y(1 + y)

− ln2(1 + y)

y2

)

. (C.21)

∫

dy
fg,3
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ 2(c1 − c2)

ξ

∫ {

F g(ξ)

[

ln2(−y)
y

− 1

]

+ 2ξF g ′(ξ) ln2(−y)
}

dy

(C.22)

fg,4

fg,4
y

= −8c1
y
. (C.23)

∫

dy
fg,4
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ −4c1

ξ

∫
{

F g(ξ)
1

y
−

[

F g(ξ)− 2ξF g ′(ξ)
]

}

dy (C.24)

fg,5

This term has an added complication that has not appeared yet, we start off with

fg,5
y

= −π2
(

2 + y(1 + y)(25 + 88y(1 + y))

48y3(1 + y)2
c1 +

10 + y(1 + y)(7− 52y(1 + y))

24y3(1 + y)2
c2

)

.

(C.25)
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Factoring this expression leaves us with

fg,5
y

= −π2
[(

1

24y3(1 + y)2
+

25

48y2(1 + y)
+

11

6y

)

c1

+

(

5

12y3(1 + y)2
+

7

24y2(1 + y)
− 13

6y

)

c2

]

.

(C.26)

We see that this is the first expression which contains terms proportional to 1
y3
; since we

expect a cancellation of these terms, starting now we will leave out any term with a y3

in the denominator and combine them at the end. Doing so, and expanding what is left

yields

− π2
{[(

1

y2
− 1

y
+ 1

)

+
11

6

1

y

]

c1 +

[

7

24

(

1

y2
− 1

y
+ 1

)

− 13

6

1

y

]

c2

}

(C.27)

Finally, including (C.14) and separating according to powers of y leaves us with the inte-

gral

∫

dy
fg,5
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ −π

2

2ξ

∫ {

F g(ξ)

[

1

y2

(

25c1
48

+
7c2
24

)

+
1

y

(

19c1
24

− 11c2
4

)

+
19c1
24

+
11c2
4

]

+ξF g′(ξ)

[

1

y

(

25c1
24

+
7c2
12

)

+
21c1
8

− 59c2
12

]}

dy

(C.28)

fg,6

fg,6
y

= − ln(2)

[

c1
1 + 6y(1 + y)(1 + 2y(1 + y))

y2(1 + y)(1 + 2y)2
+ c2

(1 + 2y)2

y2(1 + y)

]

. (C.29)

∫

dy
fg,6
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ − ln(2)

2ξ

∫ {

F g(ξ)

[

c1 + c2
y2

+
2c2
y

+ 4c1 − 2c2

]

+2ξF g ′(ξ)

[

c1 + c2
y

+ c1 + 3c2

]}

dy

(C.30)
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fg,7

fg,7
y

= π

√

−y(1 + y)

y2(1 + y)

(

7

2
c1 − 3c2

)

(C.31)

∫

dy
fg,7
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ π (7c1 − 6c2)

4ξ

∫ {

F g(ξ)

[√−y
y2

− 3
√−y
2y

]

+ 2ξF g ′(ξ)

√−y
y

}

dy

(C.32)

fg,8

fg,8
y

= 2c2

√

−y(1 + y)

y2(1 + y)

(

1 + 4y

1 + y
arctan

√

−y
1 + y

+
3 + 4y

y
arctan

√

1 + y

−y

)

(C.33)

∫

dy
fg,8
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ c2

ξ

∫
{

F g(ξ)

[

2π

√−y
y2

+
3

y
− 3π

√−y
y

− 8

]

+2ξF g ′(ξ)

[

2π

√−y
y

+ 3

]}

dy

(C.34)

fg,9

fg,9
y

= −
arctan2

√

−y
1+y

2y2(1 + y)

(

(7 + 4y)c1 − 2
1 + 2y − 2y2

1 + y
c2

)

(C.35)

∫

dy
fg,9
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ 1

2ξ

∫ {

F g(ξ)

[

1

y

(

7

2
c1 − c2

)

− 8

3
c1 +

1

3
c2

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[

7

2
c1 − c2

]}

dy

(C.36)

fg,10

fg,10
y

= −
arctan2

√

1+y
−y

2y2(1 + y)

(

(3− 4y)c1 − 2c2
3 + 6y + 2y2

y

)

(C.37)
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∫

dy
fg,10
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ − 1

4ξ

∫
{

F g(ξ)

[

3π2

y2

(

1

4
c1 − c2

)

− 3π

√−y
y2

(c1 − 4c2)

−1

y

[(

3 +
5π2

2

)

c1 − 4
(

3 + π2
)

c2

]

+

√−y
y

(

21π

2
c1 − 22πc2

)

+ 5c1 − 4π2c2

]

+2ξF g ′(ξ)

[

3π2

y

(

1

4
c1 − c2

)

− 3π

√−y
y

(c1 − 4c2)

−
(

3 +
7π2

4

)

c1 + 2
(

6− π2
)

c2

]}

dy

(C.38)

fg,11

fg,11
y

=
2

y
a1(y) ln(−y) (C.39)

whith a1(y) given by

a1(y) =
c1
4

(

5 + 16y − 6

1 + y
+

1

(1 + 2y)2
− 5

1 + 2y

)

− c2
2

(

2 +
3

y
+ 8y − 1

1 + y

)

. (C.40)

∫

dy
fg,11
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ 1

2ξ

∫ {

F g(ξ)

[

−3c2
ln(−y)
y2

− ln(−y)
y

(

5c1
2

+ c2

)

+ ln(−y)(14c1 − 9c2)

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[

−3c2
ln(−y)
y

− ln(−y)
(

5c1
2

+ c2

)]}

dy

(C.41)

fg,12

fg,12
y

=
2

y
a1(−1− y) ln(1 + y) (C.42)
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∫

dy
fg,12
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ 1

2ξ

∫ {

F g(ξ)

[

1

y
(3c1 − c2)−

1

2
(14c1 − 21c2)

]

+2ξF g ′(ξ)(3c1 − c2)
}

dy

(C.43)

fg,13

fg,13
y

=
2

y
a2(y)Li2(1 + 2y) (C.44)

with a2(y) given by

a2(y) =
c1
8

(

12 +
9

y
+ 64 y − 2

(1 + y)2
+

21

1 + y
− 4

1 + 2y

)

− c2
4

(

8 +
3

y2
+

11

y
+ 32 y − 2

(1 + y)2
+

9

1 + y

)

. (C.45)

∫

dy
fg,13
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ 1

2ξ

∫ {

F g(ξ)

[

1

y2

(

3π2

8
c1 −

11π2

12
c2

)

+
1

y

[

1

8

(

36 + 6π2
)

c1 −
(

11 +
π2

3

)

c2

]

− ln(−2y)

y

(

9

2
c1 − 11c2

)

− ln(−2y)(
9

2
c1 − 7c2)

+

(

27 +
14π2

3

)

c1
4

−
(

3 + 2π2
) c2
2

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[

1

y

(

3π2

8
c1 −

11π2

12
c2

)

− ln(−2y)

(

9

2
c1 − 11c2

)

+

[

1

8

(

36 + 9π2
)

c1 −
1

4

(

44 + 5π2
)

c2

]]}

dy

(C.46)

fg,14

fg,14
y

=
2

y
a2(−1− y)Li2(−1− 2y) (C.47)
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∫

dy
fg,14
y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈

∫
{

F g(ξ)

[

fg,14
y

≈ 1

y2
π2

8

(

7

2
c1 − 3c2

)

+
1

y

[

c1
4

(

42 ln 2 +
19π2

4

)

− c2

(

9 ln 2 +
4π2

3

)]

+

(

1 +
π2

4

)(

21c1
4

− 9c2
2

)

+ ln 2(18c1 − 23c2)

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[

1

y

π2

8

(

7

2
c1 − 3c2

)

+

[

c1
4

(

42 ln 2 +
19π2

4

)

− c2

(

9 ln 2 +
4π2

3

)]]}

dy

(C.48)

Terms ∝ 1/y3

Throughout the above, there have been components of a few of the terms (specifically,

terms fg,5, fg,8, fg,10, fg,13, and fg,14) which diverge as 1/y3. These components were not

included in the above analysis, since if one combines all these 1/y3 components and ex-

pands around y = 0, there are cancellations leading to the strongest divergence becoming

1/y2. This is advantageous since if one is to properly account for the 1/y3 divergence, one

would need to evaluate the GPD’s second derivative, but for 1/y2 divergences, the first

derivative is sufficient, which saves computational time. If we add the 1/y3 components

and expand, we are left with,

fg,y3

y
≈ c1

[

1

y2

(

π2

12
+ ln 2

)

+
1

y

(

1

2
− ln 2− π2

8

)

+
1

6

(

π2 − 6 + 8 ln 2
)

]

+ c2

[

1

y2

(

π2

12
+ ln 2

)

+ 3
ln(−y)
y2

+ 2π

√−y
y2

− 1

y

(

π2

2
− 1

2
+ ln 2

)

−3
ln(−y)
y

− 13π

5

√−y
y

+ 4 ln(−y) + 11π2

12
− 1 +

4

3
ln 2

]

(C.49)
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We end, including the GPD, with

∫

dy
fg,y3

y

F g(ξ(1 + 2y))

2ξ(1 + y)
≈ c1

2ξ

∫ {

F g(ξ)

[

1

y2

(

π2

12
+ ln 2

)

+
1

y

(

1

2
− ln 2− π2

8

)

+
1

6

(

π2 − 6 + 8 ln 2
)

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[

1

y

(

π2

12
+ ln 2

)

+
1

8

(

4− 8 ln 2− π2
)

]

+
c2
2ξ
F g(ξ)

[

1

y2

(

π2

12
+ ln 2

)

+ 3
ln(−y)
y2

+ 2π

√−y
y2

−1

y

(

π2

2
− 1

2
+ ln 2

)

− 3
ln(−y)
y

− 13π

5

√−y
y

+4 ln(−y) + 11π2

12
− 1 +

4

3
ln 2

]

−
[

F g(ξ)− 2ξF g ′(ξ)
]

[

1

y

(

π2

12
+ ln 2

)

+ 3
ln(−y)
y

+2π

√−y
y

− 3 ln(−y)− 1

2

(

π2 − 1 + 2 ln 2
)

]}

dy

(C.50)

C.2 Quark Amplitude

As one can see by comparing Tq with Tg, Eqs. (3.34) and (3.35), along with fq and fg, Eqs.

(3.36) and (3.37), the quark calculation will be simpler than the NLO gluon one, e.g. there

is no divergence greater than 1/y, unlike the gluon case. Despite this simplification, we

still perform the integration using the same method, i.e. splitting the integration into 3

regions, performing the integration in the middle region analytically. We again expand in

the middle region and keep terms up to O(δ). Additionally, we can refer back to the same

integrals given in Section C.1; since we do not have a factor of 1/(x+ ξ), when we expand

the GPD, we simply have

F g(x) = F g(ξ(1 + 2y)) ≈ F g(ξ) + 2 ξF g ′(ξ) y. (C.51)



114

Fortunately, upon performing the expansion, all terms ∝ F g ′(ξ) cancel, so we do not need

to evaluate the derivative of the quark GPDs in order to obtain our results.

Since the expression for fq is so much simpler than fg, there is no need to expand and

integrate each term individually, we instead look at it as a whole. If we expand fq, Eq.

(3.36), around y = 0, and include Eq. (C.51), we obtain

F q(x)fq(y) ≈ F q(ξ)

(

log
4m2

µ2F
− 1

)

(log[−y]− 1)− 13π2

48

(

F q(ξ)

y
+ F q(ξ) + 2ξF q ′(ξ)

)

+ 2 log(2)F q(ξ) + log[−y]F q(ξ) + log2[−y]F q(ξ) + π2F q(ξ)

8y
+

7π2F q(ξ)

48y

+
1

8

[

12F q(ξ) + 3π2F q(ξ)− 12 log[−2y]F q(ξ) + 2π2ξF q ′(ξ)
]

+
1

48

[

13π2F q(ξ) + 168 log(2)F q(ξ) + 14π2ξF q ′(ξ)
]

(C.52)

We see that the terms containing the derivative of the GPD cancel, along with some other

terms, leaving us with (remembering that this is the entire integrand)

∫

F q(x)fq(y)dy ≈
∫

F q(ξ)

{

log2[−y] + log[−y]
(

log
4m2

µ2F
− 3

2

)

+ 4 log(2)− log
4m2

µ2F
+

5

2
+

3

8
π2

}

dy

(C.53)
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