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Abstract

A measurement of the time dependent ratio of D0→ K+π−π+π− to D0→ K−π+π−π+

decays is sensitive to both D-mixing and the interference between doubly Cabibbo sup-

pressed (DCS) and Cabibbo favoured (CF) D0→ Kπππ amplitudes. Such a measure-

ment is made using 1.0 fb−1 of data collected by the LHCb experiment at a proton-proton

centre of mass collision energy of
√
s = 7 TeV. The ratio of DCS to CF amplitudes is

measured to be,

rK3π
D = 0.0548± 0.0012.

The interference between DCS and CF amplitudes is described by the complex inter-

ference parameter ZK3π. A combination of results from LHCb and CLEO-c gives the

following constraints:

ReZK3π = −0.135+0.095
−0.105 ImZK3π = −0.26+0.19

−0.16.

The probability of the data being a statistical fluctuation of the no-mixing hypothesis is

2.5×10−6, corresponding to a significance of 4.7σ - this is the first evidence of D-mixing

in this decay mode.

A model-independent measurement of the CKM phase γ in B→ DK,D → f decays

requires external input for rfD and Zf . Previously such information was only available

from the charm threshold at an e+e− collider. Presented in this thesis is a new method

that only requires input from charm mixing. The novel approach is only possible when

the final state of the D decay is multi-body, and therefore the approach is demonstrated

with a simulation study of the decay mode D→ Kπππ. The performance of the method

is evaluated with input from both charm mixing, and the charm threshold. Individually,

both methods give useful constraints, but if inputs from both are combined, the method

becomes highly competitive with measurements of γ in other decay modes. With as-

sumptions about the resonant substructure of the DCS amplitude, it is estimated that γ

can be measured to within 12◦ using existing data and 4◦ degrees for the LHCb-upgrade.
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Chapter 1

Introduction

The Large Hadron Collider [3] (LHC) located at CERN, Geneva, is the highest energy

particle accelerator ever constructed, with designed collision energy of
√
s = 14 TeV.

This unprecedented environment provides a unique opportunity to search for new physics

beyond the Standard Model of particle physics (SM) - a theory which has stood the test

of time for over 40 years1. The LHCb experiment [4], which is situated at one of the LHC

collision points, was designed specifically to utilise the huge production cross-section of

long-lived b and c hadrons. Precision measurements of these hadrons and their decays

could be the first place to reveal cracks in the SM. LHCb has several distinctive features

that optimise the detector for measuring such decays; the first of these is a silicon vertex

tracker that is situated within 8 mm of the beam line, providing an excellent discrimina-

tion between the decay vertex of a long-lived particle and the primary interaction vertex

(PV). Also essential are two Ring Imaging Cherenkov (RICH) detectors that provide a

clear separation between pions, kaons and protons. Such discrimination is vital when

looking for a transition between specific quark flavours.

Flavour physics is the study of quark transitions, which in the SM are described by

the Cabibbo-Kobayashi-Maskawa (CKM) matrix - this is also the only source of charge-

parity (CP ) violation in the SM. The relationships between key parameters of the CKM

matrix can be represented graphically in the unitarity triangle (Figure 2.1). Further

1One could argue that neutrino oscillations have fundamentally changed the SM in the last 40 years,
although their treatment can be added to the SM in a completely analogous way to quark mixing.

1



Introduction 2

improving the constraints of this triangle is one of the major goals in flavour physics [5].

The phase γ describing CP violation in b → u quark transitions [6, 7] is the least

constrained angle of the unitarity triangle. One method to measure γ is from B→ DK,

D → f decays where f is a final state accessible from both D0 and D0. This provides

a theoretically clean approach to constrain γ which is unlikely to be influenced by new

physics beyond the SM. Such a measurement requires external input to quantify the

interference between D0 → f and D0 → f amplitudes [8–10]. In this thesis it is shown

that this interference information can be obtained from a measurement of D-mixing

where the D decays into the same final state f [1, 2]. This is demonstrated for the

multi-body final state Kπππ where current constraints on the interference parameters

are fairly weak [11].

This thesis is organised as follows: Chapter 2 gives a summary of the SM, with particular

detail on how fundamental particles acquire their mass via the Higgs mechanism. This

process is intimately linked to flavour-changing charged currents which are present at

tree level in the SM, and described by the CKM matrix.

In Chapter 3, CERN and the LHCb experiment are introduced. A brief description of all

detector elements is given, along with their performance during the 2009-2012 running

period.

Chapter 4 introduces a new method to constrain charm interference parameters which

are needed for a model-independent measurement of the CKM phase γ. Previously this

input could only be obtained from e+e− colliders running at the charm threshold - this

method obtains similar constraints using charm mixing. The method is demonstrated

using simulated D0→ K+π−π+π− decays.

In Chapter 5, the new method developed in Chapter 4 is applied to 1.0 fb−1 of LHCb data

collected during 2011. The results are combined with constraints from CLEO-c in order

to improve the existing constraints on the D→ Kπππ charm interference parameters.

Finally, in Chapter 6, it is shown using simulation studies, how the constraints on charm

interference parameters, using D-mixing, can be used to provide competitive constraints
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on γ. Such a measurement can only be made if the final state f is multi-body, making

its potential for the final state Kπππ exciting - this is explored using simulation studies.





Chapter 2

The Standard Model

2.1 Introduction

The SM is a theory of elementary particles and their interactions. It is widely regarded

as one of the most successful theories ever developed, still agreeing with the latest

experimental evidence over 40 years since its construction. Parts of the theory, quantum

electrodynamics (QED), have been tested to more than one part in a trillion [12]. The

SM predicts the existence of three types of fundamental particle; spin-1
2 fermions, spin-1

gauge bosons, and a spin-0 scalar known as the Higgs boson.

The fermions are divided into three generations, each of which contain two quarks and

two leptons. The six quarks can be split into two groups of ‘up’ type and ‘down’ type,

which have an electric charge of 2
3 and −1

3 respectively. The quarks are the only fermions

to carry ‘colour charge’ which allows them to couple to the strong force. The two leptons

differ by their electric charge; the ‘electron type’ lepton has a charge of +1, while the

‘neutrino’ is electrically neutral. Each successive generation of fermions can be thought

of as a heavier ‘copy’ of the previous one. For example, the first generation has the

electron, whereas the second generation has the muon - these have masses of 0.510 MeV1

and 105.7 MeV respectively [13].

1Throughout this thesis natural units are used c = ~ = 1

5



The Standard Model 6

The bosons can be split into three fundamental force carriers. The electromagnetic force

is carried by the massless photon which couples to electric charge. The weak force is

carried by the massive W± and Z0 bosons which couple to ‘weak isospin’ and ‘weak

hypercharge’. The strong force is carried by 8 massless gluons which couple to ‘colour

charge’.

The final piece of the SM is a scalar boson known as the Higgs boson. This is responsible

for giving both the fermions and gauge bosons their mass, and couples to all massive

particles. Since the discovery of the Higgs boson in 2013 [14, 15], all particles in the SM

have been observed experimentally.

2.2 Continuous Symmetries in the Standard Model

Symmetries are of huge importance in all fields of physics. As described by Noether’s

theorem [16], any continuous symmetry of a physical system will have an associated

conserved quantity. An example of this is the conservation of momentum, which is a

result of translational invariance.

The SM is a gauge theory, which is built by taking the Lagrangian of free particles

(no interactions) and requiring that specific symmetries hold. The following subsections

will demonstrate how these symmetries manifest themselves as the interactions that we

observe in nature.

2.2.1 Quantum Electrodynamics

QED is the theory of electromagnetism - the interaction of charged fermions with pho-

tons. In this section it is shown that one can produce the laws of electromagnetism

by ensuring the Lagrangian is locally gauge-invariant under U(1) transformations - this

means it is symmetric under a phase rotation at any point in space-time. To illustrate

this, the free Dirac Lagrangian is first considered,

L = iψγµ∂µψ −mψψ, (2.1)
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where ψ is a Dirac spinor that represents a fermionic field with mass m, and γµ are the

four Dirac matrices. A Lagrangian is said to be locally gauge-invariant (under the U(1)

group) if one can make the substitution ψ → ψe−iqλ(x) without altering the Lagrangian.

Here x is a point in space-time, which makes it ‘local’, and q is a constant that will later

turn out to be the charge of the fermion. Making this substitution in the free Dirac

Lagrangian,

L → L+ qψγµψ∂µλ(x), (2.2)

one can see that it is not locally gauge-invariant. To remedy this problem one can

add a new field Aµ that transforms so that Aµ → Aµ + ∂µλ. The additional term

qψγµψ∂µλ(x) that appears in the Lagrangian can then be absorbed into Aµ giving the

locally gauge-invariant Lagrangian:

L = iψγµ∂µψ −mψψ − qψγµψAµ. (2.3)

It can be shown that the new vector field Aµ has exactly the same properties as the

electromagnetic field. To complete the Lagrangian, a free photon term is also necessary,

L = iψγµ∂µψ −mψψ − qψγµψAµ −
1

16π
AµνAµν , (2.4)

where Aµν = ∂µAν−∂νAµ is the electromagnetic field strength tensor that encompasses

Maxwell’s equations. One can also try to add a mass term to the field Aµ, but this ruins

gauge invariance.

2.2.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction. The theory

begins by postulating a new charge carried by a fermion that comes in three types. To

describe such a fermion, a triplet of Dirac spinors is required,

ψ =




ψr

ψg

ψb



, (2.5)
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where the subscripts r, g and b represent the three types of charge, known as red, green,

and blue respectively. Any particle that carries this charge is said to be coloured. The

Lagrangian for a free coloured fermion can then be written as

L = iψγµ∂µψ −mψψ. (2.6)

In Section 2.2.1, invariance under the transformation ψ → ψe−iqλ(x) was considered -

also known as a U(1) transformation. In QCD there is a three-component field, and so

instead consider a local transformation of the form,

ψ → U(x)ψ, (2.7)

where U(x) is a 3× 3 unitary matrix. This is known as an SU(3) transformation, where

S stands for ‘special’ (det(U) = +1) and where U stands for ‘unitary’ (UU † = I where

I is the identity matrix). One can also write the SU(3) transformation in exponential

form:

U(x) = eiλiai(x). (2.8)

Such a transformation allows for local rotations in colour space, where λi are the 8

Gell-Mann matrices, the generators of the SU(3) group, and ai(x) are the real constants

which define the local transformation.

To make the Lagrangian invariant under such a transformation, the following modifica-

tion is made,

∂µ → Dµ = ∂µ − iqλiGµ,i, (2.9)

where Gµ,i are the 8 gluon fields, which have transformation properties to ensure gauge

invariance. Dµ is the covariant derivative, which when substituted into Equation 2.6

introduces a coupling between coloured fermions and 8 gluon fields. A kinetic term for

free gluons must also be added,

L = iψγµDµψ −mψψ −Gµνi Gµν,i, (2.10)
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where Gµν,i are the gluon field strength tensors. These are defined as,

Gµνi = ∂µGνi − ∂νGµi − qfijkG
µ
jG

ν
k, (2.11)

where fijk are the SU(3) structure constants. Comparing this to the electromagnetic

field strength tensor in Section 2.2.1, there is an additional term, −qfijkGµjGνk, that is

required to conserve gauge invariance - a result of the SU(3) group being non-abelian

(AB 6= BA). This term has important implications for the theory because it results in

3 and 4 point self interactions of the gluons, meaning that the gluons themselves carry

colour charge.

In electromagnetism, the force between two oppositely charged particles is proportional

to 1/r2, where r is their separation. The potential energy will therefore asymptotically

reach a maximum as r → ∞. In contrast to this, the strong interaction gives approx-

imately the same force at all distances. This is due to the gluon self-interaction which

cause the gluons to form a ‘colour string’ between two coloured objects. Therefore, as

separation increases, there will be a point at which there is sufficient energy to create

a new quark anti-quark pair, which snaps the colour string in two - a process known

as hadronisation. The distance required is incredibly small due to the large coupling

constant of the strong force, and for this reason, only colourless objects have ever been

observed. This phenomenon is known as ‘colour confinement’.

Another interesting property of the strong interaction is ‘asymptotic freedom’. This is

due to the apparent coupling constant being dependent on the energy scale of the inter-

action. At low energies the coupling constant is large, making perturbative calculations,

and therefore phenomenological predictions, extremely difficult. At high energies the

coupling constant is smaller, taking us to a regime where the usual Feynman rules are

applicable.

2.2.3 Electroweak Interaction

The electroweak interaction, the marriage between the electromagnetic and weak inter-

actions, is a result of a broken U(1)Y × SU(2)I symmetry. Here the subscript on each
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group identifies the conserved quantity associated with that gauge transformation. The

hypercharge, not to be confused with electric charge, is given by Y , and weak isospin

is given by I. Symmetry breaking, which is required to give the gauge bosons their

mass, will be considered in Section 2.2.4. In this section, only the unbroken symmetry

is considered.

The weak interaction is a chiral theory, meaning that its Lagrangian is not invariant

under a change of chirality i.e. not parity invariant. In the limit of massless particles,

chirality is the same as helicity (the spin vector projected onto the momentum vector).

For massive particles helicity and chirality are no longer the same; chirality is a frame

independent quantum number under proper Lorentz transformations, whereas helicity

is not. Experimental evidence [17] has shown that the weak interaction only couples

to chirally left-handed particles. For this reason the doublets are defined using only

left-handed fields,

Li =







νeL

eL


 ,



νµL

µL


 ,



ντL

τL







, Qi =







uL

dL


 ,



cL

sL


 ,



tL

bL







, (2.12)

which will later couple to the SU(2) gauge bosons. The right-handed fields are then

defined as singlets,

eiR = {eR, µR, τR} , νiR = {νeR, νµR, ντR} , (2.13)

uiR = {uR, cR, tR} , diR = {dR, sR, bR} , (2.14)

which will only couple to the U(1) gauge boson. The Lagrangian for free, massless,

quarks is defined:

L = iQγµ∂µQ+ iuRγ
µ∂µuR + idRγ

µ∂µdR. (2.15)

The Lagrangian can trivially be extended to include leptons and the other generations

of quarks. For now we have not included mass terms because these are intimately linked

to the Higgs mechanism, an important topic that will be discussed in Section 2.3.1.

Following the same procedure as Section 2.2.1 and Section 2.2.2 one can make the
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Lagrangian gauge-invariant by using the covariant derivatives:

∂µ → DU(1)
µ = ∂µ − ig′Y Bµ, (2.16)

∂µ → DU(1)×SU(2)
µ = ∂µ − igτaWµ,a − ig′Y Bµ. (2.17)

Here Bµ and Wµ,i are the U(1) and SU(2) gauge fields respectively, with couplings of

g′ and g. The constant Y gives the hypercharge of the field. The 3 generators of SU(2)

are given by τa, which are linked to the well known 2 × 2 Pauli matrices, σa, through

τa = 1
2σa. The left-handed particles form doublets so use the D

U(1)×SU(2)
µ covariant

derivative, whereas the right-handed singlets use D
U(1)
µ . Making this substitution, and

using the field strength tenors Wµν and Bµν for the kinetic terms 2, one arrives at the

gauge-invariant Lagrangian,

L = iQγµDU(1)×SU(2)
µ Q

+ iuRγ
µDU(1)

µ uR + idRγ
µDU(1)

µ dR

−Wµν,aW
µν
a −BµνBµν . (2.18)

Although this Lagrangian predicts four gauge bosons, enough to represent the physical

W± Z0 and γ bosons, there is a big problem because one cannot give the bosons mass

in a gauge-invariant way. Section 2.2.4 will show how three of the gauge bosons acquire

mass, and the physical fields form from a superposition of the gauge fields.

2.2.4 The Higgs Field

The Higgs field is defined as a doublet of complex scalar fields, φT = (φ+, φ0), which is

used to construct the following Lagrangian,

L = ∂µφ
†∂µφ+m2φ†φ− λ

4
(φ†φ)2. (2.19)

This includes a kinetic term, and importantly a potential term which is 4th order in φ.

To achieve spontaneous symmetry breaking, that is required for the Higgs mechanism,

2Wµν is defined in the same way as the SU(3) field strength tensor in Equation 2.11, but using the
SU(2) structure constant. Bµ is the U(1) field strength tensor described in Section 2.2.1.
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one needs m2 > 0 and λ > 0 - this gives a potential with the classic ‘wine bottle’ shape

that has a local maximum at φT = ( 0 0 ), and a degenerate global minimum. Because

of this degeneracy the system has no preference for any of the minima, and it therefore

has to ‘spontaneously’ choose one at random.

Following the same approach used in Equation 2.19, the Lagrangian is required to be

invariant under U(1)Y × SU(2)I transformations,

L = −1

4
Wµν,aW

µν
a −

1

4
BµνB

µν +Dµφ
†Dµφ+m2φ†φ− λ

4
(φ†φ)2, (2.20)

where Dµ = ∂µ − igτaWµ,a − i
2g
′
Bµ is the covariant derivative introduced in Equa-

tion 2.17. The factor of 1
2 arises in the Bµ term because the Higgs doublet has a

hypercharge of 1
2 .

To evaluate the physical fields, the Lagrangian is expanded about one of its minima.

One is free to choose any of the degenerate minima, but for convenience the minimum

at φT = ( 0 v√
2

) is chosen, where v = 2m√
λ

is the expectation value of φ in the ground

state (VEV). The expansion is performed using the following substitution,

φ = e2iπ
aτa

v




0

v√
2

+ h
2


 , (2.21)

where τa are the three SU(2) generators, and πa and h are the 4 degrees of freedom

in the Higgs field. Changes in the field associated with πa result in the same potential

i.e. rotate to another degenerate minimum. Changes in the field associated with h will

increase the potential.

In Equation 2.20 the Lagrangian was forced to be gauge-invariant in U(1) × SU(2)

transformations - there is now the freedom to choose any gauge i.e. one can pick a

specific U(1) × SU(2) transformation, because the Physics must remain unchanged. In

particular it is possible to choose a gauge which will counteract a Higgs field that is

defined by a non zero πa. This is called the ‘unitary gauge’ [18], and is defined as,

φ→ φ′ = φe−2iπ
aτa

v . (2.22)



The Standard Model 13

Using the unitary gauge allows πa to be set to zero, simplifying the transformation

in Equation 2.21 considerably. One may ask where these three degrees of freedom

have gone? If a different choice of gauge was used, they would have resulted in three

massless gauge bosons, or ‘Goldstone bosons’ [19], but after fixing the gauge, these

bosons no longer exist. The answer is that the gauge will also transform the SU(2) field

Wµ
i → Wµ

i′ . This transformation adds a longitudinal polarisation to the three gauge

bosons, and accounts for the three degrees of freedom lost from the Goldstone bosons.

It is often said that the gauge boson ‘eats’ the Goldstone boson and gains a longitudinal

component.

Equation 2.21 is now substituted into the kinetic term of the Lagrangian, restricting the

expansion to terms which generate the gauge bosons masses:

|Dµφ|2 =
1

4

(
0 v√

2
+ h

2

)


g′Bµ + gW 3

µ + 2∂µ gW 1
µ − igW 2

µ

gW 1
µ + igW 2

µ
g′
g g
′Bµ − gW 3

µ + 2∂µ




2


0

v√
2

+ h
2




=
v2

8

[
g2(W 1

µ)2 + g2(W 2
µ)2 +

(
g′Bµ − gW 3

µ

)2]
+ f(h). (2.23)

It is seen that there is mixing between the Bµ and W 3
µ fields, so these must be diago-

nalised to find the physical states,

Zµ ≡ cos θwW
3
µ − sin θwBµ,

Aµ ≡ sin θwW
3
µ + cos θwBµ, (2.24)

W±µ ≡
1√
2

(W 1
µ ∓ iW 2

µ),

where θw is the Weinberg angle. Making the substitution one arrives at,

|Dµφ|2 =
g2v2

4
W−µ W

+µ +
g2v2

8 cos2 θw
ZµZ

µ + 0AµA
µ + f(h), (2.25)

from which the masses of the gauge bosons can easily be determined. The massive

W±µ bosons are a superposition of the original W 1
µ and W 2

µ gauge bosons, and therefore

couple to weak isospin. The bosons Zµ and Aµ are a superposition of the W 3
µ and Bµ

gauge bosons, so couple to a combination of weak isospin and weak hypercharge. The
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Zµ field is massive, whereas the Aµ field is massless.

As discussed in Section 2.2.2, the standard model also contains an unbroken SU(3)

symmetry in order to generate the strong force. This can trivially be added into the

broken U(1)Y×SU(2)I symmetry. To summarise, before spontaneous symmetry breaking

the standard model Lagrangian obeys a U(1)Y × SU(2)I × SU(3)C symmetry. After

spontaneous symmetry breaking, it becomes a U(1)Q × SU(3)C symmetry, where Q =

Y + I3 is the electric charge, and I3 is the third component of weak isospin. The

properties of the SM fermions are summarised in Table 2.1.

νL eL uL dL νR eR uR dR

I3 +1
2 −1

2 +1
2 −1

2 - - - -

Y −1
2 −1

2 +1
6 +1

6 0 -1 +2
3 −1

3

Q 0 -1 +2
3 −1

3 0 -1 +2
3 −1

3

Table 2.1: This table summaries the weak hypercharge and weak isospin of the SM
fermions. The electric charge Q = Y + I3 is also given.

2.3 CKM Matrix

2.3.1 Yukawa Couplings

In order to add mass terms to the fermions it is not possible to add a simple Dirac mass

to the Lagrangian such as,

Ldirac = −mddd = −md(dL + dR)(dL + dR), (2.26)

= −mddLdR −mddRdL, (2.27)

where md is the mass of down quark, and d is its Dirac spinor. Splitting the expression

into a sum of its left and hight handed parts, it becomes clear that this is not gauge-

invariant under SU(2) because the left and right-handed parts of the field have different

transformation properties.
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To remedy this problem one can add a Yukawa type coupling to the Lagrangian,

Lyukawa = −YdQφdR + h.c. (2.28)

where Q is a left-handed quark doublet (Equation 2.12), φ is the Higgs doublet, Yd is the

Yukawa coupling strength, and ‘h.c.’ is the hermitian conjugate. This term is gauge-

invariant because any SU(2) gauge transformation will cancel in Qφ. After spontaneous

symmetry breaking, the Higgs doublet becomes φT = (0, v√
2

+ h
2 ). Substituting this into

the Yukawa coupling results in the mass term,

Lyukawa = −Ydv√
2
dd+ f(h). (2.29)

In a similar way, one can also generate mass terms for the up quark by adding the term,

Lyukawa = −YuQεφ∗uR + h.c. , (2.30)

where ε is the anti-symmetric tensor. The same process can also be repeated for the

leptons.

2.3.2 Additional Generations

Following the procedure in Section 2.3.1, it is easy to add additional Yukawa couplings

for each flavour of quark. When doing so, it is also possible to add cross terms, making

the couplings for down type quarks become,

Lyukawa = −Yd,ijQiφdjR + h.c. , (2.31)

where Yd,ij are the 9 Yukawa couplings. A similar principle can also be applied to the up

type quarks. After spontaneous symmetry breaking the following mass terms emerge,

Lyukawa = − v√
2

(
dYdd− uYuu

)
, (2.32)
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where u and d are three-component vectors containing the three generations of up and

down type quark fields respectively. Yd and Yu are 3 × 3 matrices containing all the

Yukawa couplings. To find the masses of the physical particles one must diagonalise the

matrices Yd and Yu,

Yd = UdMdU
†
d , Yu = UuMuU

†
u, (2.33)

where Ud and Uu are unitary matrices, and Md and Mu give the masses of the physical

quarks. This allows one to rotate to the mass eigenstates,

u′ = U †uu, d′ = U †dd, (2.34)

where the prime indicates a mass eigenstate, as opposed to a flavour eigenstate (which

diagonalises the coupling to the weak interaction). A rotation of both up and down type

quarks by the same unitary matrix would leave the physics unchanged, so one is free to

do the following,

u′ → u, d′ → UuU
†
dd = V †CKMd. (2.35)

The matrix VCKM is known as the CKM matrix, which is named after the physicists

Cabibbo, Kobayashi, and Maskawa who introduced it [6, 7]. This has no physical conse-

quences to interactions with the Z0 and γ because they couple to up or down type quarks,

and never to a mixture. It does however have important consequences for interactions

with the W± bosons, whose interaction term becomes:

L ∝W−µ u′γµVCKMd′ +W+
µ d′γµV †CKMu′ (2.36)

This implies that an up type quark interacting with a W+ boson can couple to any of

the down type quarks, with probabilities given by the CKM matrix.
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2.3.3 Unitarity Triangle

For clarity, all components of the CKM matrix, defined in Equation 2.35, are labeled:

VCKM =




Vud Vcd Vtd

Vus Vcs Vts

Vub Vcb Vtb




(2.37)

Where the elements Vij are complex numbers. It was shown in Section 2.3.1 that the

CKM matrix is unitary i.e. VCKMV
†

CKM = I. This property restricts the total number

of free parameters from 2N2 → N2, where N is the number of quark generations. This

number is then further reduced by absorbing 2N −1 phases into the quark fields. In the

case of a 3 × 3 matrix, this results in 4 free parameters; 3 magnitudes, and one phase.

It is this phase which allows CP violation in the SM.

To highlight that the CKM matrix can be parameterised by 4 parameters it can be

written in the following form [20]:

VCKM =




1 0 0

0 c23 s23

0 −s23 c23







c13 0 s13e
−δ13

0 1 0

−s13e
δ13 0 c13







c12 s12 0

−s12 c12 0

0 0 1



, (2.38)

where cij and sij give the sine and cosine of the 3 Euler angles θ12, θ13 and θ23 - the

single complex phase is given by δ13. A popular way to expand this is by defining the

following parameters,

s12 = λ, (2.39)

s23 = Aλ2, (2.40)

s13e
−iδ13 = Aλ3(ρ− iη), (2.41)
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then expanding in powers of λ ∼ 0.22. This is known as the Wolfenstein parameterisa-

tion [21], which is shown to 3rd order,

VCKM =




1− λ2

2 λ Aλ3(ρ− iη)

−λ 1− λ2

2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1



. (2.42)

The parameters A, ρ and η are O(1), making this parameterisation particularly infor-

mative. It allows one to quickly estimate the magnitude of different quark transitions

and their CP violating phase.

A graphical way to visualise the CKM matrix is the ‘unitarity triangles’. These come

from the unitarity condition, VCKMV
†

CKM = I, which results in 6 equations that sum to

zero:

VudV
∗
us + VcdV

∗
cs + VtdV

∗
ts = 0, VudV

∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0,

VusV
∗
ud + VcsV

∗
cd + VtsV

∗
td = 0, VusV

∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0, (2.43)

VubV
∗
ud + VcbV

∗
cd + VtbV

∗
td = 0, VubV

∗
us + VcbV

∗
cs + VtbV

∗
ts = 0.

All 6 equations can be represented as a triangle in the complex plane, although of

particular interest is the underlined equation, which is known as ‘the unitarity triangle’.

This triangle has terms which are all of the order λ3, and include large CP violating

phases. These two conditions make this unitarity triangle particularly triangular i.e. 3

similar angles and sides of similar lengths. Figure 2.1 shows the graphical representation

of the unitary triangle - the commonly used angles α, β and γ are superimposed and

defined.

Constraining all parameters of the unitarity triangle is one of the major goals in flavour

physics [5]. If it is shown that the measured parameters do not form a triangle (i.e.

the CKM matrix is not unitary) this will be a clear sign of new physics beyond the

SM. Another interesting test is to measure the unitarity triangle using decays that are

dominated by either ‘loop’ or ‘tree’ amplitudes. A loop amplitude can be drawn as a

Feynman diagram containing a loop of virtual particles - this makes them very sensitive
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α = arg

(
− VtdV

∗
tb

VudV
∗
ub

)
(2.44)

β = arg

(
−VcdV

∗
cb

VtdV
∗
tb

)
(2.45)

γ = arg

(
−VudV

∗
ub

VcdV
∗
cb

)
(2.46)

Figure 2.1: A graphical representation of the unitarity triangle, with the angles α, β

and γ defined on the RHS. The real parameters ρ and η are defined as ρ+ iη =
VudV

∗
ub

VcdV ∗cb
.

These are approximately equal to ρ and η from the Wolfenstein parameterisation (Equa-
tion 2.41).

to new physics, particularly to new particles that are beyond the energy frontier. A tree

amplitude is far less sensitive to new physics. If there is a significant difference between

measurements dominated by tree and loop amplitudes, this will be a clear sign of new

physics.

Several groups combine experimental measurements to produce global constraints on the

unitarity triangle. Shown in Figure 2.2 are the constraints from the CKM fitter group [22]

who have produced separate fits for both loop and tree measurements. Currently the

constraints from tree processes are much weaker than those from loop processes.

2.3.3.1 The CKM phase γ

The least constrained angle of the unitarity triangle is γ, making its measurement a

priority for the LHCb experiment (Chapter 3). The family of B± → Dh± decays,

where h represents either a kaon or a pion, are particularly sensitive to γ, and are

copiously produced within the LHCb detector [23]. These decays are dominated by tree

level Feynman diagrams, meaning that any influence from new physics is unlikely. This

makes them perfect for a benchmark measurement of the SM, which can be compared

to measurements of γ in loop processes. Such decays will be discussed in detail in

Chapter 4.
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Figure 2.2: (top) Current constraints from loop measurements (bottom) current con-
straints from tree measurements. Both figures are taken from the CKMfitter group [22].
The parameters α, β, γ, ρ and η are defined in Figure 2.1.



Chapter 3

The LHCb detector

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [3] is a proton-proton collider based at CERN,

Geneva. The collider tunnel, which previously housed LEP, crosses the French-Swiss

border, and is ∼ 100 m underground. It is both the largest, and highest energy particle

collider ever built, with a circumference of 27 km and a design collision energy of
√
s

=14 TeV. To achieve the design energy, a complex of particle accelerators is needed to

progressively ramp up the energy before injecting the beam of protons into the LHC.

At the beginning of the accelerator chain, hydrogen gas is ionised to give the source of

protons which are then accelerated to 50 MeV by LINAC2. The protons are then fur-

ther accelerated by the Proton Synchrotron Booster, the Proton Synchrotron, and the

Super Proton Synchrotron, taking the beam energy to 1.4 GeV, 25 GeV, and 450 GeV

respectively. Finally the particles are transferred to two counter-rotating beams in the

LHC each with a design energy of 7 TeV.

The LHC has 1232 dipole magnets to steer and focus the beam, and 392 quadropole

magnets to focus the beam. The magnets are made from niobium-titanium and cooled

to less than 2 K using superfluid helium, giving a maximum flux density of 8.3 T. Each

beam has a maximum of 2808 bunches, allowing a maximum collision rate of 25 ns. The

design luminosity of the LHC is ∼ 1034 cm−2 s−1.

21
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The LHC is made of 8 sections, each of which has a straight segment, a bending segment,

and an interaction point. At present only 4 of the 8 interaction points house operational

detectors - these are ATLAS, CMS, ALICE, and LHCb [4, 24–26]. ATLAS and CMS

are general purpose detectors, primarily designed to look for the Higgs boson and heavy

particles beyond the SM. ALICE is designed to look at quark-gluon plasma in heavy ion

collisions - which can also be provided by the LHC.

3.2 LHCb

LHCb is a specialised detector designed for precision measurements in flavour physics.

With the high collision energy provided by the LHC, the detector is in a unique en-

vironment to collect vast samples of heavy flavour decays, such as those from B and

D mesons. Precision measurements of these flavour-changing decays could reveal new

physics beyond the SM.

In the upcoming sections, the LHCb detector is described in the following coordinate

system: the z-axis is defined to be parallel to the beam pipe, with the origin located

at the LHCb interaction point. A point in the coordinate system at A is said to be

downstream of a point B if zA > zB. If the opposite is true, point A is said to be

‘upstream’ of B. The y-axis is defined to be in the vertical direction, and the x-axis

in the horizontal direction. The x-y axes define the ‘transverse plane’, which is used to

define quantities such as transverse momentum, pT, and transverse energy, ET.

The LHCb detector is a forward arm spectrometer which has an angular acceptance of

10-300 mrad in the y-z plane, and 10-250 mrad in the x-z plane. This geometry is due to

the b meson cross-section being predominately in the forward and backward directions,

as indicated in Figure 3.1. At 8 TeV, the LHCb geometry covers 27% of the total b or b

cross-section.

The detector is made-up of several sub-detectors that perform well-defined tasks. Start-

ing from the interaction point and moving downstream there are the following detector

elements: the vertex locator (VELO), a ring imaging Cherenkov detector (RICH1), the

tracker turicensis (TT), the dipole magnet, further tracking stations (T1-3), a second
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Figure 3.1: Correlation plot showing the pseudo-rapidity of bb quark pairs in proton-
proton collisions at

√
s = 8 TeV. Overlaid is the acceptance of both LHCb and the

general purpose detectors (GPDs).

Figure 3.2: Schematic of the LHCb detector, with all sub-detectors labeled [4].

ring imaging Cherenkov detector (RICH2), a muon station (M1), the scintillating pad

detector (SPD), the pre-shower detector (PS), the electromagnetic calorimeter (ECAL),

the hadronic calorimeter (HCAL), and the remaining muon stations (M2-M5). A dia-

gram of these sub-detectors is taken from [4] and shown in Figure 3.2.
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The following sections give a detailed description for each of the sub-detectors, and their

role in the LHCb detector. Section 3.3 describes the tracking system which includes the

VELO, TT, T1-3, and the dipole magnet. Section 3.4 explains how particle identification

at LHCb works with input from the RICH detectors, the calorimeters, and the muon

stations. Section 3.5 describes the LHCb trigger system, and finally Section 3.6 describes

the LHCb software that is used by an analyst.

3.3 Tracking

Tracking in the LHCb detector is performed by several sub-detectors: the VELO, the

TT, and T1-3 [27–29]. Tracks are classified according to which of these sub-detectors

they pass through:

Long tracks: These pass through all of the three sub-detectors, and therefore have

momentum information and good vertexing. Long tracks are typically required in a

physics analysis.

Upstream tracks: These are seen in the VELO and the TT but not after the magnet,

so momentum information is limited.

Downstream tracks: These are detected in the TT and the T1-3. This track category

is common for K0
S decay products, since the former usually decay outside the VELO.

T tracks: These tracks are only detected in the T1-3 stations.

VELO tracks: These tracks are only detected in the VELO so have no momentum

information. They are useful for finding the primary vertex position.

Figure 3.3 shows a diagram of all track types discussed.

3.3.1 VELO

The VELO is a silicon microstrip detector that surrounds the interaction region. Its

primary function is to locate primary vertices in an event, and identify any tracks which
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Figure 3.3: (top) The variation of the magnetic field along the y-direction (bottom) A
diagram of the five different track types used at LHCb [30].

are significantly displaced from them. This allows long-lived particles such as B and D

mesons to be identified. Measuring the separation of a primary and secondary vertex

also allows particle lifetime to be determined. The angular coverage of the VELO is

15-300 mrad, where a track is defined to be in the ‘coverage’ if it passes through at least

3 detector modules.

The VELO has two halves, which each contain 21 modules positioned perpendicular

to the beam. During beam injection the two halves are separated horizontally by a

distance of approximately 6 cm. This is a safety measure to protect the silicon sensors

from radiation damage. Once stable beams have been achieved, the two halves are moved

back together, now with a small overlap between the modules - this ensures complete

coverage, and helps to align the modules in reconstruction software. Each module is

300µm thick and has an 8 mm hole for the focused beam to pass through. The z-

position of the sensors is staggered between the two halves, and the spacing between
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Figure 5.1: Cross section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the detector
in the fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors.

5.1.1 Requirements and constraints

The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact
parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level
Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to
tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector
can be characterised with the following interrelated criteria:

• Signal to noise1 ratio (S/N): in order to ensure efficient trigger performance, the VELO
aimed for an initial signal to noise ratio of greater than 14 [29].

• Efficiency: the overall channel efficiency was required to be at least 99% for a signal to noise
cut S/N> 5 (giving about 200 noise hits per event in the whole VELO detector).

1Signal S is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise N as the
RMS value of an individual channel.
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Figure 3.4: The layout of the VELO modules [4].

adjacent sensors gets larger with distance from the interaction point. The layout of the

modules is pictured in Figure 3.4.

Each module has an r and a φ sensor, both of which are approximately semicircular with

a radius of 42 mm. The r sensors have strips in 512 concentric circles - at the centre

the strips have a pitch of 38µm, increasing to 102µm at the edge. The φ sensors have

683 inner strips, and 1365 outer strips, which run from the centre to the circumference

of the sensor. These have a pitch which increases from 38µm in the centre to 97µm at

the edge. A diagram of both sensor types in shown in Figure 3.5.

To determine the position of a pp collision, known as the primary vertex (PV), some

modules are positioned at z < 0 behind the interaction point. The spread in the z-

position of PVs is 5.3 cm.

Each half of the detector is kept in a vacuum which is separated from the beam vacuum

by a corrugated radio frequency (RF) foil. This is made of 0.3 mm thick aluminium

which prevents RF pickup from the beam, and protects the beam vacuum from detector

gases.
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Figure 5.4: Sketch illustrating the rf geometry of the VELO sensors. For clarity, only a portion
of the strips are illustrated. In the f -sensor, the strips on two adjacent modules are indicated, to
highlight the stereo angle. The different arrangement of the bonding pads leads to the slightly
larger radius of the R-sensor; the sensitive area is identical.

is 38 µm, increasing linearly to 101.6 µm at the outer radius of 41.9 mm. This ensures that mea-
surements along the track contribute to the impact parameter precision with roughly equal weight.

The f -sensor is designed to readout the orthogonal coordinate to the R-sensor. In the simplest
possible design these strips would run radially from the inner to the outer radius and point at the
nominal LHC beam position with the pitch increasing linearly with radius starting with a pitch of
35.5 µm. However, this would result in unacceptably high strip occupancies and too large a strip
pitch at the outer edge of the sensor. Hence, the f -sensor is subdivided into two regions, inner
and outer. The outer region starts at a radius of 17.25 mm and its pitch is set to be roughly half
(39.3 µm) that of the inner region (78.3 µm), which ends at the same radius. The design of the
strips in the f -sensor is complicated by the introduction of a skew to improve pattern recognition.
At 8 mm from the beam the inner strips have an angle of approximately 20� to the radial whereas
the outer strips make an angle of approximately 10� to the radial at 17 mm. The skew of inner and
outer sections is reversed giving the strips a distinctive dog-leg design. The modules are placed so
that adjacent f -sensors have the opposite skew with respect to the each other. This ensures that
adjacent stations are able to distinguish ghost hits from true hits through the use of a traditional
stereo view. The principal characteristics of the VELO sensors are summarized in table 5.1.

The technology utilized in both the R- and f -sensors is otherwise identical. Both sets of
sensors are 300 µm thick. Readout of both R- and f -sensors is at the outer radius and requires
the use of a second layer of metal (a routing layer or double metal) isolated from the AC-coupled
diode strips by approximately 3 µm of chemically vapour deposited (CVD) SiO2. The second
metal layer is connected to the first metal layer by wet etched vias. The strips are biased using
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Figure 3.5: A schematic showing the strip layout in the φ and r sensors [4].

3.3.2 Magnet

To provide the LHCb tracking system with momentum information, a water-cooled

dipole magnet is placed between the TT and T1 detectors [31]. This consists of two, 27

tonne, saddle-shape coils contained within a 1500 tonne yoke, with dimensions 11 m ×

8 m×5 m (xm×ym×zm). The coils are a reflection of each other in the horizontal plane,

covering the full angular acceptance of 250 mrad in the vertical direction, and 300 mrad

in the horizontal direction. The magnetic field is in the z-direction, so tracks are bent

in the horizontal direction. The polarity of the magnet can be flipped to either ‘magnet

up’ or ‘magnet down’ configuration - this allows one to make detailed systematic checks

when comparing CP-conjugate processes. The magnet is designed to provide a large

magnetic field in the region between the TT and T1 whilst minimising it in the RICH

and VELO sub-detectors. Upstream of the TT region there is an integrated magnetic

field of 0.1159 Tm, opposed to 3.616 Tm downstream. Both the VELO and RICH sub-

detectors have additional magnetic shielding to stop the magnetic field degrading the

quality of the apparatus in these regions. A diagram of the magnet is shown in Figure 3.6.
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Figure 4.1: Perspective view of the LHCb dipole magnet with its current and water connections
(units in mm). The interaction point lies behind the magnet.

coils with respect to the measured mechanical axis of the iron poles with tolerances of several
millimeters. As the main stress on the conductor is of thermal origin, the design choice was to
leave the pancakes of the coils free to slide upon their supports, with only one coil extremity kept
fixed on the symmetry axis, against the iron yoke, where electrical and hydraulic terminations
are located. Finite element models (TOSCA, ANSYS) have been extensively used to investigate
the coils support system with respect to the effect of the electromagnetic and thermal stresses
on the conductor, and the measured displacement of the coils during magnet operation matches
the predicted value quite well. After rolling the magnet into its nominal position, final precise
alignment of the yoke was carried out in order to follow the 3.6 mrad slope of the LHC machine
and its beam. The resolution of the alignment measurements was about 0.2 mm while the magnet
could be aligned to its nominal position with a precision of ±2 mm. Details of the measurements of
the dipole parameters are given in table 4.1. A perspective view of the magnet is given in figure 4.1.

The magnet is operated via the Magnet Control System that controls the power supply and
monitors a number of operational parameters (e.g. temperatures, voltages, water flow, mechanical
movements, etc.). A second, fully independent system, the Magnet Safety System (MSS), ensures
the safe operation and acts autonomously by enforcing a discharge of the magnet if critical param-
eters are outside the operating range. The magnet was put into operation and reached its nominal

– 12 –

Figure 3.6: The LHCb dipole magnet [4].

3.3.3 Tracking Stations

3.3.3.1 Tracker Turicensis

The Tracker Turicensis (TT) is a silicon microstrip detector located between RICH1 and

the dipole magnet. It consists of 4 layers which are 150 cm wide and 130 cm high - an

area which covers the entire LHCb acceptance. The outer layers have the strips oriented

vertically, whereas the two centre layers have a rotation of +5◦ and −5◦. The first two

layers are separated from the second by 27 cm. The relative orientation of layers gives

additional information on the vertical position of a track.

Each TT layer is made-up from 30 or 34 ‘half modules’ which each have 7 silicon sensors.

The sensors are 9.64 cm wide, 9.44 cm long and 500µm thick, with a pitch of 183µm. The

readout electronics are placed outside the acceptance to reduce the material traversed

by tracks within the acceptance, and thus reducing multiple scattering. The layout of a

TT layer is shown in Figure 3.7. The TT has a total of 143360 readout strips, and an

active area of 8.4 m2.
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Figure 5.19: Layout of the third TT detection layer. Different readout sectors are indicated by
different shadings.

volume is continuously flushed with nitrogen to avoid condensation on the cold surfaces. To aid
track reconstruction algorithms, the four detection layers are arranged in two pairs, (x,u) and (v,x),
that are separated by approximately 27 cm along the LHC beam axis.

The layout of one of the detection layers is illustrated in figure 5.19. Its basic building block
is a half module that covers half the height of the LHCb acceptance. It consists of a row of seven
silicon sensors organized into either two or three readout sectors. The readout hybrids for all read-
out sectors are mounted at one end of the module. The regions above and below the LHC beampipe
are covered by one such half module each. The regions to the sides of the beampipe are covered
by rows of seven (for the first two detection layers) or eight (for the last two detection layers) 14-
sensor long full modules. These full modules cover the full height of the LHCb acceptance and are
assembled from two half modules that are joined together end-to-end. Adjacent modules within
a detection layer are staggered by about 1 cm in z and overlap by a few millimeters in x to avoid
acceptance gaps and to facilitate the relative alignment of the modules. In the u and v detection
layers, each module is individually rotated by the respective stereo angle.

A main advantage of this detector design is that all front-end hybrids and the infrastructure
for cooling and module supports are located above and below the active area of the detector, outside
of the acceptance of the experiment.

TT detector modules

The layout of a half module is illustrated in figure 5.20. It consists of a row of seven silicon sensors
with a stack of two or three readout hybrids at one end. For half modules close to the beampipe,
where the expected particle density is highest, the seven sensors are organized into three readout
sectors (4-2-1 type half modules).

For the other half modules, the sensors are organized into two readout sectors (4-3 type half
modules). In both cases, the first readout sector (L sector) is formed by the four sensors closest to
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Figure 5.23: View of the four IT detector boxes arranged around the LHC beampipe.

Figure 5.24: Layout of an x detection layer in the second IT station.

IT detector modules

An exploded view of a detector module is shown in figure 5.25. The module consists of either one
or two silicon sensors that are connected via a pitch adapter to a front-end readout hybrid. The
sensor(s) and the readout hybrid are all glued onto a flat module support plate. Bias voltage is
provided to the sensor backplane from the strip side through n+ wells that are implanted in the n-
type silicon bulk. A small aluminium insert (minibalcony) that is embedded into the support plate
at the location of the readout hybrid provides the mechanical and thermal interface of the module
to the detector box.

Silicon sensors. Two types of silicon sensors of different thickness, but otherwise identical in
design, are used in the IT.17 They are single-sided p+-on-n sensors, 7.6 cm wide and 11 cm long,
and carry 384 readout strips with a strip pitch of 198 µm. The sensors for one-sensor modules
are 320 µm thick, those for two-sensor modules are 410 µm thick. As explained in section 5.2.4
below, these thicknesses were chosen to ensure sufficiently high signal-to-noise ratios for each
module type while minimising the material budget of the detector.

17The sensors were designed and produced by Hamamatsu Photonics K.K., Hamamatsu City, Japan.
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Figure 3.7: A schematic showing the arrangement of silicon sensors in the (left) tracker
Turicensis (right) inner tracker [4].

3.3.3.2 Tracking Stations T1-T3

The three tracking stations T1-T3 are located downstream of the dipole magnet, and

are used in conjunction with the VELO and TT to provide accurate momentum mea-

surements.

Each tracking station has 4 layers which follow the same (0
◦
,+5

◦
,−5

◦
, 0
◦
) orientation as

the TT. The centre of the tracking station, the inner tracker (IT), uses the same silicon

technology as the TT. The remainder of the tracking station, the outer tracker (OT),

completes the LHCb acceptance, and uses straw drift tubes.

Each IT layer consists of 28 modules, each with 1 or 2 silicon sensors. The modules are

arranged in a cross shape, chosen to cover the area with the largest flux of particles.

Although the IT only covers 2% of the acceptance, it contains ∼ 20% of the cross section.

Each sensor is 7.6 cm wide, 11.0 cm long and 320-410µm thick, with a pitch of 198µm.

The IT has a total of 129024 readout strips and an active area of 4 m2. The layout of

the IT is displayed in Figure 3.7.

The OT layers are each made of 22 gas drift tube modules, each containing two staggered

layers of 64 tubes. The tubes have an inner diameter of 4.9 mm, and contain a mixture

of 70% argon, 28.5% CO2 and 1.5% O2. The maximum drift time is 50 ns. The OT

is 6.0 m wide and 4.9 m high, giving an active area of ∼ 29 m2 per layer. The OT has

∼ 55000 readout channels.
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3.4 PID

The particle identification (PID) system of the LHCb detector allows the discrimination

of different species of final state particle. Although thousands of different particle species

can be produced at the LHCb collision point, there are only a limited number of stable

particles that live long enough to traverse active regions of the detector. These particles

are pions, kaons, protons, neutrons, electrons, muons and photons. Distinguishing these

particles is vital for any analysis that wishes to separate decays which are topologically

similar but have a different final state. An important example to this thesis are the

decays D0→ K−π+π−π+ and D0→ K+π−π+π−- the former decay is approximately

300 times more copious, and a background to the second.

The PID system uses the following sub-detectors: two ring imaging Cherenkov (RICH)

detectors, the scintillating pad detector (SPD), the pre-shower detector (PS), the elec-

tromagnetic calorimeter (ECAL), the hadronic calorimeter (HCAL), and 5 muon cham-

bers [32, 33]. The SPD, PS, ECAL and HCAL can be grouped together and called the

calorimeter system (CALO).

When looking at charged tracks, information from each of the sub-detectors gives a

likelihood for the track to be a specific particle species. The likelihoods from each

sub-detector can then be multiplied together to give the total likelihood:

L(e) = LRICH(e)LCALO(e)LMUON(non µ) (3.1)

L(h) = LRICH(h)LCALO(non e)LMUON(non µ) (3.2)

L(µ) = LRICH(µ)LCALO(non e)LMUON(µ). (3.3)

A likelihood alone does not provide any information - in order to discriminate between

particle species one looks at likelihood ratios, or equivalently differences in log likelihoods

(DLL). Of particular interest to this thesis is π/K separation, which has a DLL defined

as:



The LHCb detector 31

DLLKπ = logL(K)− logL(π). (3.4)

3.4.1 RICH Detectors

The RICH detectors provide a way to discriminate between different species of charged

particles - particularly hadrons, which cannot be easily separated in the calorimeters.

They work on the principle of Cherenkov radiation - when a charged particle travelling

faster than the local speed of light radiates photons i.e. the particle velocity is larger

than 1/n where n is the refractive index of the medium.

A charged particle traversing a medium with speed β > 1/n will radiate spherical

wavefronts travelling at a speed 1/n. As the particle traverses, these spherical wavefronts

interfere to give a wave that only propagates at an angle θ to the particle momentum.

θ is given by the following formula:

cos θ =
1

nβ
(3.5)

Therefore, if one can measure θ, in a medium of known n, it is possible to determine

the velocity of the particle. The particle momentum is already known from the tracking

system, so the mass of the particle can be calculated. In practice there are Cherenkov

photons coming from many particles, so one does not know which photons are associated

with each track. To solve this, one builds a PDF for the distribution of Cherenkov

photons assuming that the tracks have a specific mass hypothesis. By evaluating this

PDF at the positions of photons seen in data, one obtains the likelihood LRICH.

If a particle is travelling too slowly (< 1/n) it will not cross the threshold necessary to

radiate Cherenkov light. If a particle is moving too quickly cos θ → 1/n, so the system no

longer has any power to discriminate different mass hypotheses. For this reason, LHCb

has three different radiators with different refractive indices. RICH1 uses both aerogel

(1.03) and C4F10 (1.0014), while RICH2 uses CF4 (1.0005) - the refractive index of each

radiator for 400 nm light is indicated in parenthesis. This makes the RICH1 suitable for



The LHCb detector 32

for the selection of such rare decays.
Identifying kaons from the accompanying b

hadron decay in the event also provides a valu-
able flavour tag, and ensures that all events
accepted by the LHCb trigger are potentially
useful in the CP violation measurements. The
flavour tag is achieved by identifying kaons
from the b → c → s cascade decay, where the
charge of the kaon depends on the charge of
the initial b quark.

Finally, the particle-identification system
can complement the calorimeters and muon
system in the identification of electrons and
muons. For high mass particles it can provide
an improved momentum determination.

The particle identification should cover the
full angular acceptance of the LHCb spectrom-
eter, from 10 mrad to 300 mrad in the hor-
izontal (x, z) projection and to 250 mrad in
the vertical (y, z) projection. The upper limit
in momentum required for π–K separation is
determined by tracks from two-body B-decay
channels, as shown in Fig. 4 (a); 90% have
p < 150GeV/c. The identification of tagging
kaons and tracks from high multiplicity decays
determines the requirement for the lower mo-
mentum limit. As shown in Fig. 4 (b), identi-
fication down to 1GeV/c is desirable.

1.2 RICH system overview

The only feasible technique that can cover the
required momentum range is the detection of
ring images of Cherenkov light produced by
the passage of charged particles through vari-
ous radiators. To cover the full range, three
radiators are required, with different refrac-
tive indices. Silica aerogel, with n = 1.03,
is suitable for the lowest momentum tracks,
whilst the intermediate region is well matched
to gaseous C4F10. For the highest momentum
tracks, gaseous CF4 is used.

There is a strong correlation between the
polar angle and momentum of tracks, as seen
in Fig. 5: at wide angles, the momentum spec-
trum is softer. The RICH system is there-
fore divided into two detectors. An upstream
detector (RICH1) contains both the aerogel

0

200

100

300 (a)

0

20

40

60

80

0 5 10 15 20

(b)

Momentum  (GeV/c)

N
um

be
r o

f t
ra

ck
s

 tagging kaons

 B             decay ππ

0 50 100 150 200

Figure 4: Momentum distributions for (a) the
highest momentum pion from B0

d → π+π− decays,
(b) tagging kaons.

and C4F10 radiators, covering the full outer
acceptance of LHCb. To minimize the re-
quired photodetector area it is sited close to
the interaction region, and upstream of the
spectrometer dipole to catch particles that will
be swept out of the acceptance by the mag-
net. A downstream detector (RICH2) has a
CF4 radiator, to analyse the high-momentum
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2

Figure 3.8: 2D histogram showing track momentum against polar angle for simulated
B0 → π+π− events. The superimposed boxes show the regions in which RICH1 and
RICH2 are able to discriminate between different particle species [4].

particles in the momentum range 1-60 GeV, and RICH2 for higher momentum particles

in the range 15-100 GeV.

The RICH1 detector covers the full LHCb acceptance, while RICH2 only has a partial

acceptance of ±15 to ±120 mrad in the horizontal direction and ±15 to ±100 in the

vertical direction. It is unnecessary for RICH2 to cover the full acceptance because

high momentum tracks are predominantly in the more forward direction, as displayed

in Figure 3.8

In both RICH detectors, Cherenkov light produced in the radiators is reflected by

spherical (primary) mirrors onto two planes of flat (secondary) mirrors. Each plane

of secondary mirrors then reflects the photons onto an array of hybrid photon detectors

(HPDs) where their position in the HPD plane is determined.

3.4.1.1 RICH1

The RICH1 detector is located at 990 mm <z < 2165 mm, between the VELO and TT.

The optical layout consists of 4 spherical primary mirrors, two planes of flat secondary

mirrors, and two arrays of HPDs, one located above the beam pipe, and one below.
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The C4F10 gas is enclosed in a sealed aluminium box which also houses the aerogel

and mirror assembly. The upstream side of the box has an aperture which seals to the

VELO exit window, and the downstream side has an exit window designed to minimise

the material budget. The top and bottom of the gas enclosure have a window for the

focussed Cherenkov photons to pass through - these are made from 8 mm quartz, and

coated in magnesium fluoride for lower reflectivity. The aerogel is arranged in tiles which

measure 200 × 200 × 51 mm and are located at the upstream side of the gas enclosure,

symmetrically around the beam pipe. The total gas volume is 3.5 m3.

The 4 primary mirrors have a radius of curvature measuring 2.7 m, and have dimensions

of 830 mm × 630 mm when projected onto the x-y plane. The mirrors are positioned

symmetrically around the beam pipe such that their edges meet along the x = 0 and

y = 0 planes. Each primary mirror has one quarter of a 62.5 mm radius circle removed to

allow the beam pipe to pass. The mirrors are made of a carbon fibre reinforced polymer,

which is coated with Al and MgF2.

The secondary mirrors are in two planes of 8 mirrors located above and below the beam

pipe, outside of the LHCb acceptance. Each 380 mm×347.5 mm mirror is made of simax

glass, and coated with Al, SiO2, and HfO2.

The HPDs are located in two boxes positioned above and below the beam pipe. Each

box contains 7× 14 HPDs and has shielding to protect against the magnetic field of the

dipole magnet. A schematic of RICH1 is shown in Figure 3.9.

The RICH1 detector weighs a total of 16 tonnes and has a low material budget of 0.08

radiation lengths (0.08X0).

3.4.1.2 RICH2

The RICH2 detector is located between the tracking station T3 and the first muon

detector M1, 9.5 m from the interaction point.
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Figure 6.2: (a) Side view schematic layout of the RICH 1 detector. (b) Cut-away 3D model of the
RICH 1 detector, shown attached by its gas-tight seal to the VELO tank. (c) Photo of the RICH1
gas enclosure containing the flat and spherical mirrors. Note that in (a) and (b) the interaction point
is on the left, while in (c) is on the right.

• minimizing the material budget within the particle acceptance of RICH 1 calls for lightweight
spherical mirrors with all other components of the optical system located outside the accep-
tance. The total radiation length of RICH 1, including the radiators, is ⇠8% X0.

• the low angle acceptance of RICH 1 is limited by the 25 mrad section of the LHCb beryllium
beampipe (see figure 3.1) which passes through the detector. The installation of the beampipe
and the provision of access for its bakeout have motivated several features of the RICH 1
design.

• the HPDs of the RICH detectors, described in section 6.1.5, need to be shielded from the
fringe field of the LHCb dipole. Local shields of high-permeability alloy are not by them-
selves sufficient so large iron shield boxes are also used.

– 73 –

The LHCb detector 32

mass from Cherenkov photon [MeV]
400 600 800 1000 1200

0

10000

20000

30000

40000

50000

(a)

)2mass (MeV/c
800 900 1000 1100

 )
2

E
v

e
n

ts
 /
 (

 9
 M

e
V

/c

0

50

100

150

200

250

300

350 2 0.5 MeV/c± =  15.1 pσ
2 0.5 MeV/c± =  927.4 pm

 41± =  1277 pn

)2mass (MeV/c
800 900 1000 1100

 )
2

E
v

e
n

ts
 /
 (

 9
 M

e
V

/c

0

50

100

150

200

250

300

350

(b)

Figure 2.9: Mass of charged particles traversing through the RICH1 sub-detector. In (a)
all Cherenkov photons in an event are combined with all tracks passing through RICH1
and each entry represents one of these combinations. In (b) each entry represents the
average mass value for one track when combined with all Cherenkov photons.
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Figure 2.10: Schematic diagrams of the (a) RICH1 and (b) RICH2 sub-detectors.
RICH1 is shown from the side, while RICH2 is shown from above.

contains two radiators: silica aerogel for tracks with momenta up to ∼ 10 GeV/c, and

C4F10 gas for tracks up to ∼ 60 GeV/c. Higher momentum tracks (∼ 15 − 100 GeV/c)

are covered by RICH2 which contains CF4 gas as its radiator.

Each of the two RICH detectors incorporates a similar optical layout. Cherenkov photons

are focused into rings by spherical mirrors and reflected onto two flat mirror planes

Figure 3.9: A cross-section of (left) the RICH1 detector in the y-z plane (right) the
RICH2 detector in the x-z plane [32].

The optical layout consists of 52 spherical primary mirrors (or half mirrors), two planes

of secondary mirrors and two arrays of HPDs, one located to the left of the beam pipe,

and one to the right.

The primary mirrors have a radius of curvature measuring 8.6 m and are hexagonal in

shape. The mirrors are split into two arrays located on the left and right-hand sides

of the beam pipe, and meet at the y = 0 plane. Each primary mirror array reflects

Cherenkov light onto a plane of 20 secondary mirrors, which is then reflected onto an

array of 9× 16 HPDs, outside the LHCb acceptance. Both the primary and secondary

mirrors have a simax glass substrate, which is coated with Al, SiO2, and HfO2.

The CF4 gas radiator is kept in a sealed box which also houses the mirror assembly.

As for RICH1, the exit windows to the left and right of the beampipe are sealed with

5 mm thick quartz. The total gas volume is 95 m3. A schematic of RICH2 is shown in

Figure 3.9.

The RICH2 detector weighs a total of 30 tonnes and has a material budget of ∼ 0.15X0.
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Figure 6.7: Left: a schematic and right: a photograph of the pixel-HPD.

based on an electrostatically focussed tube design with a tetrode structure, de-magnifying by a
factor of ⇠5 the photocathode image onto a small silicon detector array. The silicon detector is
segmented into 1024 pixels, each 500 µm⇥500 µm in size and arranged as a matrix of 32 rows and
32 columns. This leads to the required pixel size at the HPD entrance window of 2.5⇥2.5 mm2.
The nominal operating voltage of the HPD is -20 kV, corresponding to ⇠5000 electron-hole pairs
released in the silicon.

The silicon pixel detector array is bump-bonded to a binary readout chip (section 6.1.6). This
flip-chip assembly is mounted and wire-bonded onto a Pin Grid Array (PGA) ceramic carrier, form-
ing the HPD anode. Since all anode parts are encapsulated in vacuum, they must be compatible
with the vacuum tube technologies, and must stand high (300�C) bakeout temperatures. In par-
ticular, a specific fine-pitch bump-bonding process has been developed for this application.9 The
HPD entrance window is fabricated from quartz and forms a spherical surface, with 7 mm thick-
ness and 55 mm inner radius of curvature. The photocathode is of the thin-S20 multi-alkali type,
deposited on the quartz inner surface. Normally-incident Cherenkov photons to the HPD plane can
be detected over an active diameter of 75 mm and, since the overall tube diameter is 83 mm, the
intrinsic tube active area fraction is (75/83)2=0.817. A total of 484 tubes (196 for RICH1 and 288
for RICH2) are required to cover the four RICH photon detection surfaces.

The demagnification by 5 of the photoelectron image is achieved by biasing the photocathode
at -20 kV, the first electrode at -19.7 kV and the second electrode at -16.4 kV. The RMS values for
the point spread function (PSF) at the pixel array are constant over the tube radius and equal to
80 µm for red light and 180 µm for blue-near UV light, in the absence of magnetic field.

HPD test results

The HPDs have been fabricated in industry10 and were then qualified at two test facilities to deter-
mine their efficiency and optimum working parameters, before installation at CERN. Each HPD in
turn was placed in a light-tight box, illuminated with an LED of wavelength 470 nm, and read out
by custom electronics. A selection of test results is presented below. Measurements of the quantum
efficiencies (QEs) were carried out after manufacture at Photonis-DEP. Measurements were then

9VTT, Finland.
10Photonis-DEP, Roden, Netherlands.
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Figure 3.10: The schematic of a HPD used for detecting Cherenkov photons in the
RICH detectors [32].

3.4.1.3 HPDs

The HPDs are used for detecting Cherenkov photons in both RICH1 and RICH2. At

the front of the HPD is a spherical quartz window with a radius of curvature measuring

55 mm, and a thickness of approximately 7 mm. On the inner surface of the quartz is

a photocathode which emits a photo-electron from an incident photon. Such a photo-

electron is then accelerated through a vacuum in a 16-18 keV electric field on to a silicon

pixel detector. This sensor size is 500µm× 500µm with 32× 32 pixels. The schematic

of a HPD is shown in Figure 3.10.

The HPDs are packed into hexagonal arrays with their centres separated by 89.5 mm.

A total of 484 HPDs are used in both RICH detectors.

3.4.2 CALO

The calorimeter system at LHCb consists of the SPD, PS, ECAL and HCAL, which are

located downstream of the first muon station, M1, and upstream of the remaining muon

stations, M2-M5.

The goal of the calorimeter system is to identify the location and energy of hadrons,

electrons and photons. The presence or absence of an energy deposit in any of these

sub-detectors can also help to identify the species of a particle.

All parts of the calorimeter system are segmented to have a finer granularity near the

beam line where the flux of particles is larger.
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Figure 6.21: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One
quarter of the detector front face is shown. In the left figure the cell dimensions are given for the
ECAL.

6.2.1 General detector structure

A classical structure of an electromagnetic calorimeter (ECAL) followed by a hadron calorimeter
(HCAL) has been adopted. The most demanding identification is that of electrons. Within the
bandwidth allocated to the electron trigger (cf. section 7.1.2) the electron Level 0 trigger is required
to reject 99% of the inelastic pp interactions while providing an enrichment factor of at least 15
in b events. This is accomplished through the selection of electrons of large transverse energy
ET . The rejection of a high background of charged pions requires longitudinal segmentation
of the electromagnetic shower detection, i.e. a preshower detector (PS) followed by the main
section of the ECAL. The choice of the lead thickness results from a compromise between
trigger performance and ultimate energy resolution [122]. The electron trigger must also reject a
background of p0’s with high ET . Such rejection is provided by the introduction, in front of the
PS, of a scintillator pad detector (SPD) plane used to select charged particles. A thin lead converter
is placed between SPD and PS detectors. At Level 0, the background to the electron trigger will
then be dominated by photon conversions in the upstream spectrometer material, which cannot
be identified at this stage. Optimal energy resolution requires the full containment of the showers
from high energy photons. For this reason, the thickness of ECAL was chosen to be 25 radiation
lengths [123]. On the other hand, the trigger requirements on the HCAL resolution do not impose
a stringent hadronic shower containment condition. Its thickness is therefore set to 5.6 interaction
lengths [124] due to space limitations.

The PS/SPD, ECAL and HCAL adopt a variable lateral segmentation (shown in figure 6.21)
since the hit density varies by two orders of magnitude over the calorimeter surface. A segmenta-
tion into three different sections has been chosen for the ECAL and projectively for the SPD/PS.
Given the dimensions of the hadronic showers, the HCAL is segmented into two zones with larger
cell sizes.

All calorimeters follow the same basic principle: scintillation light is transmitted to a Photo-
Multiplier (PMT) by wavelength-shifting (WLS) fibres. The single fibres for the SPD/PS cells are
read out using multianode photomultiplier tubes (MAPMT), while the fibre bunches in the ECAL
and HCAL modules require individual phototubes. In order to have a constant ET scale the gain in
the ECAL and HCAL phototubes is set in proportion to their distance from the beampipe. Since
the light yield delivered by the HCAL module is a factor 30 less than that of the ECAL, the HCAL
tubes operate at higher gain.
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Figure 3.11: A schematic showing the division of the (left) ECAL (right) HCAL into
sub-modules. The colour coding indicates different granularity of cells within the sub-
module [33].

3.4.2.1 SPD + PS

The SPD and PS are located between M1 and the ECAL. Together they consist of two

arrays of scintillator pads, separated by a 15 mm lead convertor, equating to 2.5 X0. The

scintillator light is carried to multi-anode photo-multiplier tubes (PMTs) via wavelength

shifting fibres.

The SPD identifies charged particles, allowing the separation of photons (either prompt

or from π0 → γγ) from electrons. The PS then provides discrimination between π± and

electrons, where the latter are more likely to shower in the upstream absorber.

The active area of the sub-detectors is 7.6 m× 6.2 m in the x-y plane, with the dimensions

of the SPD being 0.45% smaller than the PS to maintain the same angular acceptance.

The segmentation of the scintillator pads follows the same segmentation as the ECAL,

which is pictured in Figure 3.11.

3.4.2.2 ECAL

The ECAL is a shashlik calorimeter designed to completely contain electron and photon

showers with 25 X0 of material. It is located downstream of the PS, approximately

12.5 m from the interaction point. The calorimeter is made-up from modules which

each contain 66 layers of 2 mm lead absorber, spaced with 4 mm polystyrene scintillator.

The segmentation of the modules varies across the detector, and matches the segmen-

tation seen in the SPD and PS detectors. The scintillator light is carried to PMTs via

wavelength shifting fibres.
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Figure 6.31: View from upstream of the HCAL detector installed behind the two retracted ECAL
halves in the LHCb cavern (left). A schematic of the internal cell structure (right). The exploded
view of two scintillator-absorber layers illustrates the elementary periodic structure of a HCAL
module.

tiles are interspersed with 1 cm of iron, whereas in the longitudinal direction the length of tiles and
iron spacers corresponds to the hadron interaction length lI in steel. The light in this structure is
collected by WLS fibres running along the detector towards the back side where photomultiplier
tubes (PMTs) are housed. As shown in figure 6.31, three scintillator tiles arranged in depth are in
optical contact with 1.2 mm diameter Kuraray20 Y-11(250)MSJ fibre [145] that run along the tile
edges. The total weight of the HCAL is about 500 tons.

The HCAL is segmented transeversely [146] into square cells of size 131.3 mm (inner section)
and 262.6 mm (outer section). Readout cells of different sizes are defined by grouping together dif-
ferent sets of fibres onto one photomultiplier tube that is fixed to the rear of the sampling structure.
The lateral dimensions of the two sections are ±2101 mm and ±4202 mm in x and ±1838 mm and
±3414 mm in y for the inner and outer section, respectively. The optics is designed such that the
two different cell sizes can be realized with an absorber structure that is identical over the whole
HCAL. The overall HCAL structure is built as a wall, positioned at a distance from the interaction
point of z=13.33 m with dimensions of 8.4 m in height, 6.8 m in width and 1.65 m in depth. The
structure is divided vertically into two symmetric parts that are positioned on movable platforms,
to allow access to the detector. Each half is built from 26 modules piled on top of each other in the
final installation phase. The assembled HCAL is shown in figure 6.31(left). The absorber structure,
shown in figure 6.31 (right), is made from laminated steel plates of only six different dimensions
that are glued together. Identical periods of 20 mm thickness are repeated 216 times in the mod-
ule. One period consists of two 6 mm thick master plates with a length of 1283 mm and a height
of 260 mm that are glued in two layers to several 4 mm thick spacers of 256.5 mm in height and
variable length. The space is filled with 3 mm scintillator.

20KURARAY Corp., 3-10, Nihonbashi, 2 chome, Chuo-ku, Tokyo, Japan.
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Figure 3.12: A 3D diagram of a HCAL sub-module [33].

3.4.2.3 HCAL

The HCAL is a sampling calorimeter designed to measure the energy and location of

hadronic showers. The basic building block in the HCAL is a sub-module, which is built

up from alternating layers of 6 mm steel and 5 mm spacers/scintillator tiles. The total

size of a sub-module measures 525.2 mm wide, 262 mm tall, and 1286 mm deep, with the

scintillator tiles oriented in the y-z plane - therefore, unlike the ECAL, the scintillator

tiles are oriented parallel to the beam. Wavelength shifting fibres from scintillator pads

are grouped together to make cells, whose segmentation is shown in Figure 3.11. The

groups of fibres are read out using PMTs.

The total size of the HCAL is 8.5 m wide, 6.8 m tall, and 1.64 m deep, corresponding to

5.6 interaction lengths. The sub-detector weighs 500 tonnes.

3.4.3 Muon Stations

The muon stations have an acceptance of 20-306 mrad in the horizontal direction, and

16-258 mrad in the vertical direction. To keep this acceptance over all stations, the size

in the x-y plane scales with distance from the interaction point z.

The stations M2-M5 are positioned downstream of the HCAL and are each separated by

80 cm of iron absorbers. This equates to 20 interaction lengths including the calorimeters.



The LHCb detector 38

2008 JINST 3 S08005

1
6
 m

ra
d

2
5
8
 m

ra
d

M
u

o
n

 filte
r 1

R2

R3

R4

R1

y

z

M
u

o
n

 filte
r 4

 

M
u

o
n

 filte
r 3

M
u

o
n

 filte
r 2

C
A

L
O

R
IM

E
T

E
R

S

M1                                   M2           M3          M4           M5

Figure 6.46: Side view of the muon system.

Appropriate programming of the L0 processing unit (see section 7.1.2) allows the muon trig-
ger to operate in the absence of one station (M1, M4 or M5) or with missing chamber parts, al-
though with degraded performance (worse pT resolution).

The layout of the muon stations is shown in figure 6.47. Each Muon Station is divided into
four regions, R1 to R4 with increasing distance from the beam axis. The linear dimensions of the
regions R1, R2, R3, R4, and their segmentations scale in the ratio 1:2:4:8. With this geometry,
the particle flux and channel occupancy are expected to be roughly the same over the four regions
of a given station. The (x,y) spatial resolution worsens far from the beam axis, where it is in any
case limited by the increase of multiple scattering at large angles. The right part of figure 6.47
shows schematically the partitioning of the station M1 into logical pads and the (x,y) granularity.
Table 6.5 gives detailed information on the geometry of the muon stations.

Simulation

A complete simulation of the muon system was performed using GEANT4. Starting from the
energy deposits of charged particles in the sensitive volumes, the detector signals were created and
digitized taking into account detector effects such as efficiency, cross-talk, and dead time as well as
effects arising from pile-up and spill-over of events occurring in previous bunch crossings [167].
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Figure 3.13: Schematic showing the layout of the 5 muon stations M1-M5 within the
LHCb detector [34].
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Figure 6.47: Left: front view of a quadrant of a muon station. Each rectangle represents one
chamber. Each station contains 276 chambers. Right: division into logical pads of four chambers
belonging to the four regions of station M1. In each region of stations M2-M3 (M4-M5) the number
of pad columns per chamber is double (half) the number in the corresponding region of station M1,
while the number of pad rows per chamber is the same (see table 6.5).

A realistic simulation of the detector occupancy requires the detailed description of the cav-
ern geometry and of the beam line elements and the use of very low energy thresholds in GEANT4.
The CPU time needed for such a simulation would be prohibitive for the stations M2–M5 inter-
leaved with iron filters. The strategy chosen to overcome this problem was therefore to generate
once for all a high statistics run of minimum bias events with low thresholds. The distributions of
hit multiplicities obtained were parametrized and then used to statistically add hits to the standard
LHCb simulated events. The latter were obtained by running GEANT4 at higher thresholds and
with a simplified geometry of the cavern and the beam line [168]. Simulated events have been ex-
tensively used to evaluate the rates in the various detector regions in order to establish the required
rate capabilities and ageing properties of the chambers and to evaluate the data flow through the
DAQ system [169]. At a luminosity of 2⇥1032 cm�2 s�1 the highest rates expected in the inner
regions of M1 and M2 are respectively 80 kHz/cm2 and 13 kHz/cm2 per detector plane. In the de-
tector design studies, a safety factor of 2 was applied to the M1 hit multiplicity and the low energy
background in stations M2-M5 has been conservatively multiplied by a factor of 5 to account for
uncertainties in the simulation.

Detector technology

The LHC bunch crossing rate of 40 MHz and the intense flux of particles in the muon system [169]
impose stringent requirements on the efficiency, time resolution, rate capability and ageing char-
acteristics of the detectors, as well as on the speed and radiation resistance of the electronics.
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Figure 3.14: (left) A schematic showing one quarter of M1 segmented into chambers,
which are organised into four different regions. (right) The division of each chamber
category into logical pads in M1. In the stations M2-M3 the number of columns doubles,
while in M4-M5 it halves. The number of rows remains the same in all stations [34].

A muon must have a momentum larger than 6 GeV to penetrate all layers of the detector.

The station M1 is located directly upstream of the calorimeter system in order to get a

better pT estimate for muons. The layout of the muon stations within LHCb is pictured

in Figure 3.13.
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The stations M1-M3 have a good resolution in the horizontal plane, whereas M4-5 are

mainly just to identify that a particle has penetrated the remaining iron absorbers. Each

muon station is divided into chambers, which are then divided into ‘logical pads’. The

relative size of the logical pads increases with distance from the beam pipe in the ratio

1:2:4:8 - this ensures that the occupancy is approximately the same across the detector.

The layout of chambers and logicals pads is pictured in Figure 3.14.

With the exception of the inner region of M1, which uses triple gas electron multipliers

(GEMs), all muon chambers use multi-wire proportional chambers (MWPC). The GEMs

have a higher radiation tolerance which is necessary due to the high flux of particles in

this region. The MWPCs in M2-M5 have 4 gas gaps in the z-direction, whereas those

in M1 only have 2 in order to reduce the amount of material before the calorimeter.

The gas gaps are 5 mm deep, and filled with a mixture of Ar, CO2 and CF4 in the ratio

40:55:5. The anode wires run vertically through the chambers with a spacing of 2 mm

in the x-direction. The readout for the MWPCs depends on the muon station, and

its proximity to the beam pipe. In the outer region, R4, the y-resolution is limited to

the height of the chamber - therefore wire anode readouts are sufficient. For the inner

regions of M2 and M3, the highest resolution regions of the muon stations, mixed wire

cathode pads are used. Finally, the remaining chambers use a cathode pad readout.

The inner region of M1 has two superimposed layers of triple GEMs with an anode pad

readout.

The output of a logical pad is a boolean yes/no response, which is the result of a logical

OR from its 2 or 4 layers. A muon candidate is required to have hits in all 5 muon

stations. The complete muon system has 1380 chambers with an active area of 435 m2.

3.5 Trigger

The LHCb trigger is used to select interesting events in the 10 MHz of visible interac-

tions [35]. This is done in two stages: first the hardware trigger (L0 trigger) brings the

event rate to 1 MHz, then the software trigger (HLT) reduces the event rate further to

3 kHz. The basic principle is to select events which contain tracks with large pT, ET, and
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IP, which are all properties of tracks which come from c or b hadron decays. The impact

parameter (IP) is defined as the shortest distance between a track and its primary vertex

- this variable is commonly used to distinguish tracks coming from secondary vertices.

The HLT also has more flexible trigger options to select a specific decay, or a group of

decays i.e. exclusive or inclusive triggers.

The L0 trigger uses information from the calorimeter and muon system to build four

types of candidate; L0Electron, L0Hadron, L0Photon, and L0Muon. Each of these candi-

dates is then required to pass a threshold in order to be accepted by the L0 decision unit

(L0DU). The trigger is synchronised with the bunch crossings, and therefore a decision

is made for each event.

L0Hadron, L0Electron and L0Photon look at clusters defined by 2×2 blocks of calorime-

ter cells. The cluster with the largest ET from the ECAL and HCAL is kept as the

L0Hadron candidate. The L0Electron candidate is the cluster with the largest ET in

the ECAL which also has 1 or 2 PS hits. The L0Photon candidate is the cluster with

the largest ET in the ECAL which also has 1 or more SPD hits.

Two L0Muon candidates are picked in each detector quadrant by finding the two highest

pT muons. The pT is computed by looking at the position of the track in M1 and M2,

giving a momentum resolution of ∼ 20%. From these 8 candidates, two quantities pmax
T

and pmax
T × p2nd max

T are computed. If either of these quantities pass a certain threshold,

the event is kept. The L0 trigger also has a global event cut on the total number of hits

in the SPD. This is because events with a high particle multiplicity have a very long

processing time in the HLT.

The HLT is a two-stage C++ application which can be easily reprogrammed to be

flexible to changes in running conditions and physics goals. Both HLT stages have

access to data from all sub-detectors (although they do not necessarily use it all) so are

able to make more informed decisions on each event. To speed-up decision time in the

HLT a simplified tracking algorithm is used - this has a tracking uncertainty of ∼ 1%,

which can be compared to the offline uncertainty of 0.35%.
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The first stage (HLT1) has a single track trigger line, requiring a track with high pT,

good track χ2 and a large IP. The second stage (HLT2) is divided into many different

trigger lines, each targeted towards a different physics goal. HLT2 is able to combine

tracks in order to reconstruct the momentum and invariant mass of composite particles.

The trigger options at any given time are encoded into a Trigger Configuration Key

(TCK), which is an 8 digit hexadecimal. This is given to the event filter farm, where

29500 copies of the HLT are run simultaneously over an array of micro-processors.

To look for a specific decay chain in LHCb data, one uses DaVinci (see Section 3.6) to

build a ROOT nTuple containing potential candidates for the decay. It is often useful to

see how these candidates interacted with the trigger lines; and for this some terminology

is introduced; if a candidate is TOS (Trigger On Signal) with respect to a trigger line,

this means that the candidate alone was sufficient to fire the trigger i.e. if everything was

removed from the event except the candidate, the trigger would still fire. If a candidate

is TIS (Trigger Independent of Signal) with respect to a trigger line, this indicates that

the trigger would still have fired even if the candidate was removed from the event.

3.6 Software

The LHCb software is based on the C++ Gaudi framework. Built on top of this is a

selection of projects that are used for tasks such as Monte Carlo (MC) generation, event

reconstruction, and physics analysis.

The Gauss project is used for generating MC samples. This includes event generation,

event decay, and interactions with the detector material. The event generation is usually

handled by Pythia [36, 37], then event decay by EvtGen [38] or Mint. Final-state

radiation is performed using Photos. Geant4 [39] is used to describe interactions

with the detector material i.e. multiple scattering in the tracking stations, showering

in the calorimeters. This stage requires a detector description database (DDDB) which

describes the layout of all detector elements. The output of Gauss is ‘hits’ in the areas

of active material.
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Boole takes the hits from Gauss and digitises the detector response. This includes the

effects from detector resolution and imperfections. The output of Boole is the same as

real data, although it also contains the MC truth.

Brunel is used for event reconstruction. This includes reconstructing tracks, Cherenkov

photons, and calorimeter clusters. These tasks require a conditions database (CondDB)

which describes the alignment and calibration of the detector. When reconstructing MC

data, Brunel is also used to associate reconstructed tracks with the particles generated

in Gauss - this process is known a ‘truth matching’. Occasionally a track reconstructed

in Brunel cannot be matched to a generated particle - this is known as a ‘ghost’ track.

Moore is the software used by the HLT, which is run online in the event filter farm. It

can also be run offline for applying the HLT to MC data.

DaVinci is used for offline analysis. This involves finding candidates for a particular

decay chain in reconstructed data. From these candidates, one can then calculate all

the quantities needed for offline analysis - examples being particle momentum, lifetime

or PID information. All this information can then be saved to ROOT nTuples. When

using DaVinci on MC, it is also used to assign a background category to each event.

Background category 0, for instance, is the signal category - this means that the recon-

structed decay chain is completely matched to the same decay chain in the generated

MC (from Gauss).

3.7 Running Conditions

Although the design luminosity of the LHC is ∼ 1034 cm−2 s−1 [3], the LHCb detector is

designed to run at a lower luminosity of ∼ 2× 1032 cm−2 s−1. This reduces the average

number of visible interactions, µvis, also known as pile-up, in each event. Lower pile-up

makes events easier to reconstruct and analyse, improving resolution and systematic

uncertainties. It also gives lower detector occupancy, resulting in less radiation damage

to the detector.
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Figure 3: Development of the instantaneous luminosity for ATLAS, CMS and LHCb during
LHC fill 2651. After ramping to the desired value of 4 ⇥ 1032cm�2s�1 for LHCb, the luminosity
is kept stable in a range of 5% for about 15 hours by adjusting the transversal beam overlap.
The di↵erence in luminosity towards the end of the fill between ATLAS, CMS and LHCb is due
to the di↵erence in the final focusing at the collision points, commonly referred to as the beta
function, �⇤.

the end of stable beams. This deferred triggering method allowed LHCb to increase the
data sample available for physics analysis.

The integrated luminosity recorded by LHCb was 38 pb�1 in 2010, 1.11 fb�1 in 2011
and 2.08 fb�1 in 2012. The evolution of the integrated luminosity for the years 2010 to
2012 is shown in Figure 4.

Luminosity calibrations were carried out with the LHCb detector for the various centre-
of-mass energy

p
s at which data has been taken. Both the ”van der Meer scan” and

”beam-gas imaging” luminosity calibration methods were employed [27]. For proton-proton
interactions at

p
s = 8 TeV a relative precision of the luminosity calibration of 1.47% was

obtained using van der Meer scans and 1.43% using beam-gas imaging, resulting in a
combined precision of 1.12%. Applying the calibration to the full data set determines
the luminosity with a precision of 1.16%. This represents the most precise luminosity
measurement achieved so far at a bunched-beam hadron collider.

The average operational e�ciency, defined as the ratio of recorded over delivered
luminosity, was 93% during LHC Run I, reaching 95% on average in 2012. The ine�ciency
contains two irreducible sources. The first one is the detector-safety procedure for the
VELO closing, amounting to 0.9%, which is in line with expectations. The second originates

9

Figure 4: Integrated luminosity in LHCb during the three years of LHC Run I. The figure shows
the curves for the delivered (dark coloured lines) and recorded (light coloured lines) integrated
luminosities.

from non-conformities in the implementation of the read-out protocol of some sub-detector
front-end systems and introduces 2.4% of dead-time at 1MHz read-out frequency. The
remaining 3.6% is related to short technical problems with the sub-detector electronics or
the central read-out system. About 99% of the recorded data is used for physics analyses.

After a short pilot run in 2012, the LHC delivered for the first time proton-lead
collisions in January and February 2013. The beam energy of the proton beam was 4 TeV,
while the corresponding nucleon energy of the lead beam was 1.58 TeV, corresponding to a
centre-of-mass energy of 5 TeV. The LHC delivered collisions with both protons and lead
nuclei as the clockwise, and anti-clockwise beams, which made it possible for LHCb to
collect data in the forward and backward direction of proton-lead collisions. The integrated
recorded luminosity during the proton-lead run was 1.6 nb�1.

Since the LHCb magnet deflects positive and negative particles in opposite directions
in the x � z plane, a di↵erence in performance of the left and right sides of the detector
leads to charge detection asymmetries. To reach its design sensitivity in CP violation
measurements, LHCb aims to control such detection asymmetries to a precision of 10�3

or better. This is achieved by changing the direction of the magnetic field regularly and
then combining data sets with di↵erent polarity to cancel left-right asymmetries. In Run I
the polarity of the magnet was inverted about two times per month, such that smoothly
varying changes in data-taking conditions or detector performance would not jeopardise

10

Figure 3.15: (left) The instantaneous luminosity of ATLAS, CMS, and LHCb during
LHC fill 2651 (right) The cumulative integrated luminosity collected by LHCb during
Run I data-taking. Also shown is the total delivered luminosity, indicating the excellent
detector performance.

LHCb started collecting data in 2009, when the LHC was running at a centre of mass

collision energy of 0.9 TeV. This data was used for commissioning the detector, and

calibrating the sub-detectors.

At the beginning of 2010, the beam energy was increased to 3.5 TeV, with an instanta-

neous luminosity of 1028 cm−2 s−1. The luminosity was quickly increased over the year

to reach 1032 cm−2 s−1 with a pile-up of ∼ 2.5µvis. Although the luminosity was roughly

in line with the designed value, the pile-up was much higher due to a lower number

of bunches circulating in the beam. The total amount of data collected in 2010 was

38 pb−1.

In 2011 the bunch spacing was decreased to 50 ns, giving a total of 1300 bunches per

beam. This allowed a higher instantaneous luminosity of 3.5 × 1032 cm−2 s−1 with a

lower pile-up. Luminosity levelling was also introduced - this is the process where

the overlap between beams is adjusted during a fill to achieve a constant luminosity

to within 5%. The effect of the luminosity levelling procedure is shown in Figure 3.15.

This process gives the same detector occupancy throughout running, reducing systematic

uncertainties. The total amount of data collected in 2011 was 1.11 fb−1.

In 2012 the the beam energy was increased to 4 TeV, with the luminosity also increased to

4.0×1032 cm−2 s−1. The total amount of data collected in 2011 was 2.08 fb−1. The total

luminosity collected by LHCb during 2010, 2011, and 2012 is pictured in Figure 3.15 -

this period of running is defined as Run I.
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Figure 25: The primary vertex resolution (left), for events with one reconstructed primary vertex,
as a function of track multiplicity. The x (red) and y (blue) resolutions are separately shown and
the superimposed histogram shows the distribution of number of tracks per reconstructed primary
vertex for all events that pass the high level trigger. The impact parameter in x resolution as a
function of 1/pT (right). Both plots are made using data collected in 2012.

2.4.1 Primary vertex reconstruction

The primary vertex (PV) resolution is measured by comparing two independent measure-
ments of the vertex position in the same event. This is achieved by randomly splitting the
set of tracks in an event into two and reconstructing the PVs in both sets. The width of
the distribution of the di↵erence of the vertex positions is corrected for a factor

p
2 to

extract the vertex resolution. The number of tracks making a vertex ranges from 5 (the
minimum required by the PV reconstruction) to around 150, and this technique allows
the resolution to be measured using up to around 65 tracks. The PV resolution is strongly
correlated to the number of tracks in the vertex (the track multiplicity). To determine
the vertex resolution as a function of the track multiplicity, only vertex pairs with exactly
the same number of tracks are compared. The result for the resolution in the x and y
direction is shown in Figure 25. A PV with 25 tracks has a resolution of 13 µm in the x
and y coordinates and 71 µm in z.

2.4.2 Impact parameter resolution

The impact parameter (IP) of a track is defined as its distance from the primary vertex
at its point of closest approach to the primary vertex. Particles resulting from the decay
of long lived B or D mesons tend to have larger IP than those of particles produced at
the primary vertex. Selections on IP and IP �2 are extensively used in LHCb analyses
to reduce the contamination from prompt backgrounds. Consequently, an optimal IP
resolution and a good understanding of the e↵ects contributing to the IP resolution are of
prime importance to LHCb performance.

36

Figure 3.16: (left) The primary vertex resolution against track multiplicity for events
with only one primary vertex. Both the x (blue) and y (red) resolution is shown. The
shaded histogram shows the number of tracks in each primary vertex for events passing
HLT2. (right) The x resolution of the impact parameter with respect to 1/pT in 2012
data [30].

3.8 Performance

This section gives a short review of LHCb performance during Run I data taking. Im-

portant to this thesis is a time-dependent measurement of D0→ K+π−π+π− decays,

therefore focus is directed to the areas of performance that are important for this decay

mode. Further details can be found in [30, 40–43].

The D0 mesons produced within the LHCb acceptance will usually have a large boost in

the z-direction, and therefore have measurable flight distance before decaying. In order

to distinguish the D0 decay vertex from the PV, one requires precise tracking near the

interaction point. Figure 3.16 illustrates the PV resolution in 2012 as a function of the

number of tracks, or ‘track multiplicity’. Figure 3.16 also shows the IP resolution as

a function 1/pT during 2012 data taking. This demonstrates an excellent resolution of

< 35µm for tracks with pT > 1 GeV.

Measuring D-mixing in D0→ K+π−π+π− decays (as will be discussed in Chapter 5)

requires excellent lifetime resolution. Figure 3.17 shows the decay time resolution for

B0
s → J/ψφ as a function of B0

s momentum.

The tracking efficiency can be defined as the probability to reconstruct a charged track

that traverses the entire detector. Shown in Figure 3.17 is the reconstruction of a typical



The LHCb detector 45

]-1c [GeV p
0 100 200 300 400 500

re
so

lu
tio

n 
[f

s]

0
10
20
30
40
50
60
70
80
90

100

 2011
 2012

LHCb

 [fs]tσ
20 40 60 80

re
so

lu
tio

n 
[f

s]

0
10
20
30
40
50
60
70
80
90

100

 2011
 2012

LHCb

Figure 26: Decay time resolution as a function of momentum (left) and as a function of the
estimated decay time uncertainty (right) of fake, prompt B0

s ! J/ �! µ+µ�K+K� candidates
in 2011 and 2012 data. Only events with a single reconstructed primary vertex are used. The
superimposed histogram shows the distribution of momentum (left) and estimated decay time
uncertainty (right) on an arbitrary scale.

This expression shows an explicit dependence on the decay time. However, for decay
times up to a few times the B meson lifetime, the uncertainty is dominated by the �l term,
motivating the use of a ‘prompt’ control channel to calibrate the decay time uncertainty.
The decay time resolution depends on the topology of the decay and is calibrated for
each final state on data. For B0

s ! J/ � decays, the calibration method uses prompt
combinations that fake signal candidates. Subtracting the small contribution from signal
candidates and long-lived background using the sPlot technique [68], the shape of the
decay time distribution is determined only by the resolution function.

Figure 26 shows the resolution as a function of the (fake) B candidate momentum.
It should be noted that the decay time resolution is essentially independent of the B
momentum, illustrating that �l / p. This is a consequence of the fact that the larger the
momentum is, the smaller the opening angle, and hence the larger the uncertainty on
the position of the vertex in the direction of the boost. The resolution is also shown as a
function of the per-event estimated uncertainty in the decay time, which is obtained from
the vertex fit. As expected, the resolution is a linear function of the estimated uncertainty.
A decay time resolution of ⇠ 50 fs is obtained in LHCb. For a mixing frequency of
17.7 ps�1, such as for B0

s oscillations, this decay time resolution leads to a dilution of the
CP asymmetry by a factor ⇠ 0.7.

2.4.4 V0 reconstruction

Reconstructed V 0 decays (K0
S ! ⇡+⇡� and ⇤ ! p⇡�) are an essential ingredient of

many LHCb analyses. If the decay time is su�ciently small, the daughter particles are
reconstructed as long tracks, and for these decays the invariant mass resolution is as good
as for short-lived resonances (see Section 2.2.2 and Figure 27). For V 0s that decay outside
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Figure 15: Display of the reconstructed tracks and assigned hits in an event in the x-z plane [24].
The insert shows a zoom into the VELO region in the x-y plane.

most of these fake tracks originate from wrong associations between VELO tracks and
tracks in the T stations. The fraction of fake tracks in minimum bias events is typically
around 6.5%, increasing to about 20% for large multiplicity events [47]. This fake rate
is significantly reduced, at the cost of a small drop in e�ciency, with a neural network
classifier which uses as input the result of the track fit, the track kinematics and the
number of measured hits in the tracking stations versus the number of expected hits.

2.2.1 Track finding e�ciency

The tracking e�ciency is defined here as the probability that the trajectory of a charged
particle that has passed through the full tracking system is reconstructed. In particular it
does not account for interactions with the material, decays in flight and particles that fly
outside of the detector acceptance.

The e�ciency is measured using a tag-and-probe technique with J/ ! µ+µ� decays.
In this method one of the daughter particles, the “tag” leg, is fully reconstructed, while the
other particle, the “probe” leg, is only partially reconstructed. The probe leg should carry
enough momentum information such that the J/ invariant mass can be reconstructed
with a su�ciently high resolution. The tracking e�ciency is then obtained by matching
the partially reconstructed probe leg to a fully reconstructed long track. If a match is
found the probe leg is defined as e�cient. In the trigger and o✏ine selection of the J/ 
candidates, no requirements are set on the particle used for the probe leg to avoid biases
on the measured e�ciency.
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Figure 3.17: (left) The decay time resolution for B0
s → J/ψφ decays as a function of

B0
s momentum in 2011 and 2012 data. Only events with one primary vertex are used.

The shaded histogram shows the distribution of momentum in the same decay mode.
(right) A typical reconstructed event in the LHCb detector [30].

event in the LHCb detector, highlighting the different sub-detectors. The tracking effi-

ciency at LHCb is shown in Figure 3.18 as a function of several variables. This efficiency

is determined using a data driven ‘tag and probe’ technique which uses J/ψ → µ+µ−

decays. The first muon, ‘the tag’, is fully reconstructed, while the second, ‘the probe’, is

reconstructed using only a subset of sub-detectors. One can then look in the remaining

sub-detectors to see if the entire track was reconstructed. The excellent performance

demonstrated in Figure 3.18 is particularly important for multi-body final states such

as D0→ K−π+π−π+, where a large number of charged tracks have to be reconstructed.

For final states containing hadrons, input from the RICH detectors is essential for dis-

tinguishing the different hadron species. This is very important for the suppressed decay

D0→ K+π−π+π−, because a simultaneous misidentification of K → π and π → K in

the favoured D0 → K−π+π−π+ decay results in a peaking background. Figure 3.19

shows the clear separation between muons, protons, pions, and kaons that is possible

using the gas radiator in RICH1. The Cherenkov angle resolution for the two gas ra-

diators is as follows: 1.618 ± 0.002 mrad for RICH1 (C4F10) and 0.68 ± 0.02 mrad for

RICH2 (CF4). This can be compared to the MC resolutions of 1.52 ± 0.02 mrad and

0.68± 0.01 mrad respectively. The determination of the RICH1 resolution is illustrated

in Figure 3.19.

To select a particle of a particular species, the DLL variables defined in Equation 3.4

are used. One can cut at different values to get the purity required, at the expense
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Figure 16: Tracking e�ciency as function of the momentum, p, the pseudorapidity, ⌘, the total
number of tracks in the event, Ntrack, and the number of reconstructed primary vertices, NPV [49].
The error bars indicate the statistical uncertainty.

Two di↵erent tag-and-probe methods [48, 49] are used to measure the e�ciency for
long tracks. The overall e�ciency depends on the momentum spectrum of the tracks and
the track multiplicity of the event. The tracking e�ciency is shown in Figure 16 as a
function of the absolute momentum, p, of the pseudorapidity, ⌘, of the total number of
tracks in the event, Ntrack, and of the number of reconstructed primary vertices, NPV. The
performance in the 2012 data is slightly worse, which is partially due to the higher hit
multiplicity at the higher centre-of-mass energy. As can be seen, the average e�ciency is
above 96% in the momentum range 5 GeV/c < p < 200 GeV/c and in the pseudorapidity
range 2 < ⌘ < 5, which covers the phase space of LHCb. Only in high multiplicity events
(Ntrack > 200) it is slightly less than 96%. The track reconstruction e�ciency has been
shown to be well reproduced in simulated events [49].

2.2.2 Mass and momentum resolution

The momentum resolution for long tracks in data is extracted using J/ ! µ+µ� decays.
The mass resolution of the J/ is primarily defined by the momentum resolution of the
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Figure 3.18: The track reconstruction efficiency as a function of track momentum, p,
pseudo-rapidity, η, track multiplicity, Ntracks, and number of primary verticies NPV.
This is shown for both 2011 (black) and 2012 (red) data [30].
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Figure 38: Reconstructed Cherenkov angle for isolated tracks, as a function of track momentum
in the C4F10 radiator [81]. The Cherenkov bands for muons, pions, kaons and protons are clearly
visible.

ring will generally overlap with several neighbouring rings. Solitary rings from isolated
tracks, where no overlap is found, provide a useful test of the RICH performance, since
isolated rings can be cleanly and unambiguously associated with a single track. Figure 38
shows the Cherenkov angle as a function of particle momentum using information from
the C4F10 radiator for isolated tracks selected in data (⇠ 2% of all tracks). As expected,
the events populate distinct bands according to their mass.

4.2.2 Photoelectron yield

The average number of detected photons for each track traversing the Cherenkov radiator
media, called the photoelectron yield (Npe), is another important measure of the perfor-
mance of a RICH detector. The yields for the three radiators used in LHCb are measured
in data using two di↵erent samples of events [81]. The first sample is representative of
normal LHCb data taking conditions, and consists of the kaons and pions originating from
the decay D0 ! K�⇡+, where the D0 is selected from D⇤+ ! D0⇡+ decays. The second
sample consists of low detector occupancy p p ! p p µ+µ� events, which provide a clean
track sample with very low background levels. In both samples, only high-momentum
tracks are selected, to ensure that the Cherenkov angle is close to saturation.
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Figure 37: �✓C distributions for the RICH 1 gas (top left), RICH 2 gas (top right) and Aerogel
(bottom) [81].

reconstructed momenta and radiator refractive index information. Only high-momentum
tracks are selected, to ensure that the Cherenkov angle is close to saturation.

The values of �(✓C), extracted from a simple fit to the �✓C distributions, are determined
to be 1.618 ± 0.002 mrad for RICH1 gas (C4F10) and 0.68 ± 0.02 mrad for RICH2 (CF4),
comparable with the expectations from simulation of 1.52±0.02 mrad and 0.68±0.01 mrad
respectively. The disagreement seen between data and simulation for C4F10 are largely
attributed to imperfect corrections for distortions in the RICH photon detector images
caused by the residual magnetic field in the vicinity of the RICH1 detector. Enhancements
to the procedures used to compute these corrections are foreseen for Run II, thus improving
the resolutions achieved in data.

For the RICH1 aerogel radiator, where the distribution is not symmetric, the standard
deviation is estimated to be 5.6 mrad. This value is about a factor of 1.8 larger than
the expectation from simulation. This discrepancy is, at least partially, explained by the
unmodelled absorption of C4F10 gas by the very porous aerogel radiator, with which it is
in contact.

Due to the high average track multiplicity in LHCb events, a reconstructed Cherenkov

50

Figure 3.19: (left) The measured Cherenkov angle in the C4F10 radiator against track
momentum. Only tracks with non overlapping Cherenkov rings have been used. (right)
The Cherenkov angle resolution of the C4F10 radiator, where δθ is the difference be-
tween the measured and expected Cherenkov angle. This uses high momentum tracks
from 2011 data, such that all particle species have similar Cherenkov angles (see left
figure) [41].
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Figure 39: Kaon identification e�ciency and pion misidentification rate as measured using
data (left) and from simulation (right) as a function of track momentum [81]. Two di↵erent
�logL(K � ⇡) requirements have been imposed on the samples, resulting in the open and filled
marker distributions, respectively.

other minimising the misidentification rate.
For each track the likelihood that it is an electron, muon, pion, kaon or proton is

computed. In the first approach it is required that, for each track, the likelihood for the
kaon mass hypothesis is larger than that for the pion hypothesis, i.e. �logL(K � ⇡) > 0.
When averaging over the momentum range 2 – 100 GeV/c one finds the kaon e�ciency
to be ⇠ 95% with a pion misidentification rate of ⇠ 10%. A stricter PID requirement,
�logL(K � ⇡) > 5, reduces the pion misidentifiaction rate to ⇠ 3% at a modest loss in
kaon e�ciency of ⇠ 10% on average. Figure 39 also shows the performance in simulation,
for the same exclusive control channels and PID requirements as above for data. Good
agreement with data is observed for both sets of PID requirements.

The Run I conditions, with multiple interactions per bunch crossing and the resulting
high particle multiplicities, provide an insight into the RICH performance at possible future
higher luminosity running. Figure 40 shows the pion misidentification fraction versus
the kaon identification e�ciency as a function of track multiplicity and the number of
reconstructed primary vertices, as the requirement on the likelihood di↵erence �logL(K�⇡)
is varied. The results demonstrate some degradation in PID performance with increased
interaction multiplicity. However, the performance is still excellent and gives confidence
that the RICH system will continue to perform well during LHC Run II.

4.3 Muon system based particle identification

The identification of a track reconstructed in the tracking system as a muon is based on the
association of hits around its extrapolated trajectory in the muon system [82]. A search
is performed for hits within rectangular windows around the extrapolation points where
the x and y dimensions of the windows are parameterised as a function of momentum at
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Figure 3.20: Efficiency of selecting kaons, and the misidentification rate of π → K, both
shown against track momentum. The distributions are shown for both DLLKπ > 0 and
DLLKπ > 5. These efficiencies are determined using a sample of D∗+ → D0(K−π+)π+

decays [41].

of efficiency. Figure 3.20 shows the kaon selection efficiency, and pion misidentification

rate for two different DLLKπ cuts; one targeted at high efficiency, and the other at high

purity. With a loose cut on DLLKπ > 0, and averaged over the momentum range 2-

100 GeV, the kaon efficiency is ∼ 95%, while the pion misidentification rate is ∼ 10%.

With a tighter cut on DLLKπ > 5, the pion misidentification rate is reduced to only

∼ 3%.





Chapter 4

Constraining charm interference

parameters using D-mixing

4.1 Introduction

The measurement of the CKM phase γ (Section 2.3.3.1) from B− → DK−, D →

f [9, 10, 23, 44–46] (where f represents a multi-body final state accessible to both

D0 and D0) depends on the correct description of the interference between the D0 → f

and D0 → f decay amplitudes.1 This can be obtained from an amplitude model (Sec-

tion 4.2.2) of the D decay. However, this model dependence can lead to significant

systematic uncertainties. Alternative model-independent methods use experimental in-

put [8, 47] to remove this source of systematic uncertainty. This input can be sum-

marised in the complex interference parameter Zf = RfDe
−iδfD , where RfD and δfD are

the coherence factor and average strong phase-difference introduced in [8]. Zf can be

measured exploiting quantum-correlated DD pairs available at experiments operating

at the charm threshold, such as CLEO-c or BES III [8, 11, 47–52]. In this chapter it is

demonstrated that the same input can also be provided by charm mixing.

Although the simulation studies in this chapter could, in principle, be applied to several

decay modes, it was chosen to focus on D→ Kπππ decays. As pictured in Figure 4.1,

1Charged conjugate modes are implied throughout the chapter unless stated otherwise. The symbol
D is used to represent any superposition of D0 and D0.
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D ) parameter space.
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Figure 4.1: Constraints on ZKππ0

(left) and ZK3π (right) obtained by CLEO-c [11, 48]

from the charm threshold. The results are shown in polar coordinates Zf = RfDe
−iδfD .

The black star indicates the location with the smallest χ2.

the constraints on ZK3π are fairly weak when compared to others such as ZKππ0
. The

potential benefits in this decay mode are therefore much larger.

The chapter is organised as follows: Section 4.2 gives an introduction to multi-body D0

decays, discussing the dimensionality and parameterisation of phase space for N -body

decays, and reviewing phase space dependent decay amplitudes. Section 4.3 reviews the

mixing formalism for multi-body D decays, building on and extending the treatment

presented in [53, 54]. A unified description of the mixing-induced interference effects

is presented for decays to self-conjugate and non-self-conjugate final states. Section 4.4

introduces a new method to constrain the complex interference parameter Zf , which

requires measuring the time-dependent rate of multi-body D0 decays (charm mixing).

4.2 Multi-body D0 decays to N pseudo-scalars

This section gives a brief description of the formalism for a D0 meson decaying to N

pseudo-scalar daughters.

4.2.1 Phase space dimensionality and parameterisation

The daughters of a multi-body D decay (N > 2) can decay into many different topo-

logical configurations that are not interchangeable under rotation. The abstract space
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describing these configurations is known as the phase space of the decay. The dimen-

sionality of the phase space is dependent on N .

Without loss of generality one can assume that the D0 is at rest, pD0 = (0,mD0). The

D0 daughters are described by N 4-vectors, pi, giving 4N degrees of freedom. When

dealing with a specific final state f the mass of the daughters, mi, is known, adding N

constraints of the form p2
i = m2

i . The sum of 4-vectors in the initial and final state must

also be equal, pD0 =
∑
pi, giving a further 4 constraints. Finally, the topology of the

decay does not depend on the overall orientation, therefore one can define that daughter

1 points along the z-axis and daughter 2 is in the x-z plane. This adds a further 3

constraints2. Therefore the total degrees of freedom in a D0 → N -body decay is 3N −7.

For a two-body decay, there no degrees of freedom, meaning the phase space of the decay

is fixed i.e. in the D0 rest frame, the daughters are always back to back with momenta

determined by the particle masses.

For a three-body decay, there are 2 degrees of freedom, or a 2D phase space. A popular

way to describe 2D phase space is the Dalitz plot [55] - this uses the squared invariant

mass of two daughter pairs to fully describe the system3. Figure 4.2 shows the Dalitz plot

for D+ → K+K−π+ decays, with the intermediate resonances K∗(892)0 and φ(1020)0

clearly visible [56].

For four-body decays, the phase space is 5D. This makes experimental measurements

of 4-body decays particularly challenging because detection efficiencies and the under-

lying physics regularly have to be described over the full dimensionality of phase space.

Often used to parameterise 4-body phase space is the squared invariant mass of differ-

ent daughter combinations e.g. in the decay 0 → 1234 one might use m2(12), m2(23),

m2(34), m2(123), m2(234). An example of this is seen in Figure 4.3 for the decay

D0 → K+K−π+π−, where the authors [57] have used 1D projections of these variables

to visualise the phase space. Although this appears a natural extension to the Dalitz

plot, which would fully describe the 4-body phase space, this is not quite the case. A

2For two-body decays, the second daughter is automatically in the x− z plane because daughters 1
and 2 are back to back. Therefore, for two-body decays there are only 2 additional constraints.

3The ‘original’ Dalitz plot used different variables, although these variables are now the most common
in the literature.
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For sample 2, the yield cannot be taken directly from
the fit, because there is a mass cut in the HLT2 line that
accepts the majority of the signal, selecting events in a
!25 MeV=c2 window around the nominal value.
However, another HLT2 line with a looser mass cut that
is otherwise identical to the main HLT2 line exists,
although only one event in 100 is retained. In this line
the purity is found to be the same in sample 2 as in sample
3. The yield in sample 2 is then inferred as the total (Sþ B)
in all allowed triggers in the mass window times the purity
in sample 3. Thus the overall yield of signal Dþ !
K#Kþ!þ candidates in the three samples within the
mass window is approximately 370 000. The total number
of candidates (Sþ B) in each decay mode used in the
analysis are given in Table II. The Dalitz plot of data in
the Dþ window is shown in Fig. 2.

Within the 2" Dþ ! K#Kþ!þ mass window, about
8.6% of events are background. Apart from random
three-body track combinations, charm backgrounds and
two-body resonances plus one track are expected. Charm
reflections appear when a particle is wrongly identified
in a true charm three-body decay and/or a track in a four-
body charm decay is lost. The main three-body reflection
in the K#Kþ!þ spectrum is the Cabibbo-favored Dþ !
K#!þ!þ, where the incorrect assignment of the kaon
mass to the pion leads to a distribution that partially over-
laps with the Dþ

s ! K#Kþ!þ signal region, but not with
Dþ ! K#Kþ!þ. The four-body, Cabibbo-favored mode
D0 ! K#!þ!#!þ where a !þ is lost and the !# is
misidentified as a K# will appear broadly distributed in
K#Kþ!þ mass, but its resonances could create structures
in the Dalitz plot. Similarly, !K$ð892Þ0 and # resonances
from the PVmisreconstructed with a random track forming
a three-body vertex will also appear.

TABLE I. Yield (S) and purity for samples 1 and 3 after the
final selection. The purity is estimated in the 2" mass window.

Decay Yield Purity

Sample 1þ 3 Sample 1 Sample 3
Dþ ! K#Kþ!þ ð3:284! 0:006Þ ' 105 88% 92%
Dþ

s ! K#Kþ!þ ð4:615! 0:012Þ ' 105 89% 92%
Dþ ! K#!þ!þ ð3:3777! 0:0037Þ ' 106 98% 98%
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FIG. 1 (color online). Fitted mass spectra of (a) K#!þ!þ and (b) K#Kþ!þ candidates from samples 1 and 3, Dþ and D#

combined. The signal mass windows and sidebands defined in the text are labeled.

TABLE II. Number of candidates (Sþ B) in the signal win-
dows shown in Fig. 1 after the final selection, for use in the
subsequent analysis.

Sample 1 Sample 2 Sample 3 Total

Dþ ! K#Kþ!þ 84 667 65 781 253 446 403 894
Dþ

s ! K#Kþ!þ 126 206 91 664 346 068 563 938
Dþ ! K#!þ!þ 858 356 687 197 2 294 315 3 839 868
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FIG. 2 (color online). Dalitz plot of the Dþ ! K#Kþ!þ

decay for selected candidates in the signal window. The vertical
!K$ð892Þ0 and horizontal #ð1020Þ contributions are clearly vis-
ible in the data.

R. AAIJ et al. PHYSICAL REVIEW D 84, 112008 (2011)

112008-6

Figure 4.2: The Dalitz plot for D+ → K+K−π+ decays collected by LHCb and pub-
lished in [56]. Clearly visible as bands in the horizontal and vertical directions are
the intermediate resonances K∗(892)0 and φ(1020)0, decaying to K−π+ and K−K+

respectively.

phase space point described by invariant masses is insensitive to changes in parity i.e.

m12 = (p1, E1).(p2, E2) ≡ (−p1, E1).(−p2, E2). This is not an issue in 3-body decays

because they are parity-invariant. This invariance is due to the three daughters always

decaying in a plane - in this case, the operation of parity can equally be achieved by a

rotation out of the plane. A 4-body decay, however, is not constrained to a plane, and is

therefore not inherently parity-invariant. Although using invariant masses does not give

a complete description of the 4-body phase space it is still useful in many scenarios -

an example being the description of phase space dependent detection efficiencies, which

are often assumed parity-invariant.

4.2.2 Decay amplitudes

The way in which a multi-body decay is distributed over phase space (examples shown in

Figure 4.2 and Figure 4.3) is dependent on the underlying physics. One can summarise

this underlying physics in a phase space dependent amplitude such as,

A(p) ≡ 〈fp|Ĥ|D0〉 ≡ A(p)eiδ(p), (4.1)

where f is the final state, A(p) is the magnitude of the amplitude, δ(p) is its phase, and

p parameterises a point in the multi-body phase space. Ĥ is the interaction Hamiltonian
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626 LHCb Collaboration / Physics Letters B 726 (2013) 623–633

Fig. 2. Invariant mass-squared distributions for D0 meson (black, closed circles) and D0 meson (red, open squares) decays to the final state K − K +π−π+ . The invariant
mass-squared combinations s(1,2), s(2,3), s(1,2,3), s(2,3,4), and s(3,4) correspond to s(K −, K +), s(K +,π−), s(K −, K +,π−), s(K +,π−,π+), and s(π−,π+), respectively
for the D0 mode. The charge conjugate is taken for the D0 mode. The phase-space distribution of the D0 → K − K +π−π+ decay is expected to be dominated by the
quasi-two-body decay D0 → φρ0 with additional contributions from D0 → K1(1270)± K ∓ and D0 → K ∗(1410)± K ∓ decays [10]. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this Letter.)

Left/right asymmetries in detection efficiencies are investigated
by comparing the phase-space distributions of D0 candidates in
data taken with opposite magnet polarities, thus investigating the
same flavour particles in opposite sides of the detector. Parti-
cle/antiparticle asymmetries are studied with the control channel
D0 → K −π+π+π− . The weighting based on pT and pseudorapid-
ity of the D0 candidate and the normalisation across the phase
space of the D0 decay cancel the K +/K − detection asymmetry
in this control channel. The phase-space distribution of D0 decays
from data taken with one magnet polarity is compared with that of
D0 decays from data taken with the opposite magnet polarity, for
any sources of particle/antiparticle detection asymmetry, localised
across the phase space of the D0 decay.

The weighted distributions for each of the background com-
ponents in the two-dimensional fits are investigated for asym-
metries in D0 → K −K +π−π+ , D0 → π−π+π+π− , and D0 →
K −π+π+π− candidates. The $m and m(hhhh) sidebands are also
investigated to identify sources of asymmetry.

The sensitivity to asymmetries is limited by the sample size, so
SCP is calculated only with statistical uncertainties.

6. Sensitivity studies

Pseudo-experiments are carried out to investigate the depen-
dence of the sensitivity on the number of bins. Each pseudo-
experiment is generated with a sample size comparable to that
available in data.

Decays are generated with MINT, a software package for am-
plitude analysis of multi-body decays that has also been used by
the CLEO Collaboration [10]. A sample of D0 → K −K +π−π+ de-
cays is generated according to the amplitude model reported by
CLEO [10], and D0 → π−π+π+π− decays are generated accord-
ing to the amplitude model from the FOCUS Collaboration [21].
Phase and magnitude differences between D0 and D0 decays
are introduced. Fig. 4 shows the SCP distributions for a typical
pseudo-experiment in which no CPV is present and for a typ-
ical pseudo-experiment with a phase difference of 10◦ between
D0 → a1(1260)+π− and D0 → a1(1260)−π+ decays.

Based on the results of the sensitivity study, a partition with
32 bins, each with approximately 1800 signal events, is chosen
for D0 → K −K +π−π+ decays while a partition with 128 bins,

Figure 4.3: Squared invariant mass projections for the decay D → KKππ, where
s(i, j) = (pi + pj)

2 and s(i, j, k) = (pi + pj + pk)2. The data were collected by LHCb
and published in [57]. The black markers show D0 → K+

1 K
−
2 π

+
3 π

−
4 and the red mark-

ers show D0 → K−
1 K

+
2 π

−
3 π

+
4 . The subscripts on the decay daughters indicate the

numbering scheme for s(i, j) and s(i, j, k).

relevant for the decay. The probability density for a particle to decay to a point p is

given by

|A(p)|2 dΦ

dp
, (4.2)

where dΦ
dp gives the density of states at p.

A current hot-topic in multi-body decays is finding an analytic expression for A(p)

by fitting experimental data with an amplitude model. To make such a model, one

has to make an educated guess about the resonant substructure of the decay, then al-

low parameters describing these resonances to float in the fit. For example the decay

D0→ K+π−π+π− can decay by both K∗(892)ρ(770) and a1(1260)+K− – each of these
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Fig. 1. Possible short-distance amplitudes contributing to D0-D0 mixing. (a–b) SM boxes; (c)
SM di-penguin; (d): new physics flavor-changing neutral current process mediated by a heavy Z′0;
(e–f): charged Higgs in the mixing loop.
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Fig. 2. Long-distance contribution from an intermediate state I to D0-D0 mixing. H is the
Hamiltonian governing weak decays. From Ref. 16.

1.1. D0-D0 Mixing Formalism

The D0 and D0 mesons are produced as flavor eigenstate with charm quantum

numbers C = +1 and −1, respectively. They propagate and decay according to the

Schrödinger equation:

i
∂

∂t

(
D0(t)

D0(t)

)
=

(
M − i

2
Γ

) (
D0(t)

D0(t)

)
. (3)

Mixing between D0 and D0 occurs because these flavor states are not the eigenstates

D1 and D2 of the D0-D0 mass matrix M − iΓ/2, but linear combinations of them.

Assuming that the product of charge conjugation, parity and time reversal (CPT)

is conserved,17 the eigenstates of Eq. 3, |D1,2〉 are given by:17,18

|D1〉 = p|D0〉 + q|D0〉,
|D2〉 = p|D0〉 − q|D0〉, (4)

Figure 4.4: (Left) Feynman diagram for short range D-mixing. (Right) long range
contributions to D-mixing that proceed via intermediate resonances.

resonances will interfere with one another and sculpt the shape and phase of the ampli-

tude A(p). Because this thesis will use existing amplitude models, it is not concerned

with their construction - here it is only important to know that the amplitude model

gives a magnitude and phase at each point in phase space.

4.3 D-mixing phenomenology

Mixing is the process where a neutral meson oscillates to its own anti-particle. This

process is well established in the s and b quark sectors, where mixing has been observed

in K0, B0, and B0
s mesons [58–60]. Here mixing is dominated by short distance box

diagrams, making theoretical predictions relatively simple.

In the charm sector, short distance interactions are highly suppressed in the SM (<

10−5) [61], although mixing has been observed at ∼ 10−2. This is due to contributions

from long-distance interactions which cannot be calculated using perturbative expan-

sions, making theoretical predictions difficult. A long-distance interaction is when the

mixing proceeds by an intermediate resonance that is accessible to both D0 and D0 such

as K+π−, K+π−π0 or K+π−π+π−. Figure 4.4 shows diagrams for both short and long

range D-mixing contributions.
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4.3.1 Mixing Formalism

The mass eigenstates |D0
1〉 and |D0

2〉, with masses M1,M2 and widths ΓD,1,ΓD,2, are

related to the flavour eigenstates |D0〉 and |D0〉 through

|D0
1〉 = p|D0〉+ q|D0〉,

|D0
2〉 = p|D0〉 − q|D0〉, (4.3)

where p and q are complex numbers that satisfy |q|2 + |p|2 = 1. Also defined are,

M ≡ M1 +M2

2
, ΓD ≡

ΓD,1 + ΓD,2
2

, ∆M ≡M2 −M1, ∆ΓD ≡ ΓD,2 − ΓD,1 (4.4)

and the usual dimensionless mixing parameters

x ≡ ∆M

ΓD
, y ≡ ∆ΓD

2ΓD
. (4.5)

The mixing parameters x and y are properly defined in terms of the approximate CP

eigenstates |D+〉 ≈ |D2〉 and |D−〉 ≈ |D1〉 (CP even and CP odd respectively) which

assumes the convention CP |D0〉 = −|D̄0〉. The impact of different conventions for the

CP operator on this formalism is further discussed in Appendix A. The deviation of |q/p|

from 1 is a measure of CP violation (CPV) in D-mixing. The phase φmix ≡ arg (q/p) is

a convention-dependent quantity that is sensitive to CPV in the interference between

mixing and decay - usually, a phase convention is chosen where φmix = 0 in the absence

of CPV.

In practice, only D mesons created with a definite flavour are considered. These evolve

over time t to the following superpositions of D0 and D0:

|D0(t)〉 = g+(t)|D0〉+
q

p
g−(t)|D0〉,

|D0(t)〉 = g+(t)|D0〉+
p

q
g−(t)|D0〉, (4.6)

where |D0(t)〉 refers to a state that was pure D0 at time t = 0, while |D̄0(t)〉 refers to

a state that was purely D0 at t = 0. The time-dependent functions g−(t) and g+(t) are
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given by

g+(t) = e−iMt− 1
2

ΓDt cos

(
1

2
∆Mt− i

4
∆ΓDt

)
,

g−(t) = e−iMt− 1
2

ΓDt i sin

(
1

2
∆Mt− i

4
∆ΓDt

)
. (4.7)

4.3.2 The complex interference parameter Zf

For the decay amplitudes of a D flavour eigenstate to a particular final state f , or its

CP -conjugate f̄ , the following notation is used:

A(p) ≡ 〈fp|Ĥ|D0〉, Ā(p̄) ≡ 〈f̄p̄|Ĥ|D0〉,

B(p) ≡ 〈fp|Ĥ|D0〉, B̄(p̄) ≡ 〈f̄p̄|Ĥ|D0〉. (4.8)

Here p identifies a point in phase space for the multi-body final state f , and p̄ identifies

the corresponding point for the CP -conjugate final state, where all final state momenta

and charges are reversed. In practice, any measurement will be made over an integrated

region of phase space. Following [8] one can therefore define4

∫

Ω

A(p)A∗(p)
dΦ

dp
dp ≡ A2

Ω,

∫

Ω̄

Ā(p̄)Ā∗(p̄)
dΦ̄

dp̄
dp̄ ≡ Ā2

Ω̄,

∫

Ω

B(p)B∗(p)
dΦ

dp
dp ≡ B2

Ω,

∫

Ω̄

B̄(p̄)B̄∗(p̄)
dΦ̄

dp̄
dp̄ ≡ B̄2

Ω̄. (4.9)

The symbols dΦ
dp and dΦ̄

dp̄ are used to represent the density of states at p and p̄ respectively.

The integrals containing A(p) and B(p) run over the phase space volume Ω, and the

ones containing Ā(p̄) and B̄(p̄) run over the CP -conjugate volume Ω̄. These volumes can

encompass all of phase space or any part thereof. The interference effects are described

by the integrals over the cross terms:

∫
Ω

A(p)B∗(p)dΦ
dp dp

AΩBΩ
≡ ZfΩ ,

∫
Ω̄

Ā(p̄)B̄∗(p̄)dΦ̄
dp̄ dp̄

ĀΩ̄B̄Ω̄

≡ Z f̄
Ω̄
. (4.10)

4Throughout this chapter * is used to denote the complex conjugate, whereas ¯ is used to denote the
CP -conjugate
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This defines the complex interference parameter ZfΩ for the final state f over the phase

space region Ω, and Z f̄
Ω̄

, its CP -conjugate. For integrals over all phase space Zf is used,

omitting the subscript. The magnitude of ZfΩ is between 0 and 1. The phase of ZfΩ
represents a weighted average of the phase difference between the two amplitudes over

Ω. The parameter Zf is directly related to the coherence factor RfD and average phase

difference δfD introduced in [8],

Zf ≡ RfDe−iδ
f
D . (4.11)

For binned analyses in decays to self-conjugate final states such as K0
Sππ, these interfer-

ence effects are usually parameterised instead by ci and si. These are weighted averages

of the cosine and the sine of the phase difference between D0 and D0 decay amplitudes,

taken over a phase space bin i covering the volume Ωi. This formalism was originally

introduced in [47]; this thesis follows the definition of ci and si used in most subse-

quent articles [49, 50, 54, 62, 63]. The ci and si parameters are related to the complex

interference parameter through

ZfΩi ≡ ci + i si (4.12)

In the following, Zf is used as it unifies the formalism for decays to self-conjugate and

non-self-conjugate states. In terms of the parameters defined above, the time-dependent

decay rates are given by

Γ
(
D0(t)→ f

)
Ω

=
1

2

[
A2

Ω (cosh yΓDt+ cosxΓDt) + B2
Ω (cosh yΓDt− cosxΓDt)

∣∣∣∣
q

p

∣∣∣∣
2

+ 2AΩBΩ

[
Re
(
ZfΩ

q

p

)
sinh(yΓDt) + Im

(
ZfΩ

q

p

)
sin(xΓDt)

]]
e−ΓDt,

(4.13)

Γ
(
D0(t)→ f̄

)
Ω̄

=
1

2

[
B̄2

Ω̄ (cosh yΓDt+ cosxΓDt) + Ā2
Ω̄ (cosh yΓDt− cosxΓDt)

∣∣∣∣
q

p

∣∣∣∣
2

+ 2ĀΩ̄B̄Ω̄

[
Re
(
Z f̄∗

Ω̄

q

p

)
sinh(yΓDt) + Im

(
Z f̄∗

Ω̄

q

p

)
sin(xΓDt)

]]
e−ΓDt,

(4.14)
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Γ
(
D0(t)→ f̄

)
Ω̄

=
1

2

[
Ā2

Ω̄ (cosh yΓDt+ cosxΓDt) + B̄2
Ω̄ (cosh yΓDt− cosxΓDt)

∣∣∣∣
p

q

∣∣∣∣
2

+ 2ĀΩ̄B̄Ω̄

[
Re
(
Z f̄

Ω̄

p

q

)
sinh(yΓDt) + Im

(
Z f̄

Ω̄

p

q

)
sin(xΓDt)

]]
e−ΓDt,

(4.15)

Γ
(
D0(t)→ f

)
Ω

=
1

2

[
B2

Ω (cosh yΓDt+ cosxΓDt) +A2
Ω (cosh yΓDt− cosxΓDt)

∣∣∣∣
p

q
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2

+ 2AΩBΩ

[
Re
(
Zf∗Ω

p

q

)
sinh(yΓDt) + Im

(
Zf∗Ω

p

q

)
sin(xΓDt)

]]
e−ΓDt.

(4.16)

Assuming that terms of order 3 and higher in the mixing parameters x and y are negli-

gible leads to the following expressions:

Γ
(
D0(t)→ f

)
Ω
'
[
A2

Ω

(
1 +

y2 − x2

4
(ΓDt)

2

)
+ B2

Ω

(∣∣∣∣
q

p

∣∣∣∣
2 x2 + y2

4
(ΓDt)

2

)

+AΩBΩ

(
yRe

(
ZfΩ

q

p

)
+ xIm

(
ZfΩ

q

p

))
(ΓDt)

]
e−ΓDt (4.17)
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+ Ā2

Ω̄

(∣∣∣∣
q

p

∣∣∣∣
2 x2 + y2

4
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)

+ ĀΩ̄B̄Ω̄

(
yRe

(
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)
+ xIm
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q
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]
e−ΓDt. (4.20)

For the remainder of this chapter it is assumed, for simplicity, that CPV in charm is

negligible, leading to: |ZfΩ| = |Z
f̄
Ω̄
|, A = Ā and B = B̄ (no direct CPV); |q/p| = 1.0 (no

CPV in mixing); and arg(ZfΩ q
p) = arg(Z f̄

Ω̄
p
q ) (no CPV in the interference between mixing

and decay). Following the usual phase convention, φmix is set to zero in the absence of
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CPV in the interference between mixing and decay, leading to q/p = 1 and ZfΩ = Z f̄
Ω̄

.

With this, the expressions in Equations 4.17 - 4.20 simplify to

Γ
(
D0(t)→ f

)
Ω
'
[
A2

Ω

(
1 +

y2 − x2

4
(ΓDt)

2

)
+ B2

Ω

(
x2 + y2

4
(ΓDt)

2

)
+

AΩBΩ

(
yRe(ZfΩ) + xIm(ZfΩ)

)
(ΓDt)

]
e−ΓDt, (4.21)
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Ω
'
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Ω

(
1 +
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4
(ΓDt)

2

)
+A2

Ω

(
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4
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2

)
+

AΩBΩ

(
yRe(ZfΩ)− xIm(ZfΩ)

)
(ΓDt)

]
e−ΓDt, (4.22)

with identical expressions for the CP -conjugate processes. Since all weak phases have

been removed, arg(Zf ) = −δfD now represents the average strong phase difference.

4.4 Simulation studies of D-mixing in D0→ K+π−π+π− de-

cays

The dependence of Equations 4.21 - 4.22 on ZfΩ has usually been taken to imply that

external input on ZfΩ is required to extract charm mixing parameters from multi-body

D decays [53, 54, 64]. Instead, in this study, existing measurements of charm mixing

parameters [65–71] are used as input to constrain ZfΩ from charm mixing in multi-body

decays [64]. This in turn provides important input to the amplitude model-unbiased

measurement of γ [8, 47–50, 52]. So far, this type of input has only been accessible at

the charm threshold [48–52].

In this section it is shown how D-mixing can be used to constrain Zf . Simulated D→

Kπππ decays are used to demonstrate that a substantial improvement in the precision

of ZK3π is possible using existing data; here expected signal yields are motivated by

LHCb’s Run I data-taking period.
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4.4.1 Method

In Equation 4.21, the term linear in t (the “interference term”) is sensitive to yRe(ZfΩ)+

xIm(ZfΩ), while in Equation 4.22 it is sensitive to yRe(ZfΩ)− xIm(ZfΩ), so both ReZfΩ
and ImZfΩ can be extracted. However, previous studies [64] indicate that datasets

much larger than those currently available are required to provide useful constraints on

ZfΩi (or ci and si) from mixing using self-conjugate decays such as D0 → K0
Sππ and

D0→ K0
SKK.

It is demonstrated here that significant improvements on Zf can be achieved with ex-

isting data for the case where D0(t)→ f is a “wrong-sign” (WS) decay and D0(t)→ f

is the corresponding “right-sign” (RS) decay. This is the case when A is a doubly

Cabibbo-suppressed (DCS) amplitude, such as D0→ K+π−π+π− or D0 → K+π−, and

B is Cabibbo-favoured (CF) amplitude such as D0→ K−π+π−π+ or D0 → K−π+. The

Feynman diagrams for the D0 → K+π− and D0 → K−π+ amplitudes is pictured in

Figure 4.5. In this case ADCSΩ � BCFΩ , where the superscripts have been added for clar-

Figure 4.5: Feynman diagrams for the amplitudes D0 → K+π− (left) and D0 → K−π+

(right). The D0 → K+π− diagram is known as Cabibbo Favoured (CF) because all
W± interaction vertices are between quarks of the same generation. The D0 → K−π+

diagram is known as Doubly Cabibbo Suppressed (DCS) due to both W± interaction
vertices having off-diagonal CKM elements Vcd and Vub.

ity. Neglecting terms of order 4 or higher in the small quantities AΩ, x, y, Equation 4.21

becomes,

Γ
(
D0(t)→ f

)
Ω
'
[
A2

Ω +AΩBΩ

(
yRe(ZfΩ) + xIm(ZfΩ)

)
(ΓDt) + B2

Ω

x2 + y2

4
(ΓDt)

2

]
e−ΓDt.

(4.23)

In this simplified expression, which will now be referred to as the WS rate, one can in-

terpret the three terms as follows: A2
Ω is the DCS amplitude, B2

Ω
x2+y2

4 (ΓDt)
2 is from a D0

oscillating to aD0 followed by the CF amplitude, and finallyAΩBΩ

(
yRe(ZfΩ) + xIm(ZfΩ)

)
(ΓDt)
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is the interference between the two - this interpretation is pictured in Figure 4.6. For

typical decay times t, the interference term is of a similar order to the DCS amplitude,

providing enhanced sensitivity to ZfΩ.

CF 

DCS MIX 

DCS 

CF MIX 

Figure 4.6: Amplitudes contributing to (left) “Right Sign” (RS) D0 → K−π+π−π+

decays (right) “Wrong Sign” (WS) D0 → K+π−π+π− decays. The thickness of the
arrows represents the relative size of the different amplitudes.

Again neglecting terms of order 4 or higher in AΩ, x, y, Equation 4.22 becomes

Γ
(
D0(t)→ f

)
Ω
' B2

Ωe
−ΓDt. (4.24)

From this expression, which will now be referred to as the RS rate, one can see the decay

is completely dominated by the CF amplitude, and has negligible contributions from D-

mixing. Therefore there is effectively no sensitivity to ZfΩ. In practice the RS rate will

be used to normalise the WS rate, as this cancels many experimental uncertainties.

4.4.2 Zf from the mixing-induced interference of DCS and CF ampli-

tudes

In this scenario it is useful to define the ratio of the DCS amplitude to the CF amplitude:

rD,Ω ≡
ADCS
BCF . (4.25)

Dividing the WS rate by the RS rate (Equation 4.23 and Equation 4.24 respectively)

results in the following expression:

RΩ(t) = r2
D,Ω + rD,Ω

(
yReZfΩ + xImZfΩ

)
ΓDt+

x2 + y2

4
(ΓDt)

2. (4.26)
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An analysis of the time-dependent decay rate ratio will, through the linear term of

Equation 4.26, provide a measurement of

bΩ ≡
(
yReZfΩ + xImZfΩ

)
. (4.27)

The factor rD,Ω, which also features in the linear term, can be obtained in the same

analysis from the 0th order term of Equation 4.26, and ΓD has been measured very

precisely [13]. Taking the D-mixing parameters x and y as input, a measurement of

bΩ can be translated into constraints in the ReZfΩ − ImZ
f
Ω plane. A given value of bΩ

corresponds to a line of slope y/x in the ReZfΩ − ImZ
f
Ω plane defined by:

ImZfΩ = −y
x
ReZfΩ +

bΩ
x
. (4.28)

To show the effect of the current uncertainties in x and y on the measurement of Zf from

Figure 4.7: Constraints on Zf for Zf = −0.3 (left) and Zf = 0.9i (right), taking
into account current uncertainties on the mixing parameters x, y [13], but ignoring, in
this illustration, other measurement uncertainties. The white filled circle indicates the
central values of ZK3π used.

D-mixing, the limiting case of negligible uncertainties on any other parameter is first

considered - in particular the parameter bΩ, as defined in Equation 4.27. The following

values and uncertainties for x, y, and their correlation coefficient ρx,y [71] are used:

x = (0.53± 0.16) %, y = (0.67± 0.09) %, ρx,y = 0.19 . (4.29)
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Figure 4.7 shows 1, 2 and 3σ confidence limits in the ReZfΩ − ImZ
f
Ω plane using these

inputs for two illustrative example values for the complex interference paramter, ZfΩ =

−0.3 and ZfΩ = 0.9i. The 1, 2 and 3σ regions are calculated using standard techniques

based on χ2 differences.

4.4.3 Sensitivity with existing LHCb datasets

To estimate the precision on ZK3π achievable with current data, a simulation study is

performed based on plausible D0→ Kπππ event yields in LHCb’s 3 fb−1 Run I data

sample. The mixing parameters are set to values given in Equation 4.29, and rD is set

to 0.058 based on the WS/RS branching ratio reported in [13]. Simulated events are

generated according to the full expressions for the decay rates given in Equations 4.13 -

4.16. To take into account the effect of LHCb’s trigger and event selection process, which

preferentially selects decays with long D decay times, a decay-time dependent efficiency

function, ε(t), is applied, based on that seen in [72]. For this feasibility study other

detector effects and background contamination are ignored. Based on the RS yields

reported in [57], and taking into account that for the WS mode tighter selection criteria

might be necessary to control backgrounds, about 8 million RS+WS events in LHCb’s

Run I dataset are estimated. The exact fraction of WS events depends on the input

parameters, in particular on RK3π; typically, 8 million RS+WS events correspond to

about 30, 000 WS events.

To constrain ZK3π a χ2 fit is performed to the WS/RS ratio in 10 bins of proper decay

time. The bins have variable widths, chosen such that each bin contains a sufficient

number of events. Using the same approximations that led to Equation 4.26 the expected

WS/RS ratio R
WS/RS
i in bin i that covers the proper decay time interval [tmin

i , tmax
i ] is

calculated as:

R
WS/RS
i =

tmax
i∫
tmin
i

ε(t) e−ΓDt
(
r2
D,Ω + rD,Ω

(
yReZfΩ + xImZfΩ

)
ΓDt+ x2+y2

4 (ΓDt)
2
)

dt

tmax
i∫
tmin
i

ε(t) e−ΓDt dt

.

(4.30)
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Figure 4.8: (left) Simulated RS data divided by e−ΓDt, representing the shape of ε(t)
(right) Simulated data (black crosses) and fit (red line) in bins of proper decay time,
expressed in units of τ = 1/ΓD. The discontinuous shape of the line representing the fit
reflects the way the expected WS/RS ratio is calculated for each bin, described in the
text.

The fit parameters are rD, b = yRe(Z0) + xIm(Z0), x, and y, where x and y are

constrained according to Equation 4.29.

In a real experiment, the time-dependent efficiency ε(t) would not necessarily be known

beforehand, but it is reasonable to assume that ε(t) would be the same for WS and RS

decays. Its shape is therefore extracted from the (here simulated) data by dividing the

RS decay time distribution (histogrammed in 100 bins) by e−ΓDt, as shown in Figure 4.8;

the overall normalisation cancels when using ε(t) in Equation 4.30.

A pull study based on generating and fitting 200 simulated data samples, each containing

8 million RS+WS events, shows no evidence of fit biases, and confirms the correct

coverage of the confidence intervals obtained from the fit χ2.

An example of such a fit is shown in Figure 4.8. The 8M events have been generated

using CLEO-c’s central value ZK3π = −0.09+0.32i [48] and include 30.5k WS events.

Figure 4.9 shows 1, 2 and 3σ confidence regions based on 8 million simulated events

that have been generated with the illustrative values ZK3π = −0.3 and ZK3π = 0.9i

used also to obtain Figure 4.7. Figure 4.10 shows the constraints for events generated

using the CLEO-c central value for ZK3π, in both polar coordinates (i.e. the coherence

factor RK3π =
∣∣ZK3π

∣∣ and strong phase difference δK3π = − arg
(
ZK3π

)
) and cartesian

coordinates (Re ZK3π and Im ZK3π).

To evaluate the potential impact of input from charm mixing on the precision of ZK3π,

the χ2 function used to obtain Figure 4.10 is combined with CLEO-c’s measurement of
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Figure 4.9: Examples for constraints on ZK3π obtained from 8 million simulated events,
generated with ZK3π = −0.3 (left) and ZK3π = 0.9i (right), with current uncertainties
on x, y. The white filled circle indicates the value of ZK3π used to generate the events.
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Figure 4.10: Constraints on ZK3π for 8M RS and 30k WS simulated events gener-
ated with CLEO-c’s central value for the complex interference parameter, ZK3π =
−0.09+0.32i = 0.31e−255◦i [48]. The constraints are shown both in Cartesian (left) and
polar coordinates (right). The white filled circle indicates the values used to generate
the events.

ZK3π [48]. The CLEO-c results, and their combination with this simulated data, are

shown in Figure 4.11. The input from charm mixing improves the constraints consid-

erably. The effect is particularly striking at the ≥ 2σ level where there were previously

no constraints on δfD. To quantify these improvements, one-dimensional 68% and 95%

confidence intervals for RK3π and δK3π are calculated, following the same procedures as

used by CLEO-c [48] to ensure comparable results. The 68% confidence limits are based

on a standard χ2 difference calculation. The same process would lead to 95% confidence

limits reaching the edge of the RfD-δfD parameter space in the CLEO-c measurement.
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Figure 4.11: Constraints on ZK3π obtained by CLEO-c [48] are shown on the left.
Constraints obtained by combining the CLEO-c results with the input from simulated
D0→ Kπππ charm mixing data are shown on the right. The simulated signal sample
is similar in size to that expected from 3 fb−1 of data taken by LHCb in 2011 and
2012. The same results are shown in polar coordinates RK3π, δK3π (top row) and in
cartesian coordinatesReZK3π, ImZK3π (bottom row). The white filled circle indicates
the location with the smallest χ2.

These are therefore obtained using a Bayesian approach with a uniform prior in the

physically allowed region of the parameter of interest. The procedure is demonstrated

in Figure 4.12.

The results are summarised in Table 4.1. The constraints from 8M simulated charm

events (with 30k WS events) shrink the existing uncertainties on ImZK3π by a factor of

∼ 1.5, and the 95% CL on ImZK3π by a factor ∼ 2. In terms of polar coordinates, the

simulated input improves the uncertainty on RK3π by a factor of ∼ 1.5, and significantly

reduces the uncertainty on δK3π. There is currently no constraint on δK3π at the 2σ level,

and only a one-sided upper limit for RK3π. From the combination of simulated data

with the CLEO-c result, the constraints δK3π ∈ [−126◦, 58◦], and RK3π ∈ [0.11, 0.65]
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Fit result (where available) with 68% confidence intervals (∆χ2)

Simulation 8M evts CLEO-c [48] Combination

RK3π [0.12, 1.00] 0.31+0.21
−0.27 0.36+0.16

−0.14

δK3π [−124◦, 54◦] −105◦+21
−77 −100◦+17

−12

ReZK3π – −0.09+0.11
−0.11 −0.07+0.10

−0.11

ImZK3π – 0.32+0.20
−0.32 0.36+0.15

−0.14

Bayesian 95% confidence intervals

RK3π [0.14, 1.00] [0.00, 0.60] [0.11, 0.65]

δK3π [−126◦, 58◦] – [−126◦, 38◦]

ReZK3π [−0.58, 0.82] [−0.30, 0.13] [−0.27, 0.13]

ImZK3π [−0.94, 0.78] [−0.36, 0.65] [0.07, 0.65]

Table 4.1: Constraints on RK3π and δK3π as well as ReZK3π and ImZK3π from
simulation, CLEO-c [48], and their combination, at 68% and 95% CL, obtained with
two different techniques following [48], as described in the text. The ∆χ2 method
is not suitable for obtaining separate constraints on ReZK3π and ImZK3π from the
simulated mixing data alone.
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Figure 4.12: These plots illustrate the calculation of 95% Bayesian intervals for
RK3π, δK3π, ReZK3π and ImZK3π. The shaded histograms show the probabil-
ity density function, p(x), found from the 1D χ2 scan and a flat prior i.e. p(x) =

e−0.5(χ2(x)−χ2
min)/N . The normalisation constant, N , is the integral of p(x) in the

physically allowed region. In principle, any interval that integrates to 95% could be
chosen, although here the smallest possible interval has been chosen (region with the
largest p(x)). This interval is indicated by the red cross-hatching.
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are obtained at 95% confidence.

4.5 Conclusions

Charm mixing is sensitive to the same charm interference parameters that are relevant

to the measurement of γ in B→ DK and related decay modes [8, 47, 53, 54, 63, 64, 73].

So far, these have only been accessible at the charm threshold [48–52]. The increased

precision with which the charm mixing parameters x and y have been measured [51, 65–

71] opens up the possibility of constraining charm interference parameters using charm

mixing. However, previous studies indicate that for decays to self-conjugate final states,

such as D0→ K0
Sππ and D0→ K0

SKK, datasets much larger than those currently avail-

able are required to significantly improve constraints on the binned complex interference

parameters ZfΩi = ci + isi from charm mixing [64]. On the other hand, in wrong-sign

decay modes such as D0→ K+π−π+π− and D0→ K+π−, the mixing-induced interfer-

ence effects are significantly enhanced compared to self-conjugate decays. This provides

greater sensitivity to the complex interference parameter Zf , or, equivalently, the coher-

ence factor RfD = |Zf | and average strong phase difference δfD = − arg(Zf ) introduced

in [8]. While it is interesting to note that useful information can be obtained in this

way without additional input, the true power of the method lies in the combination

with threshold data. The potential of this approach was evaluated with a simulation

study based on estimated D0→ Kπππ signal yields expected in LHCb’s Run I dataset.

For these studies, unlike the binned studies in Chapter 6, no improvements on external

inputs (x and y) are assumed. These results indicate that charm mixing input from ex-

isting LHCb data, when combined with CLEO-c’s measurement [48], could substantially

reduce the current uncertainty on the coherence factor and average strong phase differ-

ence in D0→ Kπππ. Such a measurement is presented in Chapter 5, and is expected

to have a significant impact on the precision with which the CKM parameter γ can be

measured at LHCb, BELLE II, and the LHCb upgrade.



Chapter 5

Measurement of the

D→ K+π−π+π− complex

interference parameter

5.1 Introduction

In Chapter 4 it was shown using simulation studies that charm mixing in WS D0 →

K+π−π+π− decays can be used to improve constraints on the complex interference

parameter Zf . In this chapter the same method is applied to 1 fb−1 of LHCb data

collected during 2011.

The chapter is organised as follows: Section 5.2 gives an overview of the analysis tech-

nique. Section 5.3 describes the data sample used for the analysis, and the selection

applied in order to optimise sensitivity to D-mixing. Section 5.4 describes the fitting

procedure applied to signal candidates used to estimate the WS and RS D0→ Kπππ

signal yields. Section 5.5 gives a discussion of the peaking backgrounds or systematic

effects that can bias the measured WS/RS ratio (and therefore the constraints on Zf ).

Due to WS and RS decays having different decay amplitudes, the phase space integrated

detection and selection efficiencies can differ between the two decay modes. This dif-

ference is described, and corrected for in Section 5.6. The lifetime-dependent fit to the

69
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WS/RS ratio, used to constrain Zf , is described in Section 5.7. This builds on the

WS/RS fitter presented in Chapter 4, with additional features to account for the diffi-

culties associated with experimental data. Section 5.8 shows the results of a simulation

study used to validate the analysis procedure. In Section 5.9 the results are presented,

followed by the conclusions in Section 5.10.

5.2 Analysis Overview

In order to distinguish WS (D0→ K+π−π+π−) from RS (D0→ K−π+π−π+) decays,

the flavour of the D0 at production must be determined. This is achieved using a

sample of D mesons that comes from D∗(2010)+ → D0π+ and D∗(2010)− → D0π−

decays, where the charge of the bachelor pion tags the flavour of the D meson. Because

the mass difference between the D∗(2010)+ and the D0π+ is small, the bachelor pion

is nearly at rest in the D∗(2010)± rest frame - for this reason it is known as the ‘slow

pion’, or πs.

In this analysis four categories of decays are studied; WS and RS decays from D0 and

D0. The symbol ‘CAT’ is used to represent one of these categories. The expected number

of events in each category, NCAT, is given by:

NWSD0 = Γ[D0→ K+π−π+π−]× εWS
K+π−π+π− × επ+

s
× PD∗+ , (5.1)

NRSD0 = Γ[D0→ K−π+π−π+]× εRS
K−π+π−π+ × επ+

s
× PD∗+ , (5.2)

NWSD0 = Γ[D0→ K−π+π−π+]× εWS
K−π+π−π+ × επ−s ,×PD∗− (5.3)

NRSD0 = Γ[D0→ K+π−π+π−]× εRS
K+π−π+π− × επ−s × PD∗− . (5.4)

Here Γ[D → f ] are the theoretical decay rates listed in Equations 4.13 - 4.16. The phase

space-integrated detection efficiency for the final state f is given by εWS
f (εRS

f ) for WS

(RS) decays. The detection efficiency of the slow pion is given by επ±s , and the D∗±

production rates by PD∗± . In this formalism it is assumed that the total detection

efficiency , εTOT, factorizes e.g. εWSD0

TOT = εWS
K−π+π−π+ × επ−s .
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From the above the measured WS/RS ratio, RM , can be written,

(RM )2 =
NWSD0NWSD0

NRSD0NRSD0

=
Γ[D0→ K+π−π+π−] Γ[D0→ K−π+π−π+]

Γ[D0→ K−π+π−π+] Γ[D0→ K+π−π+π−]
× εWS

K+π−π+π−ε
WS
K−π+π−π+

εRS
K−π+π−π+ε

RS
K+π−π+π−

= R2 1

ε2COR

, (5.5)

where,

R =

√
Γ[D0→ K+π−π+π−] Γ[D0→ K−π+π−π+]

Γ[D0→ K−π+π−π+] Γ[D0→ K+π−π+π−]
, (5.6)

is the WS/RS ratio that will ultimately be measured, and

εCOR =

√
εRS
K+π−π+π−ε

RS
K−π+π−π+

εWS
K−π+π−π+ε

WS
K+π−π+π−

, (5.7)

is the efficiency correction. εCOR is expected to be close to 1, so is neglected until

Section 5.6.

In the following sections RM will be measured in several independent lifetime bins. A

χ2 fit is then applied to the results in order to constrain the parameters of interest.

5.3 Selection

The analysis uses the full data sample collected by LHCb in 2011 at a centre of mass

collision energy of
√
s = 7 TeV - this corresponds to an integrated luminosity of 1.0 fb−1.

Before describing the selection cuts used in the analysis, the list of variables that are

used is first defined:

• Track χ2/ndf – the χ2 of the track fit.

• χ2
IP – the χ2 difference between the PV reconstruction with and without the par-

ticle in question.
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• DoCA (Distance of Closest Approach) – the shortest distance between the recon-

structed tracks of the daughters of the particle.

• FD – reconstructed flight distance of a long-lived particle.

• LT – reconstructed proper lifetime of a long-lived particle.

• DIRA (cosine DIRection Angle) – a particle with an origin vertex xO, decay vertex

xD, and momentum p, has its DIRA defined by ((xD − xO) · p) /|p| |xD − xO|.

This is the cosine of the angle between the reconstructed momentum and the

direction vector (calculated from origin and decay vertex).

• Vertex χ2/ndf – the χ2 per degree of freedom of a particle’s vertex fit i.e. D0 Vertex

χ2/ndf is the χ2/ndf of the vertex formed from Kπππ candidates.

• GhostProb – probability of a particle being a ghost (see Section 5.5.3).

• χ2
DTF – the χ2 calculated by the Decay Tree Fitter (DTF) algorithm (see Sec-

tion 5.3.3).

• DLLKπ – the log-likelihood difference between K and π hypotheses (see Equa-

tion 3.4).

• DLLeπ – the log-likelihood difference between e and π hypotheses (see Equa-

tion 3.4).

• mD0– the reconstructed invariant mass of the Kπππ candidates used to form the

D0 candidate.

• mD∗ – the reconstructed invariant mass of the Kππππs candidates used to form

the D∗ candidate.

• ∆m (or ‘delta mass’) – the mass difference between the D0 and the D∗ candidate

i.e. ∆m = mD∗ −mD0 .

• mPDG
D0 – the well-measured D0 mass taken from PDG [13].

• τD0– the well-measured D0 lifetime taken from PDG [13].
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5.3.1 Trigger

When the data are collected, only events that fire one or more trigger lines (as described

in Section 3.5) are stored to disk. In this analysis, the signal candidates are additionally

required to pass a specific subset of those trigger lines.

For the L0 trigger it is required that the D∗ candidate is TOS with respect to the

L0Hadron trigger or TIS1 with respect to all L0 triggers. For the HLT1 trigger it is

required that the D∗ candidate is TOS with respect to the signal track trigger line. For

the HLT2 trigger it is required that the D∗ candidate is TOS with respect to a dedicated

D → hhhh trigger line.

The dedicated D → hhhh trigger line’s algorithm first loops over pairs of hadrons and

requires that they satisfy loose requirements on variables such as χ2
IP, Track χ2/ndf,

and pT. A second loop is then performed where two more hadrons are added - at this

stage the invariant mass of the hhhh candidates is calculated, allowing cuts on the D0

candidate mass, mD0 , to be applied. Finally the D0 is combined with πs candidates

with pT > 300 MeV and p > 3 GeV - it is required that the mass difference between the

D∗ and the D0 candidate, m(hhhhπs)−m(hhhh), is less than 180 MeV. This quantity

is called the ‘delta mass’ or ∆m.

5.3.2 Stripping

When using DaVinci to find signal candidates in the LHCb dataset (Section 3.6), it

would take too long, and be too inefficient, to run over the entire LHCb dataset. For this

reason the LHCb dataset is ‘stripped’ several times a year to reduce the dataset down to

a more manageable size. In order to study a particular decay chain, a ‘stripping line’ can

be written to ensure candidates for that decay chain are present in the stripped dataset.

For this analysis a dedicated D0 → hhhh stripping line is used - the cuts imposed by

this stripping line are listed at the end of the section (Table 5.3).

1Definitions of TIS and TOS are given in Section 3.5
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5.3.3 Decay Chain Reconstruction

Decay chain reconstruction is the way in which reconstructed tracks are combined to

form a decay chain e.g. in this analysis Kππππs candidates are put together to form

the decay chain D∗ → D0πs, D
0 → Kπππ.

The usual way to reconstruct a decay chain, known as the ‘leaf by leaf’ approach, is

to start from the bottom of the decay chain and work upwards i.e. combine the Kπππ

candidates to form a D0 candidate, then combine this with a πs candidate to form a D∗

candidate. Another way to do this is using the Decay Tree Fitter (DTF) algorithm [74]

- this takes all final state particles at once and fits the entire decay tree simultaneously.

DTF also allows additional constraints to be added to the system - for instance forcing

the D0 and πs candidates to come from a common vertex located at the PV. This

constraint has large resolution benefits for the ∆m distribution, as demonstrated in

Figure 5.1, where DTF has been applied to MC signal events (the simulated data sample,

known as the MC sample, is described in Section 5.6.1).
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Figure 5.1: The ∆m and mD0 distribution of MC signal events using (black) no DTF
(red) DTF

Although DTF brings a large benefit in terms of resolution, it can also cause strange

behaviour when applied to backgrounds. For secondaryD decays (i.e. aD meson created

in the decay of a B meson) that are reconstructed as a prompt D (i.e. created at the

PV) the ∆m distribution is shifted to a lower mass with respect to signal (Figure 5.2).

This is because it forces the D0 and the πs to point back to the PV, narrowing the

opening angle, and lowering the D∗ mass (and therefore ∆m). The effect is dependent

on the B flight distance, and therefore the D0 lifetime (calculated with respect to to

the PV), as illustrated in Figure 5.2. For the stripping and trigger cuts described in
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Section 5.3.1 and Section 5.3.2, all variables are calculated using ‘leaf by leaf’ decay chain

reconstruction. From this section onwards, all variables are calculated using DTF. One

exception is the D0 χ2
IP (and D0 log10 χ

2
IP) variable which is later used to discriminate

prompt from secondary D0 decays (Section 5.5.1). The DTF algorithm is not used for

this variable because it forces the D0 to point to the PV, meaning the variable will

always be identically 0 i.e. it forces all decays to look like they were produced at the

PV.
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Figure 5.2: Histograms showing (left) the ∆m distribution (right) the D0 log10 χ
2
IP dis-

tribution. MC signal events are shown in black, the coloured lines show MC secondary
events with (red) D0 LT < 2 τD0 (pink) 2 τD0 < D0 LT < 5 τD0 (green) D0 LT > 5 τD0 .

5.3.4 Preselection

Before optimising offline selection cuts, preselection cuts are applied to reduce the num-

ber of peaking background events in the sample - the exact values for these cuts are

motivated in subsequent sections. The preselection cuts are listed in Table 5.1.

Preselection Cut Reason

D0 log10 χ
2
IP < 1.0 Reduce secondary background (Section 5.5.1)

πsGhostProb < 0.05 Reduce ghost background (Section 5.5.2)

|mD0 −mPDG
D0 | < 24.0 MeV Reduce double mis-ID background (Section 5.5.3)

Table 5.1: List of preselection cuts.

5.3.5 Offline Selection

The offline selection cuts are optimised using 1% of the total dataset, which will be

referred to as the ‘training sample’. This sample is discarded for the remainder of
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the analysis. From the training sample a ‘signal training sample’ and a ‘background

training sample’ are created. The signal training sample is taken from the RS candidates,

selecting a elliptical region around the measured mD0 and ∆m:

(
∆m− 145.45

0.65

)2

+

(
mD0 − 1866.0

13.0

)2

< 2.0.

The background training sample is taken from WS candidates, selecting events in the

∆m sidebands: ∣∣∣∣
∆m− 145.45

0.65

∣∣∣∣ > 4.0.

The background training sample mainly consists of ‘random slow pion’ background,

where a true D0 candidate is combined with a fake slow pion. Both signal and back-

ground regions are shown in the 2D mD0-∆m plane in Figure 5.3.

Signal Sample Background Sample
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Figure 5.3: Candidates that pass preselection and trigger cuts (left) The ‘signal training
sample’ are RS decays that fall within the superimposed ellipse (right) The ‘background
training sample’ are WS decays that fall outside the superimposed hashed region.

To optimise the offline selection cuts a genetic algorithm was used. It was found that only

four variables were necessary to give the optimal selection, these being πs pT, πs DLLeπ,

D0 pT and (D∗χ2
DTF −D0χ2

IP). The reason (D∗χ2
DTF −D0χ2

IP) is used (as opposed to
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D∗χ2
DTF alone) is because D∗χ2

DTF is correlated to D0χ2
IP - this is not desirable because

this variable is used for determining the fraction of candidates that comes from the decay

of a b-hadron (Section 5.5.1).

The figure of merit (FoM) used to optimise the selection cuts is the signal significance,

s√
s+b

, where s is the number of signal, and b is the number of background in the region

∆m ∈ [145.4− 1.3, 145.4 + 1.3]. The FoM is optimised for WS candidates in the highest

lifetime bins, where it is estimated there will be ∼ 150 signal events prior to offline

selection. The number of events in the signal training sample was therefore scaled to

150. The number of events in the background training sample was scaled to 150/fs/b,

where fs/b is the signal/background fraction of WS candidates in the training sample

prior to offline selection. The quantity fs/b was measured to be ∼ 0.22 by fitting the

∆m distribution of candidates - the training sample with the superimposed ∆m fit is

shown in Figure 5.4. The distribution of the training variables, prior to offline selection,
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Figure 5.4: The ∆m distribution of the training sample for all event categories with the
fit result superimposed. This is used to estimate the WS signal to background ratio,
fs/b, prior to any preselection cuts. The fit procedure is detailed in Section 5.4.

for signal and background samples is shown in Figure 5.5. The optimal cut values are

also superimposed in the figure. On an independent test sample, the offline selection
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cuts were found to retain 86% of signal, while rejecting 37% of background, for events

passing the stripping, trigger and preselection cuts.

D0 pT > 4940 MeV

 [MeV]
T

p0D
0 5000 10000

E
ve

nt
s 

[n
or

m
al

is
ed

 s
ca

le
]

0

0.01

0.02

0.03

0.04

0.05

0.06

πs DLLeπ < 1

πe DLLsπ
-20 -10 0 10 20

E
ve

nt
s 

[n
or

m
al

is
ed

 s
ca

le
]

0

0.05

0.1

0.15

0.2

0.25

(D∗χ2
DTF −D0χ2

IP) <40

IP
2Χ0 - DDTF

2ΧD*
0 50 100 150 200 250

E
ve

nt
s 

[n
or

m
al

is
ed

 s
ca

le
]

0

0.05

0.1

0.15

0.2

0.25

0.3

πs pT > 360 MeV

 [MeV]
T

psπ
0 200 400 600 800 1000

E
ve

nt
s 

[n
or

m
al

is
ed

 s
ca

le
]

0

0.01

0.02

0.03

0.04

0.05

Figure 5.5: The signal training sample (red) and the background training sample (blue)
used to optimise the offline selection cuts. The black hashed area shows the region ex-
cluded by the optimised offline selection cuts. The limits and binning of the histograms
demonstrate the cut values that were available to the genetic algorithm.
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5.3.6 PID Selection

A large peaking background in the sample of WS candidates is caused by the double

misidentification of two D daughters, which can make a RS decay (D0→ K−π+π−π+)

look like a WS decay (D0 → π−K+π−π+) i.e. both a kaon misidentified as a pion and

a pion misidentified as a kaon. Such events are called double mis-ID background.

To demonstrate the nature of this background, a sample of MC signal has been recon-

structed with the incorrect mass hypotheses. Projections of mD0 and ∆m are plotted

in Figure 5.6 for both the correct and incorrect mass hypotheses - it is seen that double

mis-ID events peak in ∆m but are very broad in mD0 .
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Figure 5.6: Projections of both mD0 and ∆m for the correct mass hypothesis (black)
and when the mass hypotheses of a π and a K are swapped (red).

To suppress double mis-ID background a signal window in mD0 is defined |mD0 −

mPDG
D0 | < 24.0 (see Table 5.1). This is defined symmetrically around mPDG

D0 , containing

approximately ±3σ of the observed signal width.

When later fitting the ∆m distribution to obtain signal yields, only double mis-ID events

that are within the mD0 signal window remain - Figure 5.7 shows the ∆m shape of double

mis-ID events within this window. It is clear that within the mD0 signal window, the

∆m shape is very similar for both signal and double mis-ID events. Therefore, to a good

approximation, it is possible to use the same ∆m PDF to describe both shapes i.e. the

signal yield will encompass both true signal and double mis-ID events.



Evidence of D-mixing in wrong sign D0→ K+π−π+π− decays 80

 [MeV]0
D

m
1800 1850 1900

E
ve

nt
s 

[n
or

m
al

is
ed

 s
ca

le
]

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

 [MeV]m∆
140 145 150

E
ve

nt
s 

[n
or

m
al

is
ed

 s
ca

le
]

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
0.2

0.22

Figure 5.7: Projections of both mD0 and ∆m for (black) the correct mass hypothesis
(red) the mass hypotheses of a π and a K are swapped. The mD0 signal window is
highlighted in the left figure. Only events that fall within this window are used in the
right figure.

To estimate the number of double mis-ID events in the WS signal region (region R1)

the number in the mD0 sidebands (region R2) is determined, then extrapolated into R1.

The two regions are defined:

• R1: 139.0 < ∆m < 154.0 && |mD0 −mPDG
D0 | < 24.0.

• R2: 139.0 < ∆m < 154.0 && |mD0 −mPDG
D0 | > 40.0.

These regions are also shown in the 2D mD0–∆m plane in Figure 5.8.
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Figure 5.8: 2D histogram of mD0 – ∆m for WS candidates that pass (left) trigger
requirements and offline selection (right) trigger requirements, offline and PID selection.
R1 is the signal region used to determine the signal yields. R2 is the sideband region
used to estimate the number of double mis-ID events that contaminate the signal region.

The number of double mis-ID events in R2 is found from a fit to the ∆m distribution (see

Figure 5.9). The shape of double mis-ID background is hard to parameterise, and
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therefore the ∆m sidebands are fitted using only a background PDF. The background

shape is then integrated into the signal region, allowing the number of double mis-ID

events to be calculated. Once the number of double mis-ID events in R2 is determined,

this is scaled (assuming a linear shape in mD0) to determine the number in R1.
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Figure 5.9: Black data points show ∆m for WS candidates in the sidebands of mD0

(as highlighted as R2 in Figure 5.8). Superimposed with a red line is a fit to this
distribution, only performed in the region with a solid line. The PDF is then integrated
in the dashed region to calculate the number of double mis-ID events.

In order to suppress double mis-ID background, the DLLKπ cuts on the D0 daughters

are optimised. The optimisation is performed by scanning over the DLLKπ cuts KPIDK

and π PIDK which, for the final state K−π+
1 π
−π+

2 , are defined2:

• K PIDK = x : K− DLLKπ > x

• π PIDK = x : π+
1 DLLKπ < x && π+

2 DLLKπ < x

Notice that cuts are only applied to the opposite sign pions (Q(K) 6= Q(π)) because

only these will change the event type from RS to WS (and therefore bias the WS/RS

ratio). To find the optimum point in K PIDK – π PIDK parameter space, a figure of

merit (FoM) is evaluated at points in a 2D grid. The chosen FoM is s/
√
s+ 2b, where

s is the number of WS events, and b is the number of double mis-ID events. This is

similar to the ‘signal significance’ FoM used in Section 5.3.5, but accounts for the limited

mD0 sidebands available to determine the number of double mis-ID events3. The FoM

is optimised for WS events in the highest lifetime bins, and for this reason the signal

2where ‘:’ should be interpreted as ‘is defined by’
3regions R1 and R2 are approximately the same width in mD0 so there is an error of ∼

√
b on the

expected number of background in R1, which itself fluctuates according to a Poisson distribution, giving
σ2
B = 2b
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and background yields are scaled to give 150 signal events before the DLLKπ cuts are

applied. The results of the study are shown in Figure 5.10.
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Figure 5.10: The FoM (described in the text) evaluated at a grid of points inKPIDK – π
PIDK plane.

From the results of the optimisation study in Figure 5.10, the best strategy is to have

a tight DLLKπ cut on the K candidate (K DLLKπ > 8.0) and no DLLKπ cut on the

π candidates (limited by the cut in the stripping of π DLLKπ < 3.0). The 2D mD0

-∆m distribution before and after PID cuts is shown in Figure 5.8. The vertical band,

seen before PID cuts, is a result of double mis-ID events. This is seen to be signifi-

cantly reduced after PID cuts. Any remaining double mis-ID events are considered in

Section 5.5.2.

5.3.7 Multiple Candidates

A small fraction of events contain multiple candidates. Most of these have the same

D0 candidate combined with a different πs, meaning that the vast majority of these

are random slow pion background. For any event containing multiple candidates, one

candidate is picked at random and the rest are discarded - this criterion removes ∼ 4%

of candidates.

The multiple candidates are removed after all selection cuts, except those used to reduce

peaking backgrounds (Table 5.1). These cuts are later relaxed (Sections 5.5.1 - 5.5.3) in
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order to quantify peaking backgrounds, so it is convenient to remove multiple candidates

before these cuts are made.

5.3.8 Selection Overview

Table 5.2 gives a summary of the number of candidates remaining after different stages

of selection. After all cuts, there is a total of 3,617,461 WS+RS candidates remaining.

This number includes the 1% of events that were removed to train the offline selection

cuts. Table 5.3 gives a summary of all selection cuts.

Magnet Up Magnet Down Total

Stripping 13,738,418 19,826,553 33,564,971

Trigger 4,504,505 6,361,998 10,866,503

Preselection 4,025,399 5,711,654 9,737,053

Selection 3,098,624 4,427,155 7,525,779

PID 2,516,132 3,607,714 6,123,846

Multiple Cands 2,401,095 3,446,084 5,847,179

πs GhostProb 1,875,959 2,700,020 4,575,979

D0 log10 χ
2
IP 2,053,868 2,957,486 5,011,354

mD0 2,220,272 3,190,438 5,410,710

Final 1,480,418 2,137,043 3,617,461

Table 5.2: Candidate yields after each stage of selection. Separate numbers are given
for data taken with ‘magnet up’ and ‘magnet down’ polarity. The indented rows indi-
cates the three selection cuts used to suppress peaking backgrounds (Table 5.1) - the
candidate yields given in these rows are all with respect to the ‘Multiple Cands’ row.
The bottom row shows the candidate yields when all three cuts are applied.
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Variable name Stripping Offline Selection

h± Track χ2/ndf < 4 —

χ2
IP > 3.0, —, —, 30a —

pT > 350 MeV —

|~p| > 3 GeV —

K− DLLKπ > 0 > 8

π± DLLKπ < 3 —

D∗ Vertex χ2/ndf < 20 —

DoCA < 0.22 mm —

pT > 3 GeV —

πs pT > 120 MeV > 360 MeV

|~p| > 3 GeV —

DLLeπ > 120 MeV < 1

GhostProb — < 0.05

D0 Vertex χ2/ndf < 10 —

hihj pair DoCA < 0.12 mm —

pT > 3000 MeV > 4940 MeV

FDχ2 > 48 —

χ2
IP < 30 < 10

DIRA > 0.99980 —

|m−mPDG| < 65 MeV < 24 MeV

DTFχ2- D0 χ2
IP — < 40.0

Table 5.3: Selection criteria used in the stripping selection and offline selection. This
does not include the trigger criteria described in Section 5.3.1 or the removal of multiple
candidates detailed in Section 5.3.7. The symbol h represents any D0 daughter i.e. both
π and K.

aThe χ2
IP of the D0 daughters are sorted in ascending order, then the cuts are applied in the order

listed.
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5.4 Measuring RS and WS yields

To determine the RS and WS yields the ∆m distribution of selected signal candidates is

modelled using a signal and a background shape. As well as true signal decays, the signal

shape is also designed to encompass peaking backgrounds (Section 5.5) from double mis-

ID and secondary background (a D meson that is the decay product of a B meson) - a

correction is later applied to account for the presence of these backgrounds.

5.4.1 Shape components

This section describes the shape components used to create the signal and background

parameterisations.

5.4.1.1 Gaussian shape

The Gaussian shape is defined as:

G (∆m;µ, σ) =
1

NG
e−

1
2(∆m−µ

σ )
2

(5.8)

The parameters µ and σ describe the mean and width of the distribution. The parameter

NG gives the normalisation integral of the Gaussian, which is calculated analytically.

5.4.1.2 Johnson shape

The Johnson shape [75] is defined as:

J (∆m;µ, σ, δ, γ) =
1

NJ

e−
1
2 [γ+δarcsinh(∆m−µ

σ )]
√

1 +
(

∆m−µ
σ

)2
(5.9)

The parameters µ and σ describe the mean and width of the distribution, whereas γ and

δ describe the asymmetric tails. The parameter NJ gives the normalisation integral of

the Johnson, which is calculated analytically.
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5.4.1.3 Chebyshev polynomial

A third order Chebyshev polynomial is defined in Equation 5.10 with coefficients p1, p2

and p3. The set of Chebyshev polynomials are orthogonal over the range [−1, 1], so the

data are mapped (via a linear transformation) into this range.

Chebyshev (∆m; p1, p2, p3) = 1.0 + p1x+ p2(2x2 − 1) + p3(4x3 − 3x), (5.10)

where x = 2
∆m−min(∆m)

max(∆m)−min(∆m)
− 1.

5.4.1.4 HistPoly shape

The HistPoly Shape, defined in Equation 5.11, is a histogram h(∆m) multiplied by a

Chebyshev polynomial. The Chebyshev polynomial is evaluated at the bin centre of the

nearest bin. This ensures that the HistPoly Shape stays constant over the bin width.

HistPoly (∆m; p1, p2, p3) =
1

NHistPoly
h(∆m)Chebyshev (binCenter(∆m); p1, p2, p3)

(5.11)

The parameter NHistPoly gives the normalisation integral of the HistPoly shape, which

is calculated numerically.

The histogram, h(∆m), is made from a large sample of ‘random slow pion’ events.

These are generated by combining a D0 candidate with a πs candidate from another

event. The ∆m of the ‘random slow pion’ combination is then added to h(∆m) - the

resulting histogram is seen in Figure 5.11.

5.4.2 Signal PDF

The parameterisation used to model the signal shape is the sum of a Johnson and 3

Gaussians. The Johnson has fit parameters µ, σ, δ and γ, as defined in Equation 5.9.

The 3 Gaussians are described by the fit parameters ∆µ,i and sσ,i, where i labels the

Gaussian number. The mean and width of each Gaussian is then given by µ + ∆µ,i

and σ · sσ,i respectively i.e. ∆µ,i gives the offset between the Johnson mean and the
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Figure 5.11: ∆m distribution of D0 candidates combined with slow pion candidates
from different events.

ith Gaussian mean, whereas sσ,i gives the scale between the Johnson width and the ith

Gaussian width. The parameters f1, f2 and f3 describe the relative fraction of events

in each signal component. The full signal PDF is defined:

S(∆m; Θsig) =f3

(
f2

(
f1G (∆m;µ+ ∆µ,1, σ · sσ,1) (5.12)

+ (1− f1)G (∆m;µ+ ∆µ,2, σ · sσ,2)
)

+ (1− f2)G (∆m;µ+ ∆µ,3, σ · sσ,3)

)

+ (1− f3)J (∆m;µ, σ, δ, γ) ,

where the parameter Θsig is a vector containing all fit parameters in the signal PDF.

5.4.3 Background PDF

To model the background shape the HistPoly Shape is used from Equation 5.11. It

was found sufficient to use only a first order polynomial i.e. p2 = p3 = 0. The full

background PDF is defined:

B(∆m; Θback) = HistPolyShape (∆m; p1, 0, 0) , (5.13)

where the parameter Θback is a vector containing all fit parameters in the background

PDF.
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5.4.4 Full PDF

To extract the RSD0, RSD0, WSD0 and WSD0 yields from data, a simultaneous

binned maximum likelihood fit is performed to all four event categories. The signal shape

of each category is expected to be the same, therefore all signal shape parameters, Θsig,

are shared. This allows the signal shape to be constrained from the much higher statistics

in the RS category, giving a smaller uncertainty on the WS yields. All categories have the

same background parameterisation but use independent parameters, ΘCAT
back . The signal

and background yields in each category are given by NCAT
sig and NCAT

back respectively. The

total PDF, TCAT, for each category, is given by:

TRSD0

(
∆m; ΘRSD0

back ,Θsig

)
= NRSD0

sig S(∆m; Θsig) +NRSD0

back B(∆m; ΘRSD0

back )

TRSD0

(
∆m; ΘRSD0

back ,Θsig

)
= NRSD0

sig S(∆m; Θsig) +NRSD0

back B(∆m; ΘRSD0

back )

TWSD0

(
∆m; ΘWSD0

back ,Θsig

)
= NWSD0

sig S(∆m; Θsig) +NWSD0

back B(∆m; ΘWSD0

back )

TWSD0

(
∆m; ΘWSD0

back ,Θsig

)
= NWSD0

sig S(∆m; Θsig) +NWSD0

back B(∆m; ΘWSD0

back ) (5.14)

5.4.5 Fit to Lifetime-Integrated Sample

To test the validity of the PDF in Equation 5.14, the fit is performed on the full sample

of selected signal candidates, using the entire lifetime range [0.5 τD0 , 20 τD0 ]. The signal

candidates in all four categories are shown in Figure 5.12 with the fit result superimposed.

Also shown are the pull distributions, which indicate a good fit quality. The signal

yields for each category are NRSD0

sig = 1, 614, 900 ± 1500, NRSD0

sig = 1, 678, 300 ± 1600,

NWSD0

sig = 6050± 120 and NWSD0

sig = 6242± 120.
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Figure 5.12: ∆m distribution of selected signal candidates for all four event categories.
In all figures, the result of the simultaneous fit is superimposed. The signal and back-
ground PDFs (peaking and not-peaking respectively) are drawn using a solid blue line.
The individual components of the signal PDF are drawn using dashed lines (the Johnson
function is coloured green, and the remaining colours are the Gaussian components).
The total PDF (signal + background) is drawn using a solid red line.
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5.4.6 Determination of the time-dependent WS/RS ratio

To measure the time-dependent WS/RS ratio, the fit method presented in Section 5.4.5

is applied in 10 independent lifetime bins. The lifetime bins are defined in the range

[0.5 τD0 , 20 τD0 ] so that no bin contains fewer that 150 WS signal events. The resulting

yields are summarised in Table 5.4. The time-dependent WS/RS ratio is shown in

Figure 5.13 - this displays a clear time-dependent variation, indicating contributions

from D-mixing.

τt / 
5 10 15 20

R
(t

)

0.003

0.0035

0.004

0.0045

0.005

0.0055

0.006

Figure 5.13: The WS/RS ratio measured in bins of D0 LT (defined in Table 5.4)



Bin t
−
i /τD0 t

+
i /τD0 NRSD0

sig NRSD0
sig NWSD0

sig NWSD0
sig Ntotsig NRSD0

back NRSD0

back NWSD0

back NWSD0

back Ntotback WS/RS

0 0.50 1.25 302924 ± 1468 314729 ± 1519 1058 ± 49 1062 ± 49 619773 ± 2114 17271 ± 1364 17097 ± 1414 13580 ± 122 13148 ± 120 61096 ± 1972 0.00343 ± 0.00011

1 1.25 1.70 383589 ± 751 399338 ± 771 1383 ± 57 1434 ± 57 785745 ± 1079 21660 ± 451 22033 ± 467 18916 ± 144 18074 ± 140 80683 ± 680 0.00360 ± 0.00010

2 1.70 2.15 312542 ± 1715 323620 ± 1779 1142 ± 52 1153 ± 52 638457 ± 2472 17127 ± 1622 17483 ± 1686 15782 ± 132 15118 ± 129 65510 ± 2346 0.00361 ± 0.00012

3 2.15 2.60 217714 ± 658 226223 ± 676 829 ± 44 853 ± 44 445618 ± 945 12289 ± 477 12381 ± 493 11187 ± 111 10515 ± 108 46373 ± 703 0.00379 ± 0.00014

4 2.60 3.05 144123 ± 427 150393 ± 435 533 ± 36 589 ± 36 295638 ± 612 8274 ± 216 8404 ± 219 7515 ± 91 7231 ± 89 31424 ± 333 0.00380 ± 0.00017

5 3.05 3.50 93038 ± 363 97144 ± 373 396 ± 30 387 ± 29 190965 ± 522 5404 ± 210 5681 ± 218 4920 ± 73 4696 ± 72 20701 ± 320 0.00412 ± 0.00022

6 3.50 3.95 60018 ± 274 61817 ± 279 214 ± 23 245 ± 24 122295 ± 393 3415 ± 138 3515 ± 141 3190 ± 59 3103 ± 58 13222 ± 214 0.00376 ± 0.00027

7 3.95 4.40 37230 ± 226 39168 ± 233 150 ± 19 190 ± 20 76738 ± 326 2313 ± 127 2370 ± 133 2043 ± 48 1889 ± 46 8615 ± 195 0.00442 ± 0.00036

8 4.40 5.10 32961 ± 246 33853 ± 252 183 ± 19 171 ± 19 67169 ± 353 1967 ± 171 1988 ± 177 1744 ± 44 1646 ± 43 7345 ± 254 0.00530 ± 0.00040

9 5.10 20.00 30675 ± 204 31869 ± 208 159 ± 18 157 ± 19 62861 ± 293 2007 ± 114 1886 ± 115 1691 ± 43 1779 ± 44 7362 ± 174 0.00506 ± 0.00042

10 0.50 20.00 1614902 ± 1525 1678263 ± 1562 6050 ± 118 6242 ± 118 3305457 ± 2189 91642 ± 899 92735 ± 927 80566 ± 297 77198 ± 291 342140 ± 1356 0.00373 ± 0.00005

Table 5.4: Signal and background yields found from fitting the ∆m distribution of selected signal candidates in independent lifetime bins. The upper
and lower boundary of each lifetime bin is given in the second and third columns respectively.
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5.5 Peaking Backgrounds and Systematics

5.5.1 Secondary Decays

One source of peaking background is from D∗ mesons that originate from the decay

of b-hadrons. This ‘background’ is actually real signal, but because the D0 lifetime is

calculated with respect to the primary vertex, there is a bias in the measured lifetime.

The measured WS/RS ratio, including this background, can be expressed as:

RM (t) =
NWS (t) +NWS

B (t)

NRS (t) +NRS
B (t)

(5.15)

= R (t)

[
1− fRSB (t)

(
1− RB (t)

R (t)

)]
(5.16)

= R (t) [1−∆B (t)] (5.17)

where NWS (t) and NRS (t) are the number of promptly produced WS and RS decays,

and NWS
B (t) and NRS

B (t) are the number of WS and RS decays produced in the decay

of b-hadrons. R(t) and RB(t) give the WS/RS ratio of promptly produced and not-

promptly produced decays respectively. The fraction of secondary decays in the RS

sample is defined as,

fRSB (t) =
NRS
B (t)

NRS (t) +NRS
B (t)

, (5.18)

and the secondary correction is defined as,

∆B (t) = fRSB (t)

(
1− RB (t)

R (t)

)
. (5.19)

For correctly measured D decay times RB (t) ≡ R (t). However the measured lifetime

of a D0 produced at a secondary vertex will always be an overestimation, and therefore

RB(t) must be bounded on both sides by the minimum and maximum of R(t) in the

lifetime range [0, t] (given by Rmin (t) and Rmax (t) respectively),

Rmin (t) ≤ RB (t) ≤ Rmax (t) . (5.20)
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After some simple algebraic manipulation, one can show that the secondary correction,

∆B (t), must also be bounded on both sides:

fRSB (t)

[
1− Rmax (t)

R (t)

]
≤ ∆B (t) ≤ fRSB (t)

[
1− Rmin (t)

R (t)

]
, (5.21)

∆min
B (t) ≤ ∆B (t) ≤ ∆max

B (t) , (5.22)

where ∆min
B (t) and ∆max

B (t) are defined:

∆min
B (t) = fRSB (t)

[
1− Rmax (t)

R (t)

]
, (5.23)

∆max
B (t) = fRSB (t)

[
1− Rmin (t)

R (t)

]
. (5.24)

To correct the measured WS/RS ratio for the presence of secondary decays, the mid-

point, ∆COR
B (t), of ∆min

B (t) and ∆max
B (t) is used. One also needs to allow for fluctuations

between these limits, and so an uncertainty, σCOR
B (t), is assigned to the correction. This

is chosen to be the half distance between ∆min
B (t) and ∆max

B (t). The two quantities are

defined:

∆COR
B (t) =

∆max
B (t) + ∆min

B (t)

2
(5.25)

σCOR
B (t) =

∆max
B (t)−∆min

B (t)

2
(5.26)

To compute these quantities, one needs to find Rmin(t) and Rmax(t) which depend on

the quantities being measured (x, y, rD, RfD, δfD). For this reason, the calculation

and application of ∆COR
B (t) and σCOR

B (t) must be performed in time-dependent WS/RS

fitter, so that their values can be updated from the current parameterisation of the

WS/RS ratio that is described in the fitter. This procedure is described in Section 5.7.

5.5.1.1 Determination of the Secondary Fraction

In order to calculate the secondary correction, the secondary fraction in RS decays,

fRSB,i , first has to be determined - the i subscript indicates the secondary fraction in

lifetime bin i. To determine fRSB,i a fit is performed to the D0 log10 χ
2
IP distribution in

each lifetime bin, where the fitted PDF has both a prompt and a secondary component.
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Figure 5.14: Fit to the sWeighted D0 log10 χ
2
IP distribution of candidates with D0

lifetime below 0.7 τD0 . The distribution is fitted using only the prompt component
described in the text. The arrow superimposed in the figure indicates the candidates
that pass the event selection (D0 log10 χ

2
IP < 1.0).

The background is first subtracted from the D0 log10 χ
2
IP distribution using the sPlot

technique [76]. The sPlot technique uses a fit to a discriminating variable, ∆m in this

example, to calculate event by event weights called sWeights - these weights can then be

used to subtract background from any distribution uncorrelated to ∆m. The sWeights

are generated independently in each lifetime bin from a fit to the ∆m distribution. Unlike

the ∆m fits described in Section 5.4.6, the cut of D0 log10 χ
2
IP < 1.0 is now relaxed to

< 1.48 - this cannot be relaxed further due to a cut in the HLT2 trigger line. Using this

looser cut increases the secondary component, which in turn improves the reliability of

the fit - this is evident from a reduced correlation between prompt and secondary yields,

giving a better determination of fRSB,i . The prompt and secondary yields returned by the

fitter are for candidates passing the looser D0 log10 χ
2
IP cut - in order to determine the

yields with the cut reapplied, the prompt and secondary shapes are integrated in the

region D0 log10 χ
2
IP < 1.0. From these the secondary fraction is determined.

The prompt component is modelled with the sum of a Johnson and a Gaussian (Equa-

tion 5.9 and Equation 5.8 respectively). Because a promptly produced D meson should

always point back to the primary vertex (independent of its lifetime), the shape of the

prompt component is expected to be the same in all lifetime bins. For this reason the

shape is fixed from a fit to candidates with a D0 lifetime below 0.7 τD0 where the fraction

of secondary decays is expected to be negligible. Although the parameters describing

the shape of the prompt distribution are fixed, the mean of the distribution is allowed

to float. The determination of the prompt shape is shown in Figure 5.14.
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Due to the characteristically large flight distance of the b-hadron, a D0 produced in

the decay of b-hadron is not expected to point back to the PV. Because the D0 LT is

correlated to the b-hadron flight distance (the D0 LT is calculated with respect to to

the PV) the D0 log10 χ
2
IP shape of secondary decays is not expected to be the same in

different lifetime bins. To obtain the secondary D0 log10 χ
2
IP shape, signal candidates

which can also be reconstructed as the decay B → D∗µX are used. This involves

looking for a µ candidate that forms a common vertex with the D∗ candidate. A sample

of these candidates is created for each lifetime bin then used as a template for the

secondary shape.

The sWeighted D0 log10 χ
2
IP distribution of candidates (with the loosened D0 log10 χ

2
IP

cut) are shown in Figure 5.15 for each lifetime bin with the results of a binned χ2

fit superimposed. Beneath each figure are the pulls which indicate a rather good fit

quality - one would not expect the distribution of pulls to be perfectly Gaussian due to

limited (and correlated) statistics in the secondary template. Figure 5.16 shows the fRSB,i

distribution determined from the D0 log10 χ
2
IP fits. As one would expect, the secondary

fraction has a strong time dependence that increases with D0 LT.

The secondary fraction was found to be sensitive to the choice of prompt and secondary

shape chosen. Therefore a systematic uncertainty is assigned to the secondary fractions

reported in Figure 5.16 - this is estimated by re-calculating the fRSB,i with several differ-

ent prompt and secondary parameterisations. The standard deviation of the different

fractions is taken as the systematic uncertainty, which is added in quadrature to the

statistical uncertainty. As an alternate prompt shape a Johnson (without a Gaussian)

is used. For an alternate secondary shape a smoothed out version of the template (used

as the nominal model) is used. The secondary fraction is determined using all four

combinations of prompt/secondary shape with the results shown in Figure 5.17. The

final result, with the systematic uncertainty included, is also presented in Figure 5.17.

The statistical uncertainty associated with fRSB,i is typically ∼ 0.25%, compared to a

systematic uncertainty of ∼ 0.5%.
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Figure 5.15: Fits to the sWeighted D0 log10 χ
2
IP distribution of candidates with the

loosened cut of D0 log10 χ
2
IP < 1.48. The distribution is shown in each lifetime bin. The

arrow in each figure indicates which candidates pass the selection cut of D0 log10 χ
2
IP <

1 (the region in which the secondary fraction ultimately needs to be determined). The
total PDF is superimposed using a solid red line, whereas the individual prompt and
secondary components are drawn using a solid blue line.
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Figure 5.16: The secondary fraction in each lifetime bin before (red) and after (black)
the D0 log10 χ

2
IP < 1.0 cut.
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Figure 5.17: The secondary fraction once the D0 log10 χ
2
IP < 1.0 cut is applied. The

figure on the left shows the results from 4 different prompt/secondary parameterisa-
tions (black) Johnson+Gaussian / template (black) Johnson / template (pink) John-
son+Gaussian / smoothed template (green) Johnson / smoothed template. The figure
on the right shows the secondary fraction of the nominal model (Johnson+Gaussian /
template) with the systematic error included.
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5.5.2 Double mis-ID events

As described in Section 5.3.6, a large peaking background in the sample of WS candi-

dates is caused by the double misidentification of two D daughters. The tight DLLKπ

requirements defined in Table 5.3 remove the majority of these events, but some are still

present.

To determine the number of double mis-ID events remaining in the WS signal region,

the procedure described in Section 5.3.6 is repeated. In summary, it requires finding the

number of mis-ID events in the D0 sidebands (not otherwise used in the analysis), and

extrapolating this number into the signal region. Figure 5.18 shows, in each lifetime bin,

the ∆m distribution of candidates in the D0 sidebands. Superimposed in each figure is

the fit used to determine the number of double mis-ID events in this region.
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Figure 5.18: Fits to ∆m in the sideband region |mPDG
D0 −mD0 | > 40 MeV. The different

figures correspond to different D0 lifetime ranges. The fit results are used to determine
the number of double mis-ID events that peak in the signal region.

From the ∆m fits in the mD0 sideband region, the number of double mis-ID events that

fall in the signal window, |mD0 − mPDG
D0 | < 24.0, is estimated. To do so, the number

of events counted in the sideband region is divided by the total width of the sidebands

(50 MeV) and then multiplied by the width of the signal window (48 MeV). Such a
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scaling assumes the background has a linear shape in mD0 , which is justified looking at

Figure 5.7 (shown previously in Section 5.3.5). The expected number of double mis-ID

events peaking under the WS signal is displayed in Figure 5.19.
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Figure 5.19: (left) The expected number of double mis-ID events peaking under the
WS signal determined from Figure 5.18 (right) The double mis-ID correction ∆ID,i,
with calculation detailed in Equation 5.28.

The measured WS yield, NM
WS, will differ from the true WS yield, NWS, by the number

of mis-ID events, NmisID, leading to the following relation,

NM
WS

NM
RS

=
NWS +NmisID

NM
RS

, (5.27)

where NM
RS is the measured number of RS events (that has a negligible contamination

from double mis-ID background). From this expression it is clear that the difference

between the measured WS/RS ratio and the true WS/RS ratio, also known as the

double mis-ID correction, is

∆ID
i =

NmisID
i

NM
RS,i

, (5.28)

were i labels the ith lifetime bin. The uncertainty associated with ∆ID
i is given by σID

i .

The double mis-ID correction and its uncertainty are shown in Figure 5.19 - as one

would expect, it displays a flat time dependence. In order to combine σID
i with other

systematic uncertainties it is convenient to express it in the following covariance matrix:

ΣID
ij = (σID

i )2 [i = j] (5.29)

ΣID
ij = 0 [i 6= j]. (5.30)
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5.5.3 Ghost Events

When reconstructing an event, it is possible to falsely reconstruct tracks that do not

correspond to a true particle - such tracks are called ‘ghosts’. There are many sources of

ghosts, although the one important to this section is known as ‘inconsistent parts’ [77].

This is when a track is formed from clusters that originate from two or more particles.

One particularly difficult peaking background is from πs ghosts, or ‘slow pion ghosts’.

In particular, the problem arises from ghosts where one correctly identifies the slow pion

clusters in the VELO and TT, but then pairs these with clusters from a different particle

in T1-T3. An illustration of this is seen in Figure 5.20. In these events the determination

of the πs direction is correct, but its momentum is wrong. The charge of these tracks

will also be wrong ∼ 50% of the time, making a RS decay look like a WS decay (and

therefore causing a bias to the WS/RS ratio).

VELO 
TT 

T1 T2 T3 

πs
- 

π+ 

Clusters forming track 

Magnet 

RICH1 

Figure 5.20: An example of a ‘slow pion ghost’ event. The red dots indicate the clusters
that form the track.

As a toy experiment to simulate πs ghosts, a sample of MC signal has had the momentum

of the slow pion randomised, but its direction remains unchanged. The randomisation is

performed in two ways; the first is to generate a random momentum uniformly between

0 and 80 GeV, while the second is to generate the momentum according to the slow pion

momentum distribution in MC. The ∆m shape obtained using the randomised momenta

is shown in Figure 5.21 - for both randomisation methods there is clearly a peak in ∆m.

For further study, 3 independent MC samples have been isolated: ‘slow pion ghost’,

‘random slow pion’ and ‘signal’. All candidates are required to be true D0 candidates

that are from a promptly produced D∗. The signal sample has a slow pion candidate
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Figure 5.21: (left) The ∆m distribution of MC signal candidates with a randomised slow
pion momentum - the two colours represent the two different randomisation methods
described in the text (right) The ∆m distribution of MC signal candidates with a
randomised slow pion momentum (black) and MC signal (red).

that is correctly matched to the true slow pion4. The random slow pion sample has a

slow pion candidate which is successfully matched to a true pion, although this is not

the true slow pion. Finally, the ghost sample has a slow pion candidate that cannot

be matched to any truth particle. Figure 5.22 shows the ∆m distribution of these 3

samples, which demonstrate the expected behaviour.

To further investigate the origin of the πs ghosts, the following definitions are useful:

~ptruth is the 3-momentum of the true πs generated in Pythia, and ~preco is the 3-

momentum of the reconstructed πs candidate. The angle between ~ptruth and ~preco is

defined θtruth−reco, and the asymmetry between |~ptruth| and |~preco| is definedAtruth−reco =

(|~ptruth| − |~preco|) / (|~ptruth|+ |~preco|). True signal should peak in both θtruth−reco and

Atruth−reco whereas random slow pion background should not peak in either. Slow pion

ghost background is correctly identified in the VELO, so should peak in θtruth−reco,

but is incorrectly identified downstream of the magnet, and therefore shouldn’t peak in

Atruth−reco. Distributions of θtruth−reco and Atruth−reco are shown in Figure 5.22 for each

sample of MC - everything demonstrates the expected behaviour.

To investigate how the slow pion ghost background influences the WS/RS ratio, the data

sample is split into 30 independent bins of πs GhostProb, and a ∆m fit is performed

in each. πs GhostProb is used because it is seen to give a good discrimination between

the signal and slow pion ghost samples in MC (see Figure 5.23). The results presented

in Figure 5.24 show that the WS/RS ratio measured in data is indeed highly correlated

4The πs generated by Pythia.
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Figure 5.22: (top left) the angle, θtruth−reco, between the true slow pion and the re-
constructed track (top right) the absolute momentum asymmetry, Atruth−reco, between
the true slow pion and the reconstructed track (bottom) the ∆m distribution. In all
figures black is ‘signal’, red is ‘random slow pion’, and pink is ‘slow pion ghost’.
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Figure 5.23: Projections of the ‘signal’ sample (black) the ‘random slow pion’ sample
(red), and the ‘slow pion ghost’ sample (pink) for πs GhostProb (left) and D0 LT
(right).

to πs GhostProb - for candidates with πs GhostProb > 0.5 the WS/RS ratio increases

by almost an order of magnitude. In order to remove the majority of slow pion ghost

background, the event selection includes a tight cut of πs GhostProb < 0.05. The

WS/RS ratio below this cut does not show any correlation to πs GhostProb.

The slow pion ghost background can also cause a difference in yields when using, or

not using, DTF for decay tree reconstruction (this is in fact how the background was

discovered). As previously shown in Section 5.3.3, the ∆m resolution of signal events
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greatly improves when using DTF. The shape of the ghost background however remains

approximately the same. This means that fewer slow pion ghost events get absorbed

into the signal yield when using DTF. This effect can clearly be seen in the highest

πs GhostProb bins of Figure 5.24. Below the cut at πs GhostProb < 0.05 the WS/RS

is consistent when using or not using DTF.
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Figure 5.24: The WS/RS ratio in bins of πs GhostProb - these numbers were obtained
from a fit to (red) ∆m distribution without DTF (black) ∆m distribution with DTF.
The left figure shows the WS/RS ratio over the entire range of πs GhostProb, while
the right figure only shows the range πs GhostProb < 0.05 (the candidates which pass
the selection cuts).

To assign a systematic uncertainty to any ghost background that may be remaining,

the WS/RS ratio vs. πs GhostProb distribution is fit with 3 polynomials of increasing

order. The fits are shown in Figure 5.25, and the results in Table 5.5. The range of

y-intercepts (P0) reported in Table 5.5 is used as a systematic uncertainty, σGhost, on

the WS/RS ratio.
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Figure 5.25: The WS/RS ratio in bins of πs GhostProb - these numbers were obtained
from a fit to ∆m. Superimposed are 3 fits using a 0th (red) 1st (green) and 2nd (blue)
order polynomial.

The systematic uncertainty from ghost background is expected to be highly correlated

between lifetime bins - Figure 5.23 shows that in MC the lifetime distribution of ghost
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Polynomial Order P0[%] P1[%] P2[%]

0th 0.372 ± 0.005107 - -

1st 0.3697 ± 0.008606 0.1484 ± 0.4598 -

2nd 0.3695 ± 0.01361 0.1874 ± 1.602 -0.9106 ± 35.91

Systematic 0.002503 - -

Table 5.5: The results from the 3 fits pictured in (Figure 5.25). The bottom row shows
the systematic calculated from the range of y-intercepts (P0)

events is in good agreement with signal. The correlation between all lifetime bins is

therefore set, somewhat arbitrarily, to 0.9. The covariance matrix for the ghost system-

atic is defined:

ΣGHOST
ij = (σGHOST)2 [i = j] (5.31)

ΣGHOST
ij = 0.9(σGHOST)2 [i 6= j] (5.32)

The total systematic uncertainty on the parameters of interest (later reported in Ta-

ble 5.7 and Table 5.8) were also calculated assuming no correlation of the ghost sys-

tematic uncertainty between lifetime bins i.e. ΣGHOST
ij = 0.0 for i 6= j. The change in

the total systematic uncertainty was at most ∼ 5% on any parameter, the majority of

which resulted in a smaller uncertainty. Including this correlation is therefore the more

conservative approach.
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5.5.4 Signal shape systematic

To determine the systematic uncertainty associated with the choice of signal and back-

ground parameterisation (used in Section 5.4) the ∆m fit is repeated with a selection

of different models. A systematic uncertainty, σSHAPE
i , is calculated independently for

each lifetime bin i, and is taken to be the standard deviation of the measured WS/RS

ratios found using the different models. The correlation of this systematic uncertainty,

ρSHAPE
ij , between lifetime bins i and j is also calculated. The results are summarised

in Figure 5.26. The systematic uncertainty is ∼ 10% of the statistical uncertainty in

the lower lifetime bins, increasing to ∼ 20% in the higher lifetime bins. The systematic

uncertainty is highly correlated between lifetime bins.

Lifetime Bin Stat. [%] Sys. [%] Sys/Stat

1 0.011 0.00087 0.078

2 0.01 0.00069 0.068

3 0.012 0.00088 0.077

4 0.014 0.0011 0.076

5 0.017 0.0018 0.1

6 0.022 0.0043 0.19

7 0.027 0.0014 0.051

8 0.036 0.0039 0.11

9 0.04 0.0033 0.081

10 0.042 0.0093 0.22
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Figure 5.26: (left) The shape systematic in each lifetime bin compared to the statistical
uncertainty (right) the correlation coefficients between the systematic uncertainties in
different lifetime bins.

The systematic uncertainty can conveniently be summarised by the covariance matrix:

ΣSHAPE
ij = σSHAPE

i σSHAPE
j ρSHAPE

ij , (5.33)

The procedure to find the systematic uncertainty associated with the choice of ∆m shape

was repeated, but this time only considering changes to the signal shape parameterisation

(and not the background parameterisation). From the results shown in Table 5.6 it is
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clear that the systematic uncertainty reported in Figure 5.26 is dominated by variations

in the background parameterisation.

Lifetime Bin Stat. [%] Sys. [%] Sys/Stat

1 0.011 0.00017 0.015

2 0.01 0.0001 0.01

3 0.012 0.00011 0.0099

4 0.014 6.4e-05 0.0046

5 0.017 5e-05 0.0029

6 0.022 8.6e-05 0.0039

7 0.027 0.00015 0.0055

8 0.036 8.1e-05 0.0022

9 0.04 0.0002 0.0051

10 0.042 0.00016 0.0038

Table 5.6: The shape systematic in each lifetime bin compared to the statistical uncer-
tainty - this is calculated using variations of the signal parameterisation only.

5.6 Efficiency Correction

5.6.1 Monte Carlo Sample

To determine the phase space dependent efficiency, a dedicated MC sample of D∗+ →

D0(K−π+π−π+)π+ decays is used. Half of the simulated events are generated using

Pythia 6 and half using Pythia 8.

The kinematics of the D0 decay are generated using MINT5 - this is used in conjunc-

tion with a preliminary amplitude model of the RS D0→ K−π+π−π+ decay, which is

currently being developed in another LHCb analysis. Although the amplitude model is

preliminary, this will not cause any bias in this analysis because efficiencies are deter-

mined at points in the 4-body phase space. Having an amplitude model that reproduces

something similar to data will increase the ‘usefulness’ of the MC i.e. the uncertainty

associated with finite MC statistics will be lower for the same number of MC events

generated.

5MINT (Minuit INTerface) is piece of software used for building and fitting amplitude models of 3
and 4 body decays. It can also be used to generate toy MC samples according to such a model.
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The MC sample is passed through exactly the same trigger and selection requirements

as the data. Additional corrections are also applied to correct for known discrepancies

between MC and data. The first of these corrections is needed for the DLL variables

(Section 3.4) which are known to be badly modelled in MC. The efficiency of applying

DLL cuts is therefore modelled using a data driven approach. This is done using a

calibration sample of D0 → K−π+ candidates where the particle type of the daughters

is confirmed using a kinematic veto i.e. a selection process that doesn’t involve the

DLL variables. Using the calibration sample, the efficiency of a pion or kaon passing a

particular DLL cut is evaluated - this is found to be highly dependent on track |~p|, track

η and Ntracks, where η is the peusdo-rapidity of the track and Ntracks is the total number

of charged tracks reconstructed in the event. The efficiency is therefore determined at

points in the 3D parameter space i.e. the efficiency of a kaon to pass a cut of DLLKπ > 7

is given by εKDLLKπ>7(|~p| , η,Ntracks). For the final state Kπ1π2π3 the total PID efficiency

is given by:

εKπππDLL =εKDLLKπ>7(K |~p| ,K η,Ntracks)

×επDLLKπ<3(π1 |~p| , π1 η,Ntracks)

×επDLLKπ<3(π2 |~p| , π2 η,Ntracks)

×επDLLKπ<3(π3 |~p| , π3 η,Ntracks). (5.34)

The MC sample with no DLL cuts is weighted by εKπππDLL in order to simulate the appli-

cation of DLL cuts.

A small difference (∼ 2%) is also present between the tracking efficiency determined from

MC and data. The tracking efficiency in data is evaluated using the ‘tag and probe’

technique described in Section 3.8. The efficiency difference is dependent on track |~p|

and track η so corrections are applied to the MC sample on a track by track basis using

a 2D lookup table in these variables.

The MC is also reweighted in the variables D0 |~p|, D0 η, D∗ L0 TIS and Ntracks to

match the distributions in data. Here D∗ L0 TIS is a boolean describing whether the

D∗ candidate was TIS with respect to all L0 trigger lines. The correlation between the
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reweighting variables is displayed in Figure 5.27 for both data and MC signal samples.

The data sample is taken from RS candidates that are background-subtracted using

the sPlot technique. The correlation matrix shows that the variables (D0 |~p|, D0 η)

are almost uncorrelated to (D∗ L0 TIS, Ntracks) and therefore two 2D reweightings are

carried out independently.

1D distributions of data and MC are shown in Figure 5.28 both before reweighting and

after reweighting. These demonstrate a good agreement between MC and data, justifying

the decision to factorise the reweighting procedure into two independent steps.

The weights used for the reweighting procedure are determined by dividing a 2D his-

togram filled with sWeighted data, by a 2D histogram filled with MC signal. The binning

of the histograms is automatically selected using an adaptive binning technique - the

algorithm iteratively splits bins until either a minimum bin content or a minimum bin

width is reached. The bins are split so that each of the resulting bins contains ap-

proximately the same number of events. The minimum bin width for the variables

D0 |~p| (2500 MeV), D0 η (0.05) D∗ L0 TIS (0.5), Ntracks (5) is given in parenthesis. The

minimum bin content is 50 events. The 2D histograms of MC, sWeighted data, and

their ratio, are shown in Figure 5.29. Although in this scenario the binning algorithm is

demonstrated in 2D, it is capable of binning in any dimensionality (a 5D example will

be described in Section 5.6.3).
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Figure 5.27: Correlation coefficients between the reweighting variables D0 |~p|, D0 η, D∗

L0 TIS and Ntracks, and the variables that parameterise phase space, m12, m23, m34,
m123 and m234 (defined in Equation 5.40). The left histogram shows the correlation
coefficients in the sWeighted RS data sample, while the right shows the correlation
coefficients in the MC sample.
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Figure 5.28: Histograms, from left to right, of D0 |~p|, D0 η, D∗ L0 TIS and Ntracks.
The top row shows MC (red) and data (black) before the reweighting procedure. The
second row shows the division of MC and data distributions before reweighting. The
third and fourth rows follow the same format of rows one and two, although now with
the reweighting applied.
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Figure 5.29: 2D histogram of (left) D0 η against D0 |~p| (right) D∗ L0 TIS against
Ntracks. The top row shows the sWeighted RS data sample, the middle row shows the
MC sample, and the bottom row shows the division of the two. The division histograms
are used to reweight the MC to look like data.
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5.6.2 Formalism

In order to describe the efficiency correction, Equation 5.5 is first repeated in a rear-

ranged form:

R2 = (RM )2ε2COR where ε2COR =
εRS
K+π−π+π−ε

RS
K−π+π−π+

εWS
K−π+π−π+ε

WS
K+π−π+π−

. (5.35)

Therefore, the correction factor εCOR is needed to correct the measured ratio to the true

ratio. The quantities εCAT
Kπππ are the phase space-integrated efficiencies which are defined:

εWS
K−π+π−π+ =

∫ ∫
WS(p, t) exp(−Γt)εK−π+π−π+(p, t)dpdt∫ ∫

WS(p, t) exp(−Γt)dpdt
(5.36)

εWS
K+π−π+π− =

∫ ∫
WS(p, t) exp(−Γt)εK+π−π+π−(p, t)dpdt∫ ∫

WS(p, t) exp(−Γt)dpdt
(5.37)

εRS
K−π+π−π+ =

∫ ∫
RS(p) exp(−Γt)εK−π+π−π+(p, t)dpdt∫ ∫

RS(p) exp(−Γt)dpdt
(5.38)

εRS
K+π−π+π− =

∫ ∫
RS(p) exp(−Γt)εK+π−π+π−(p, t)dpdt∫ ∫

RS(p) exp(−Γt)dpdt
(5.39)

where WS(p, t) is the time and phase space dependent WS rate, and RS(p) is the phase

space dependent RS rate. Here p parameterises a point in the multi-body phase space,

and p̄ is the equivalent point in CP conjugate space. The expression εK−π+π−π+(p, t)

gives the combined detection and selection efficiency for the final state D → K−π+π−π+

at a point p in phase space, and with a D0 lifetime t. The quantity εK+π−π+π−(p, t) is

the equivalent for the charge conjugate final state D → K+π−π+π−.

To parameterise a point in 4 body phase space the 5 variables m12, m23, m34, m123,

m234 are used, which for the final state π+
1 π
−π+

2 K
− are defined:

m12 = m(π+
1 π
−) m23 = m(π−π+

2 ) m34 = m(π+
2 K

−) (5.40)

m123 = m(π+
1 π
−π+

2 ) m234 = m(π−π+
2 K

−)

The phase space projections of sWeighted RS candidates decaying to K−π+π−π+ and

K+π−π+π− are compared in Figure 5.30 - from these projections the two distribu-

tions appear to be compatible. To confirm this observation, both datasets are binned
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in 5D (m12,m23,m34,m123,m234) using the adaptive binning algorithm described in

Section 5.6.1. The χ2 between the samples is 3.22× 104 using 32232 bins - this is equiv-

alent to a p-value of 0.59. This compatibility between the phase space projections of
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Figure 5.30: Projections of sWeighted RS candidates (black) D0 → K−π+π−π+

(red) D0 → K+π−π+π− in the 5 variables used to parameterise phase space
(m12,m23,m34,m123,m234).

D0 → K−π+π−π+ and D0 → K+π−π+π− suggests that the efficiency for both final

states must also be equivalent. The charge-averaged efficiency is therefore defined as,

εKπππ(p, t) ≡ εK−π+π−π+(p, t) + εK+π−π+π−(p, t)

2
, (5.41)

and substituted into the expression for εCOR, simplifying it to:

εCOR =
εRSKπππ
εWS
Kπππ

. (5.42)

In order to calculate the correction, εCOR, the expression εKπππ(p, t) needs to be deter-

mined from MC - this is discussed in the following section.

5.6.3 Efficiency Parameterisation

Instead of trying to parameterise the efficiency in 6D (5 phase space variables and

time) the 5D efficiency is evaluated independently in each lifetime bin. The lifetime-

integrated efficiency is denoted as εKπππ(p; i), where the i represents integration over
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the ith lifetime bin. This is then modelled using the following expression,

εKπππ(p; i) = hi12(m12) · hi23(m23) · hi34(m34) · hi123(m123) · hi234(m234) · hi(m) (5.43)

The group of functions labeled h represent histograms i.e.

h(x) = h.GetBinContent(h.FindBin(x)). (5.44)

Each histogram has a dimensionality indicated by the number of arguments. The vector

m is defined m = (m12,m23,m34,m123,m234) i.e. hi(m) is a 5D histogram. This

approach means that large efficiency fluctuations at the edge of phase space can be

described by narrow binning in the 1D histograms. The correlation between the variables

can then be described by the 5D histogram.

To describe how each of these histograms is created, the algorithm HIST{DATA;w(y); x}

is first defined. This algorithm makes a histogram of the dataset ‘DATA’ weighted by

the function w(y), where y is a vector of variables contained within the dataset. The

histogram is created in the variables x i.e. if x only has one element, HIST will produce

a 1D histogram of x0. The binning of the histogram is determined using the adaptive

binning algorithm that was described in Section 5.6.1.

The histograms in Equation 5.43 are now defined:

hi12(m12) =
HIST{MCi; 1.0; m12}
HIST{GEN; 1.0; m12}

(5.45)

hi23(m23) =
HIST{MCi; 1.0; m23}

HIST{GEN; hi
12(m12); m23}

(5.46)

hi34(m34) =
HIST{MCi; 1.0; m34}

HIST{GEN; hi
12(m12)hi

23(m23); m34}
(5.47)

hi123(m123) =
HIST{MCi; 1.0; m123}

HIST{GEN; hi
12(m12)hi

23(m23)hi
34(m34); m123}

(5.48)

hi234(m234) =
HIST{MCi; 1.0; m234}

HIST{GEN; hi
12(m12)hi

23(m23)hi
34(m34)hi

123(m123); m234}
(5.49)

hi(m) =
HIST{MCi; 1.0; m}

HIST{GEN; hi
12(m12)hi

23(m23)hi
34(m34)hi

123(m123)hi
234(m234); m} (5.50)

where the data sample labeled ‘MCi’ is the simulated data (described in Section 5.6.1)
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that is within lifetime bin i. The data sample labeled ‘GEN’ is the generator level

MC created by MINT - this is not generated with any lifetime dependence, so it is

unnecessary to split the sample into lifetime bins.

This technique is now demonstrated on the lifetime-integrated sample of MC (labeled

MCALL). Figure 5.31 shows projections of the phase space variables for both MCALL

and GEN. In this figure there is clearly a difference between the two samples due to

the phase space dependent acceptance effects. In Figure 5.32 the same projections are

repeated, but now with the GEN sample weighted by εKπππ(p; ALL). In this figure the

two distributions appear consistent, validating the efficiency parameterisation method.

Further checks are made in Appendix C by comparing slices of the 5D phase space.
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Figure 5.31: Projections of MC (black) and GEN (red) in the 5 variables chosen to
parameterise phase space (m12,m23,m34,m123,m234). The ratio plots show the ratio
of the MC to GEN projections.
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Figure 5.32: Projections of MC (black) and GEN weighted by εKπππ(p) (red) in the
5 variables chosen to parameterise phase space (m12,m23,m34,m123,m234). The ratio
plots show the ratio of the MC to GEN projections.

5.6.4 Determination of the Correction

From the efficiency parameterisations, εKπππ(p; i), determined in the previous section,

one can use sWeights to calculate the integrated efficiencies:

ε
WS(RS)
Kπππ,i =

∑
w

WS(RS)
j

∑ w
WS(RS)
j

εKπππ(pj ;i)

. (5.51)

where w
WS(RS)
j is the sWeight of the jth WS (RS) candidate in lifetime bin i found from

the ∆m fit, and pj is the candidate’s phase space location. The efficiency correction,
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εCOR,i, in each lifetime bin, i, is then determined from:

εCOR,i =

∑
wWS
j

∑ wWS
j

εKπππ(pj ;i)

∑ wRS
j

εKπππ(pj ;i)∑
wRS
j

. (5.52)

The efficiency corrections, εCOR,i, obtained from this technique are displayed in Fig-

ure 5.33. The errors in the figure, σCOR,i, are found by varying the efficiency histograms

(defined in Equation 5.50) within their errors, then recalculating the efficiency correction.

This is done 50 times, taking the standard deviation of the results as the uncertainty.
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Figure 5.33: (left) The efficiency correction for the WS/RS ratio using (black) the
default technique (red) the alternate technique (right) The final efficiency correction,
ΛEFF
i , described in the text.

Also shown in Figure 5.33 is the results of an alternative method to calculate εCOR

(εALT
COR). This uses MC to find the lifetime-integrated efficiency, then uses sWeighted

RS data (which importantly has an amplitude that is not lifetime-dependent) to find

the ‘efficiency difference’, δKπππ(p; i), between the lifetime-integrated dataset, and the

dataset in lifetime bin i. This approach is written,

εALT
Kπππ(p; i) = εKπππ(p; ALL)δKπππ(p; i). (5.53)

The efficiency difference, δKπππ(p; i), is determined using the same procedure that was

used to determine εKπππ(p; i).
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The final efficiency correction used, ΛEFF
i , is the average of the two methods. The

uncertainty associated with ΛEFF
i is the combination of a statistical and systematic

component. The statistical uncertainty is taken directly from the uncertainty on εCOR,

whereas the systematic is the difference between εCOR and εALT
COR. The combination of

these uncertainties is presented in Figure 5.33, and can be conveniently written in the

covariance matrix ΣEFF:

ΣEFF
ii = σ2

COR,i + (εCOR,i − εALT
COR,i)

2, (5.54)

ΣEFF
ij = 0. (5.55)
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5.7 Fitting the lifetime distribution

This section describes the procedure used to fit the WS/RS ratio measured in Section 5.4.

The expression for this ratio (Equation 4.26) is repeated here for convenience:

RΩ(t) = r2
D,Ω + rD,Ω

(
yReZfΩ + xImZfΩ

)
ΓDt+

x2 + y2

4
(ΓDt)

2. (5.56)

In this analysis only the ‘global ZfΩ’ is considered (where the phase space volume Ω

represents the entire kinematically allowed region). For the remainder of the chapter

the Ω subscript will be therefore be dropped.

5.7.1 Fit parameterisations

To fit the WS/RS ratio, four different parameterisations are used:

• ‘No Mixing’

R(t) = a (5.57)

• ‘Mixing Unconstrained’

R(t) = r2
D + rDbΓDt+ c(ΓDt)

2 (5.58)

• ‘Mixing Constrained’

R(t) = r2
D + rDbΓDt+

x2 + y2

4
(ΓDt)

2 (5.59)

(with x, y constrained to HFAG averages)

• ‘Mixing Constrained Scan’ (Cartesian and Polar)

R(t) = r2
D + rD

(
yReZf + xImZf

)
ΓDt+

x2 + y2

4
(ΓDt)

2 (5.60)

= r2
D + rDR

f
D

(
y cos δfD − x sin δfD

)
ΓDt+

x2 + y2

4
(ΓDt)

2 (5.61)

(with x, y constrained to HFAG averages)
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The ‘No Mixing’ and ‘Mixing Unconstrained’ fits are used to calculate the prob-

ability of the data being a statistical fluctuation of the no mixing hypothesis - also

referred to as the ‘mixing significance’. The ‘Mixing Unconstrained’ fit is also used

for a standalone measurement of rD, b and c that has no external input. The ‘Mixing

Constrained’ fit is used for a measurement of rD and b that includes external input on

x and y. Finally, the ‘Mixing Constrained Scan’ fit is used to create a 2D χ2 scan in

the complex Zf plane - this is also done in the polar coordinates RfD and δfD.

5.7.2 Chi2 calculation

The fit to the WS/RS ratio is done using a binned χ2 technique - in this subsection the

formulation of the χ2 is detailed.

From the WS and RS yields measured in section Section 5.4 the vector of the measured

ratios RM is defined:

RMi =

√√√√N i
WSD0N

i
WSD0

N i
RSD0N

i
RSD0

, (5.62)

where i labels the lifetime bin. From this, the vector of corrected ratios, RCOR
i , is

defined:

RCOR
i =

(
RMi + ∆SHAPE

i −∆ID
i −∆GHOST

i

)
ΛEFF
i (5.63)

The vector ∆SHAPE is determined in Section 5.5.4 and introduces a systematic for the

choice of parameterisation used in the ∆m fit. The vector ∆ID is determined in Sec-

tion 5.5.2 and corrects for double mis-ID background. The vector ∆GHOST is determined

in Section 5.5.3 and introduces a systematic for ghost background. The vector ΛEFF is

determined in Section 5.6.2 and corrects for phase-space-integrated efficiency differences

between WS and RS decays. The values of ∆SHAPE and ∆GHOST are zero, although

they are included in this expression for the purposes of error propagation.

Some of the corrections described above are correlated between lifetime bins, and there-

fore the full covariance matrix ΣCOR is used in the lifetime fitter. This is found using

standard error combination techniques,
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ΣCOR = ΛEFF
I

(
Σm + ΣSHAPE + ΣID + ΣGHOST

)
ΛEFF

I (5.64)

+
(
Rm + ∆SHAPE −∆ID −∆GHOST

)
I
ΣEFF

(
Rm + ∆SHAPE −∆ID −∆GHOST

)
I
,

where the I subscript indicates a vector that has been put into diagonal matrix form i.e.

(RI)ii = Ri and (RI)ij = 0 (where i 6= j).

The vector of WS/RS ratios that results from a particular set of fit parameters (as listed

in Equations 5.57 - 5.61) is defined:

RMOD
i (ν) =

∫ timax

timin
acc(t)R(t;ν) exp(−Γt)dt

∫ timax

timin
acc(t) exp(−Γt)dt

(5.65)

where R(t;ν) is the time-dependent WS/RS ratio that depends on a set of fit parameters

ν (which will later be varied to minimise the χ2). The lifetime acceptance is given by

acc(t), which is discussed in Section 5.7.3. This is then adjusted to account for the

presence of secondary D decays:

RMOD
i (ν, ν∆B,i

) =

∫ timax

timin
acc(t)R(t;ν) exp(−Γt)dt

∫ timax

timin
acc(t) exp(−Γt)dt

·
(
1− ν∆B,i

)
(5.66)

The parameter ν∆B,i
is the correction needed for secondary decays in lifetime bin i,

as described in Section 5.5.1. The parameter floats in the fit, although its value is

constrained (as shown later in Equation 5.69).

Using the definitions above the χ2 between RCOR and RMOD(ν,ν∆B
) is defined:

χ2
WS/RS = [RCOR −RMOD(ν,ν∆B

)][ΣCOR]−1[RCOR −RMOD(ν,ν∆B
)]T , (5.67)

This is one term in the total χ2:

χ2
tot = χ2

WS/RS + χ2
∆B

+ χ2
fRS
B

+
[
χ2
x,y

]
(5.68)
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The first of the additional χ2 terms, χ2
∆B

, is used to constrain the secondary correction

ν∆B,i
:

χ2
∆B

=
∑(

ν∆B,i
−∆B,i

σ∆B,i

)2

(5.69)

where ∆B,i and σ∆B,i
are determined from,

∆B,i =
∆min
B,i + ∆max

B,i

2
, σ∆B,i

=
∆max
B,i −∆min

B,i

2
, (5.70)

which themselves are determined from,

∆min
B,i = νfRS

B,i

[
1− Rmax(tiave;ν)

R(tiave;ν)

]
, ∆max

B,i = νfRS
B,i

[
1− Rmin(tiave;ν)

R(tiave;ν)

]
. (5.71)

As described in Section 5.5.1, Rmax(tiave;ν) and Rmin(tiave;ν) are the maximum and min-

imum of R(t;ν) in the lifetime range [0, tiave]. Here tiave is the time at which the lifetime

dependent ratio, R(t;ν), is equal to the lifetime-integrated ratio in bin i, RMOD
i (ν) i.e.

R(tiave;ν) = RMOD
i (ν).

Both of the expressions in Equation 5.71 depend on the fit parameter νfRS
B,i

which de-

scribes the fraction of secondary decays in the RS sample of lifetime bin i. This fraction

is constrained to fRS
B,i measured in data (Section 5.5.1):

χ2
fRS
B

=
∑(

νfRS
B,i
− fRS

B,i

σfRS
B,i

)2

. (5.72)

The final term, χ2
x,y, is used to constrain the mixing parameters x and y in the ‘Mixing

Constrained’ and ‘Mixing Constrained Scan’ fits. This is defined as:

χ2
x,y =

(
∆x ∆y

)



σ2
x ρx,yσxσy

ρx,yσxσy σ2
y




−1


∆x

∆y


 (5.73)

where,

∆x = x− xHFAG , ∆y = y − yHFAG. (5.74)
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Figure 5.34: Lifetime acceptance, found from the sWeighted RS sample, and assuming
a D0 lifetime of 0.4101 ps.

The central values, uncertainties and correlations (xHFAG, yHFAG, σx, σy, and ρx,y) are

taken from the Heavy Flavour Averaging Group (HFAG) [71]:

xHFAG = 0.526± 0.161% yHFAG = 0.668± 0.088% ρ = 0.188 (5.75)

5.7.3 Lifetime Acceptance

The lifetime distribution of RS signal events is found using the sPlot technique, where

sWeights are determined from the ∆m fit. The lifetime acceptance acc(t), featured

in Equation 5.65, is then determined by weighting the sWeighted RS data sample by

exp(ΓDt) - this is presented in Figure 5.34. For ΓD the inverse of the well-measured D0

lifetime is taken from PDG (0.4101 ps). Instead of trying to parameterise the efficiency

shape, the fitter is provided with the histogram directly. The same procedure was used

for the toy studies in Section 5.8, and no bias was observed.
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5.8 Simulation Studies

To check for any biases in the yield extraction and time-dependent fitting procedure

(Section 5.4 and Section 5.7 respectively) a toy simulation study is performed. This is

done by taking real data and replacing the measured D0 lifetimes with new lifetimes

determined from toy simulation. The yield extraction and the lifetime-dependent fitting

procedure is then performed on the toy dataset in an identical fashion to which it would

be done on real data.

The expected total number of WS and RS decays is determined from,

NSIG
WS = α

∫ tmax

tmin

R(t)acc(t) exp(−Γt)dt (5.76)

NSIG
RS = α

∫ tmax

tmin

acc(t) exp(−Γt)dt

where tmin and tmax give the upper and lower lifetime limits used in the analysis (0.5 τD0

and 20 τD0 respectively). The factor α is used to scale the absolute number of RS and

WS decays.

To determine the expected number background events, the signal to background fraction,

fCAT, is taken from the lifetime-integrated ∆m fit (Section 5.4):

NBG
CAT =

(
1

fCAT

)
NSIG

CAT (5.77)

For each simulated dataset, the number of events in each category is randomly selected

by sampling from a Poisson distribution with random seed i, with the expected number

of events taken from Equation 5.76 and Equation 5.77:

NCAT,i = Poissoni
(
NBG

SIG +NBG
CAT

)
(5.78)

The scaling factor α is chosen so that NCAT,i will not exceed the number of candidates in

the real dataset (although is as close to this as possible). To create a simulated dataset,

NCAT,i candidates from each category are copied from the real dataset, removing all D0
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lifetime information. To assign a new D0 lifetime to each candidate the acceptance-

corrected RS and WS rates (seen in the integrand of Equation 5.76) are randomly

sampled using an accept-reject technique.

The toy studies were carried out for 3 different sets of input parameters:

• CleoNew: RfD and δfD are taken from the latest CLEO-c measurement [11]. Mixing

parameters x and y are taken from the latest HFAG average. For each toy study,

the mixing parameters are randomly sampled according to the HFAG covariance

matrix - this is necessary because constraints are applied to these parameters.

• CleoOld: This is identical to CleoNew but with the RfD and δfD taken from a

previous CLEO-c result [48]. These input values better reproduce the LHCb result.

• NoMixing: The mixing parameters x and y are set to zero. RfD and δfD do not

feature in the WS/RS rate in this scenario, so their input values are irrelevant.

In addition to the input values listed above, the parameter rD is set to 1√
300

in all

simulated datasets. Figure 5.35 shows, for each set of input values, an example of the

WS/RS ratio obtained. The results of the toy studies are presented in Section 5.8.1,

Section 5.8.2 and Section 5.8.3. No bias is observed for any scenario.
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Figure 5.35: The WS/RS ratio obtained from toy data, where the three figures use

different input values for the physical parameters RfD, δfD, x and y.
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5.8.1 Cleo New

When using the CleoNew input values two different fit procedures are tested, ‘Mixing

Unconstrained’, and ‘Mixing Constrained’. Both fit procedures are described in

Section 5.7. The results of a pull study using 300 simulated datasets is shown in Fig-

ure 5.36 and Figure 5.37. No bias is observed.
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Figure 5.36: Results of the ‘Mixing Constrained’ pull study for simulated data gen-
erated with CleoNew input values. The fit parameters are defined in Section 5.7.
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Figure 5.37: Results of the ‘Mixing Unconstrained’ pull study for simulated data
generated with CleoNew input values. The fit parameters are defined in Section 5.7.
The bottom right plot shows the mixing significance obtained from the simulated data
samples.
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5.8.2 Cleo Old

When using the CleoOld input values two different fit procedures are tested, ‘Mixing

Unconstrained’, and ‘Mixing Constrained’. Both fit procedures are described in

Section 5.7. The results of a pull study using 300 simulated datasets is shown in Fig-

ure 5.38 and Figure 5.39. No bias is observed.
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Figure 5.38: Results of the ‘Mixing Constrained’ pull study for simulated data gen-
erated with CleoNew input values. The fit parameters are defined in Section 5.7.
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Figure 5.39: Results of the ‘Mixing Unconstrained’ pull study for simulated data
generated with CleoOld input values. The fit parameters are defined in Section 5.7.
The bottom right plot shows the mixing significance obtained from the simulated data
samples.
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5.8.3 No Mixing

When using the MoMixing input values the ‘Mixing Constrained’ fit no longer makes

sense, so only the ‘Mixing Unconstrained’ fit is tested. The results of a pull study

using 300 toy datasets is shown in Figure 5.40. Also shown in Figure 5.40 is the mixing

significance obtained from fits to toy data. As one would expect, this nicely agrees with

a Gaussian of mean 0 and width 1 (as superimposed on the figure).
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Figure 5.40: Results of the ‘Mixing Constrained’ pull study with NoMixing input
values. The fit parameters are defined in Section 5.7. The bottom right plot shows the
mixing significance obtained from the simulated data samples.
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5.9 Results

5.9.1 Mixing Unconstrained Fit

The corrected WS/RS ratio, RCOR, is shown in Figure 5.41 with the results of the

‘Mixing Unconstrained’ and ‘No Mixing’ fits (Equation 5.58 and Equation 5.57 re-

spectively) superimposed. Also shown in Figure 5.41 is a table of the fit results, listing

the central values and uncertainties of the fit parameters. Using the difference in χ2

between the ‘Mixing Unconstrained’ and ‘No Mixing’ fits, (χ2
NULL−χ2), the proba-

bility of the result being a statistical fluctuation of the no mixing hypothesis is calculated

to be 0.25×10−5 - this corresponds to a significance of 4.7σ. The validity of this method

was tested on simulated data, and was found to give the correct coverage (Section 5.8.3).
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Fit Parameter Result

rD 0.0565 ± 0.0023

b -0.0004 ± 0.0036

c 0.000048 ± 0.000033

χ2 7.2

χ2
NULL 33

σMIX (p-value) 4.7 (0.25×10−5)

Figure 5.41: (left) The corrected WS/RS ratio measured in data is shown by the black
data points - the error bars include all systematic uncertainties. Superimposed is the
‘Mixing Unconstrained’ fit Equation 5.58 (solid red line) and the ‘No Mixing’ fit
Equation 5.57 (dotted red line). The fit is aware of correlations between lifetime bins
which are not shown in the figure (right) The fit results of the ‘Mixing Unconstrained’

fit, and the χ2 of the no mixing fit. Also shown is the mixing significance, calculated
using the χ2 difference between the two hypotheses.

Table 5.7 gives a breakdown of how the systematic uncertainties on the WS/RS ratio

(described in Section 5.5) propagate to the uncertainty on a fit parameter (reported in

Figure 5.41). In Figure 5.41, the uncertainty on a fit parameter encompasses both a

statistical and a systematic component, and is therefore labelled σstat+sys. A fit to the

WS/RS ratio with no systematic uncertainties included gives a fit parameter uncertainty

of σstat i.e. just the statistical uncertainty on a fit parameter. The systematic uncer-

tainty on the fit parameter, σsys, can then be estimated by looking at the difference
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in quadratures σ2
sys = σ2

stat+sys − σ2
stat. For the fit parameters rD, b and c the system-

atic uncertainty found using this technique is ∼ 50% of the statistical uncertainty. The

contribution of each individual systematic uncertainty (double mis-ID correction, effi-

ciency correction, secondary correction, ghost systematic and shape systematic) is also

evaluated using the same technique.

The systematic uncertainties listed in Table 5.7 suggest that the analysis will become

systematics-dominated with ∼ 4 times the statistics. In reality this is not the case

because many of the systematic uncertainties will also decrease with additional statistics.

σ(rD) [%] σ(b) [%] σ(c) [%]

statistical 0.196 0.317 0.0031

systematic 0.114 0.175 0.0014

double mis-ID 0.064 0.088 0.0007

efficiency 0.032 0.026 0.0004

secondary 0.060 0.122 0.0010

ghost 0.024 0.017 0.0001

shape 0.018 0.019 0.0001

total 0.226 0.362 0.0033

Table 5.7: A breakdown of how the systematic uncertainties on the WS/RS ratio (de-
scribed in Section 5.5) propagate to the uncertainty on the fit parameters rD, b and c
in the ‘Mixing Unconstrained’ fit. The method used to estimate these is described
in the text.

The observable RM = (x2 + y2)/2 (equivalent to 2c) has previously been measured by

the BABAR experiment in the D→ Kπππ decay - they report a value of 0.019+0.016
−0.015 ±

0.002 % [78] where the first uncertainty is statistical, and the second is systematic. The

parameter RM is only dependent on the mixing parameters x and y, and is therefore

independent of the final state of the D decay. Using the HFAG averages, shown in

Equation 5.75, RM is calculated to be 0.0038 ± 0.0011 %. The measurements of RM

from BABAR, LHCb, and the HFAG average are summarised in Figure 5.42. The

uncertainty on RM from the LHCb measurement is less than half of that from BABAR,

although it is still much larger than the world average taken from HFAG.
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Figure 5.42: Experimental measurements of RM = (x2 + y2)/2 from LHCb and
BABAR [78] in D0 → K+π−π+π− decays, and the world average measurement of
RM from HFAG [71] using several decay modes.
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5.9.2 Mixing Constrained Fit

The corrected WS/RS ratio, RCOR, is shown in Figure 5.43 with the results of the

‘Mixing Constrained’ fit (Equation 5.59) superimposed. In this fit the mixing pa-

rameters x and y have been constrained to their HFAG world averages (Equation 5.75).

Also shown in Figure 5.41 is a table of the fit results, listing the central values and

uncertainties of the fit parameters. The parameters rD and b found from the ‘Mixing

Constrained’ fit are consistent with those from the ‘Mixing Unconstrained’ fit, al-

though have uncertainties ∼ 50% of the size.
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Fit Parameter Result

rD 0.0548 ± 0.0012

b -0.0034 ± 0.0013

x 0.0055 ± 0.0016

y 0.00677 ± 0.00088

χ2 8.0

Figure 5.43: (left) The corrected WS/RS ratio measured in data is shown by the black
data points - the error bars include all systematic uncertainties. Superimposed with
a solid red line is the ‘Mixing Constrained’ fit Equation 5.59. The fit is aware of
correlations between lifetime bins which are not shown in the figure (right) The fit
results of the ‘Mixing Constrained’ fit.

Table 5.8 gives a breakdown of how the systematic uncertainties on the WS/RS ratio

(described in Section 5.5) propagate to the uncertainty on a fit parameter (reported in

Figure 5.43). The process to obtain these uncertainties is described in Section 5.9.1.

The systematic uncertainties on the fit parameters rD and b are ∼ 50% of the statistical

uncertainties.

The constraint reported on rD is the world’s first direct measurement of this quantity.

The BELLE experiment has previously performed a lifetime-integrated measurement

of WS D0 → K+π−π+π− decays, then used external input for x, y, RK3π and δK3π

to indirectly obtain the currently most precise measurement of rD = 0.327+0.019
−0.016. In

Figure 5.44 this is compared to the measurement from LHCb (from both the ‘Mixing

Constrained’ and ‘Mixing Unconstrained’ fits). The LHCb and BELLE results are
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σ(rD) [%] σ(b) [%]

statistical 0.108 0.113

systematic 0.055 0.066

double mis-ID 0.039 0.039

efficiency 0.014 0.033

secondary 0.019 0.029

ghost 0.022 0.005

shape 0.023 0.029

total 0.121 0.130

Table 5.8: A breakdown of how the systematic uncertainties on the WS/RS ratio (de-
scribed in Section 5.5) propagate to the uncertainty on the fit parameters rD and b in
the ‘Mixing Constrained’ fit. The method used to estimate these is described in the
text.

in good agreement, with the ‘Mixing Constrained’ fit giving marginally better uncer-

tainties than the BELLE result.

Dr
0.055 0.06 0.065 0.07

LHCb Constrained

Belle

LHCb Unconstrained

Figure 5.44: Experimental measurements of rD from LHCb and BELLE [79] in D0→
K+π−π+π− decays. The LHCb result is shown for both the ‘Mixing Unconstrained’

and ‘Mixing Constrained’ fits (results given in Figure 5.41 and Figure 5.43 respec-
tively).
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5.9.3 χ2 Scans

Using the ‘Mixing Constrained Scan’ parameterisation (Equation 5.61) a χ2 scan is

performed over the D → Kπππ complex interference parameter ZK3π. This is done in

both cartesian and polar coordinates, with the results presented in Figure 5.45. The 1, 2

and 3σ regions are calculated using standard techniques based on χ2 differences.
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Figure 5.45: χ2 scans over (left) RK3π
D and δK3π

D (right) Real ZK3π and Imag ZK3π.
These two parameterisations of the interference in D → Kπππ decays are related by

ZK3π = RK3π
D e−δ

K3π
D (i.e. cartesian and polar co-ordinates). The figures show the 1,

2 and 3 sigma confidence regions found from standard χ2 difference techniques - these
regions are indicated by the blue, green, and red shaded regions respectively.

The 1, 2 and 3σ confidence regions from the LHCb result are compared to those from

CLEO-c [51] in Figure 5.46. The central value reported by CLEO-c is excluded by over

3σ, although the results are still compatible at the 2σ level.
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Figure 5.46: χ2 scans over (left) RK3π
D and δK3π

D (right) Real ZK3π and Imag ZK3π.
A full description of the plots can be found in Figure 5.45. The LHCb contours are
repeated from Figure 5.45 whereas the additional set of contours are taken from the
CLEO-c result [51].
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5.9.4 CLEO-c Combination

In this section the χ2 scan over ZK3π (Figure 5.45) is combined with the existing mea-

surement from CLEO-c - to do this the 2D χ2 scans from the two measurements are

summed, and the confidence regions recalculated. The combined χ2 scan is shown in

Figure 5.47, and the resulting constraints on the charm interference parameters in Ta-

ble 5.9. In terms of polar coordinates (RK3π and δK3π) the combination is quite a

significant improvement compared to the CLEO-c result alone - for both parameters

the uncertainty is reduced by ∼ 40%. In terms of Cartesian coordinates (ZK3π) the

uncertainty on Re ZK3π is almost unchanged, whereas the uncertainty on Im ZK3π is

reduced by ∼ 30%.
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Figure 5.47: χ2 scans over (left) RK3π
D and δK3π

D (right) Real ZK3π and Imag ZK3π.
A full description of the plots can be found in Figure 5.45. The top row shows the χ2

scan from a combination of the LHCb and CLEO-c results. The bottom row repeats
this result, but now overlaid on the CLEO-c result alone.
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Parameter CLEO-c LHCb + CLEO-c

RK3π
D 0.31+0.21

−0.27 0.29+0.15
−0.15

δK3π
D 255+22

−76 120+37
−21

Real ZK3π −0.08+0.10
−0.10 −0.135+0.095

−0.105

Imag ZK3π 0.32+0.19
−0.32 −0.26+0.19

−0.16

Table 5.9: The central values and uncertainies of RK3π
D , δK3π

D , Real ZK3π and
Imag ZK3π found from the 1σ contours in Figure 5.47. The results are shown for
CLEO-c alone, and the combination of CLEO-c and LHCb.
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5.10 Conclusions

Following the formalism and method described in Chapter 4, an analysis of D-mixing

in WS D0→ K+π−π+π− decays has been performed using 1.0 fb−1 of data collected by

the LHCb experiment during 2011. The analysis has provided the first evidence (4.7σ)

of D-mixing in this decay mode.

The ratio of DCS to CF amplitudes, rK3π
D , is measured,

rK3π
D = 0.0548± 0.0012 (5.79)

giving the world’s first direct measurement of this quantity. The measurement is com-

patible with, and more precise than an indirect measurement of rK3π
D by BELLE [79].

Using external input for the charm mixing parameters x and y, it is possible to constrain

a line of solutions in the complex ZK3π plane - such constraints provide vital information

for a measurement of γ in B → DK, D → Kπππ. The constraints on ZK3π using

LHCb data alone do not provide point constraints in the complex plane, although when

combined with current constraints from CLEO-c, one gets a significant improvement on

the existing measurement. The combined constraints from LHCb and CLEO-c are,

ReZK3π = −0.135+0.095
−0.105, ImZK3π = −0.26+0.19

−0.16, (5.80)

which for Im ZK3π, is a reduction in the uncertainty by ∼ 30% when compared to the

measurement from CLEO-c alone. In terms of polar coordinates (RK3π and δK3π) the

combined constraints are:

RK3π = 0.29+0.15
−0.15, δK3π = 119+37 ◦

−21 , (5.81)

which is a reduction in the uncertainty, for both parameters, by ∼ 40%.

The results presented in this analysis are expected to improve significantly with the

addition of LHCb data from 2012, which will give a 4 fold increase in statistics.



Chapter 6

Model-independent

measurements of the CKM phase

γ

6.1 Introduction

In Chapters 4 and 5 it was shown that input from charm mixing, when combined with

constraints from threshold data, can substantially reduce the uncertainty on Zf [1]. In

this chapter a new method is presented for an amplitude model-independent measure-

ment of γ based on input from charm mixing. In order to extract sufficient information

for the measurement, it is required that that the D decay’s phase space is divided into

multiple bins. Such a measurement could be made with no input from the charm thresh-

old. The feasibility of the method is verified using simulated data. Also studied is the

performance of a binned analysis with charm input from the charm threshold, rather

than mixing, as proposed in [8]. While both methods provide interesting constraints on

γ and related parameters, it is found that a combined approach far outperforms each

method individually. Applying this method to B−→ DK−, D→ Kπππ, a substantially

137
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better precision on γ and related parameters can be achieved than with previously con-

sidered methods for this decay mode, potentially making this one of the most precise

individual measurements.

This chapter is organised as follows: Section 6.2 reviews the formalism for B → DK

decays where the D subsequently decays to a multi-body final state. In Section 6.3 it is

shown that, when the D decay’s phase space is divided into multiple bins, it is possible

to extract γ from a simultaneous analysis of B→ DK and D-mixing without input from

charm threshold data. Section 6.4 describes the CF and DCS D→ Kπππ amplitude

models that are subsequently used in simulation studies. In Section 6.5 a method of

dividing the five-dimensional phase space of D→ Kπππ into bins is discussed - this is

done in a way that optimises the sensitivity to γ. In Section 6.6-Section 6.13 the results

of a simulation study are presented for the decay mode B− → DK−, D → Kπππ,

using sample sizes corresponding to estimates of plausible current and future LHCb

event yields. The precision on γ and related parameters is estimated for various data-

taking scenarios and approaches, with and without input from the charm threshold.

The key results of the simulation study are summarised in Section 6.14 (Table 6.2). The

conclusions are presented in Section 6.15.

6.2 ADS phenomenology

The decay B−→ DK−, and related decays, provide a particularly clean way of measur-

ing the CKM phase γ. The details of the analysis depend considerably on the final state

f of the subsequent D decay, which must be accessible to both D0 and D0 [9, 10, 23, 44–

46]. The sensitivity to γ arises from the interference between the decay amplitudes for

the intermediary states D0K− and D0K−, which are expressed:

F+ ≡ 〈D0K+|Ĥ|B+〉, S+ ≡ 〈D0K+|Ĥ|B+〉,

F− ≡ 〈D0K−|Ĥ|B−〉, S− ≡ 〈D0K−|Ĥ|B−〉, (6.1)

where F denotes colour favoured amplitudes, while S denotes colour suppressed ampli-

tudes. The Feynman diagrams for both amplitudes are pictured in Figure 6.1.
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1.6 Extracting the Angle γ from B± → D0K± 15

W−

ū

b

ū

c

s

ū

(a)

W−
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ū

s

c̄

uVub ∼ e−iγ

(b)

Figure 1.3: Feynman diagrams of the decays (a) B− → D0K− and (b) B− → D̄0K−.
There is a relative phase, δB − γ, and magnitude ratio, rB, between the corresponding
amplitudes. Diagram (a) is referred to as colour favoured whilst diagram (b) is referred
to as colour suppressed.

where AD and ĀD represent the amplitudes for the D0 and D̄0 decays, respectively. Due

to the colour suppression within the B− → D̄0K− and B+ → D0K− decays, rB is small.

The current world average from published measurements is rB = 0.103+0.017
−0.023 [C+05].

Consequently, the interference effects tend to be small. The value of the strong phase

difference is δB = (135 ± 26)◦ [A+08b]. A variety of strategies exist which exploit

the B → DK interference mechanism to extract γ. These strategies can be grouped

according to the choice of final state, fD. Before discussing the methods relevant to

this thesis, a description of the origin of strong phases is given.

1.6.1 Origin of CP Invariant Phases

CP invariant or ‘strong’ phases are integral to the B → DK formalism. Their origin

lies in the processes referred to as final state-interactions (FSI). These processes allow

various final states of the weak decay to scatter elastically or inelastically via non-weak

interactions. For a channel i → f , the total amplitude includes contributions from pro-

cesses i → f ′ → f , where the decay i → f ′ is weak, and the state f ′ subsequently

scatters into f via the strong (or electromagnetic) interaction. So, while a possible

CP-violating phase is associated with the weak decay i → f ′, the CP-invariant phase

arises in the f ′ → f scattering and is dominated by the strong interaction.

The sub-processes B → DK and D → fD are examples of the channel i → f

discussed above. Consequently, both sub-processes have associated strong phases that

we label as δB and δD, respectively. A special case worth mentioning is the decay to a

CP-eigenstate, such as D → K+K−. From the CP convention used to define Eq. (1.5),

it is trival to conclude that the associated CP invariant phase for CP-even(CP-odd)

final states is zero(π).

Figure 6.1: Feynman diagrams for (left) the colour favoured amplitude B−→ D0K−

(right) the colour suppressed amplitude B− → D0K−. Highlighted is the u → b
transition which introduces a relative weak phase of -γ between the two amplitudes. In
the CP conjugate amplitudes, this relative weak phase is reversed.

The ratios of the suppressed to favoured amplitudes are given by,

rBe
i(δB−γ) =

S−
F− , rBe

i(δB+γ) =
S+

F+
, (6.2)

where rB is the magnitude of those ratios, while δB and ∓γ are their strong and weak

phase differences respectively.

Because rB is small (∼ 0.1 [80, 81]), the interference effects and thus the sensitivity to

γ in B− → DK−, D → f , are enhanced if a final state is chosen such that D0 → f is

doubly Cabibbo suppressed, while D0 → f is Cabibbo favoured, at the cost of an overall

low decay rate. Constraining γ using such decays is known as the ‘ADS’ method, named

after the authors who introduced it (Atwood, Dunietz and Soni) [23]. The time and

phase space-integrated decay rate for these suppressed B∓ decays is given by,

Γ
(
B−→ DK−, D → f

)
Ω
'F2A2

Ω + S2B2
Ω + FSAΩBΩ

∣∣∣ZfΩ
∣∣∣ cos(δB − δfΩ − γ) (6.3)

Γ
(
B+→ DK+, D → f̄

)
Ω̄
'F2A2

Ω + S2B2
Ω + FSAΩBΩ

∣∣∣ZfΩ
∣∣∣ cos(δB − δfΩ + γ) (6.4)

Here the D decay amplitudes and interference parameters are those defined in Sec-

tion 4.3. The corresponding favoured decay B−→ DK−, D → f̄ is completely domi-

nated by the favoured decay amplitude with negligible interference effects and negligible

sensitivity to γ, and has a much larger branching fraction. It therefore provides an ideal
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normalisation or control mode. Its time and phase space-integrated rate is given by:

Γ(B−→ DK−, D → f̄)Ω̄ ' Γ(B+→ DK+, D → f)Ω ' F2B2
Ω (6.5)

Figure 6.2: Diagram showing the two contributing amplitudes in (left) favoured B−→
DK−, D → K−π+π−π+ decays (right) suppressed B− → DK−, D → K+π−π+π−

decays. The red labels indicate the contributing amplitudes that are defined in the
text, and the weight of the corresponding arrow is proportional to its magnitude. The
CF and DCS subscripts have been added to the D decay amplitudes for clarity.

Both favoured and suppressed decays are pictured in Figure 6.2, which illustrates the

amplitudes contributing to each decay rate. The ratios of the favoured and suppressed

rates are given by

Γ (B−→ DK−, D → f)Ω

Γ
(
B−→ DK−, D → f̄

)
Ω̄

= r2
D,Ω + r2

B + rD,ΩrB

∣∣∣ZfΩ
∣∣∣ cos(δB − δfΩ − γ) (6.6)

Γ
(
B+→ DK+, D → f̄

)
Ω̄

Γ (B+→ DK+, D → f)Ω

= r2
D,Ω + r2

B + rD,ΩrB

∣∣∣ZfΩ
∣∣∣ cos(δB − δfΩ + γ). (6.7)

These can also be expressed in terms of the Cartesian coordinates

x± ≡ Re
(
rBe

i(δB±γ)
)

y± ≡ Im
(
rBe

i(δB±γ)
)

(6.8)

using the relations

rB

∣∣∣ZfΩ
∣∣∣ cos(δB − δfΩ ± γ) = x±ReZfΩ + y±ImZfΩ and r2

B = x2
± + y2

±. (6.9)

Effects due to D-mixing have been ignored in the expressions for the B∓ → DK∓,

D → f(f̄) decay rates, which is justified given the expected statistical precision. These

effects can be included if required [82].
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6.3 Parameter counting

6.3.1 Using ratios

Taking ΓD, x, and y from external inputs, Equations 4.26, 6.6, 6.7 depend on three

unknown parameters for each pair of CP -conjugate phase space bins (Ω, Ω̄): rD,Ω,

ReZfΩ and ImZfΩ; and three that are the same in all bins: γ, δB and rB. The time-

dependent fit to the tagged charm decay rates (Equation 4.26) provides two constraints

on these parameters for each bin (the constant and the coefficient of the linear term).

The B→ DK decay rate ratios (Equations 6.6, 6.7) provide another two constraints.

For N bin pairs, there are therefore 4N constraints and 3N+3 unknown parameters. To

extract all unknown parameters from the data therefore requires 4N ≥ 3N+3⇔ N ≥ 3.

If instead one wishes to measure x±, y±, then N ≥ 4 is required.

6.3.2 Using rates

Taking again ΓD, x, and y from external inputs, Equations 4.23, 4.24, 6.3, 6.4, 6.5

depend on four unknown parameters for each pair of CP -conjugate phase space bins:

A2
Ω, B2

Ω, ReZfΩ, and ImZfΩ; and four that are the same in all bins: γ, δB, rB = S/F ,

F2. Equations 4.23 - 4.24 provide three constraints for each bin, and Equations 6.3 - 6.5

another three. Hence, to extract all of these parameters, 6N ≥ 4N + 4 ⇔ N ≥ 2 is

required. A fit to extract x±, y± requires N ≥ 3.

6.4 Amplitude Model

Up to this point, the discussion has not been specific to any particular final state of the

D decay. For the remainder of this chapter, a specific amplitude model is required to test

the binning method (Section 6.5) and perform simulation studies (Section 6.6 onwards)

- the case where the D meson decays to Kπππ has been chosen. The model chosen for

the CF D0→ K+π−π+π− amplitude is based on that found by the MARK III experi-

ment [83]. There is currently no model available for the DCS decay D0→ K+π−π+π−.
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Any experiment in a position to use the method described here would have sufficient

DCS decays to obtain such a model. For the purpose of this study, a series of plausible

DCS models is created by randomly varying the magnitudes and phases of the amplitude

components of MARK III’s CF model. Amongst these a representative sample of 100

DCS models is chosen that give, together with the MARK III model for the CF decay,

global complex coherence parameters ZK3π distributed approximately according to the

CLEO-c measurement [11]. Most studies are based on a default model, which is chosen

based on its ZK3π value of 0.26 + i0.24 = 0.36ei(42π/180), which is consistent with the

central value measured in [11].

6.5 Binning Multi-body phase space

The model-independent method for measuring γ described in Section 6.2 relies on di-

viding the D0 → f phase space, which is five dimensional for D0→ Kπππ, into several

bins. In principle, any binning will work, for example the rectangular five dimensional

binning used in [57]. However, to optimise the sensitivity of the approach, the ideas

for a model-informed binning described in [54, 84] are followed. Because ZfΩ is a fac-

tor in all γ-sensitive terms, the sensitivity to γ increases with larger values of |ZfΩ| in

each bin. A strategy that ensures large |ZfΩ| is to split phase space into bins of similar

phase difference δfp. An amplitude model is used to assign a value of δfp to each event.

The optimised binning is then achieved by splitting the one-dimensional δfp distribution

into continuous intervals, as pictured in Figure 6.3, each of which constitutes one bin

(which could in principle be discontinuous in 5-dimensional phase space). The size of

the intervals is chosen so that there is a similar number of suppressed B→ DK events

in each bin. Figure 6.4 shows projections of the 5D phase space for events generated

according to the default DCS model discussed in Section 6.4. The figure also indicates

the fraction of events that fall into each phase space bin - one can see that the relative

fraction of events falling into each phase space bins changes significantly when moving

across a resonance.
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Figure 6.3: Events generated according to the default DCS model are plotted against
strong phase difference δp. The distribution is split into four intervals, indicated by the
colour coding, to give approximately the same number of events in each.
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Figure 6.4: In all figures, events are generated according to the DCS model. The top
row of figures shows the squared invariant mass of all 2-daughter combinations, where
sij = m2

ij . The bottom row shows the fraction of events that fall into each of the phase
space bins, as defined in Figure 6.5

An incorrect model would result in a sub-optimal binning, leading to smaller, but still

model-independently measured, |ZfΩ| in each bin. While this would reduce the sensitivity,

which would be evident from the statistical uncertainty estimated from the fit, it would

not introduce a model-dependent bias.

Figure 6.5 shows the binned ZK3π
Ω obtained from the default model, in the centre for
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Figure 6.5: Simulated events (small dots), complex coherence parameters ZK3π
Ω (colour-

filled circles) for each bin, and the global coherence parameters ZK3π (white-filled
circle), represented in the ReZK3π − ImZK3π plane, with bin assignments based on
(left) perfect knowledge of the amplitude model (right) imperfect knowledge of the
amplitude model.

a binning based on a perfect model and on the right for a binning based on an im-

perfect model. The perfect model is identical to the one used for the event genera-

tion. The imperfect model is obtained from the perfect one by multiplying each ampli-

tude component’s magnitude by a random factor between 0.8 and 1.2 (corresponding

to a fit fraction variation of 0.64-1.44), and by adding to each component a random

phase between −0.3 and +0.3 radians. Figure 6.5 shows simulated events represented

in the ReZK3π − ImZK3π plane. The events are generated according to the phase

space density of states. The position of the small dots represents the true value of

1
AΩBΩ

〈fp|Ĥ|D0〉〈fp|Ĥ|D0〉∗, while the colour-coding represents the bin they have been

assigned to. For the left plot, this assignment is done with the perfect model, for the

right hand plot with an imperfect model. The circular ‘pie chart’ represents the bins

in δfp based on the model used for the binning. The ZK3π
Ω values extracted are the

average over the true values of 1
AΩBΩ

〈fp|Ĥ|D0〉〈fp|Ĥ|D0〉∗ for the events in the bin

they have been assigned to (which includes events beyond the plot boundaries). The

model-independent method proposed above does of course not require the knowledge

of 1
AΩBΩ

〈fp|Ĥ|D0〉〈fp|Ĥ|D0〉∗ to measure ZK3π
Ω , this information is only used for this

illustration. The ZK3π
Ω values are shown as colour-filled circles. The global complex

coherence parameter ZK3π is shown as a white-filled circle. While the imperfect model

leads to smaller |ZK3π
Ω |, they are still on average larger than the global |ZK3π|. In
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Figure 6.6: These plots illustrate the distribution of ZK3π
Ω using different numbers of

phase space bins. The binning is based on a perfect model (centre column) and an
imperfect amplitude model (right column). More detailed descriptions of the figures
can be found in Figures 6.3 and 6.5.

Figure 6.6 this process has been repeated for 2, 4, and 6 bins, to demonstrate that the

|ZK3π
Ω | increase as the phase space is further divided.

To quantify this observation, the study is repeated with the full set of 100 representative

models (discussed in Section 6.4) and different numbers of bins. The results are sum-

marised in Figure 6.7 which shows the average |ZK3π
Ω | as a function of the number of bins

for the case where the binning is based on a perfect model, and for the case where the

model used for binning is randomised as described above. The study shows that even

a rather ‘bad’ model provides typical binned coherence factors that are substantially

larger than the global coherence factor.
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Figure 6.7: The average coherence factor with different number of bins in strong phase
difference, for the set of 100 representative models, with perfect binning (blue, on top)
and imperfect binning described in the text (red, lower). The error bars represent the
standard deviation of the mean ZK3π

Ω of each model, i.e. they represent the ‘between
model scatter’. The shaded areas represent the average of the standard deviation of
ZK3π

Ω within the models (i.e. the ‘within model scatter’).

6.6 Simulated data samples

In order to demonstrate the validity of the method, and to evaluate its sensitivity, fits

are performed to simulated data.

The data are generated according to the CF amplitude model based on the MARK III

analysis of D0→ K−π+π−π+ [83] . The DCS amplitude describing D0→ K+π−π+π−

was choosen from the large number of models generated (see Section 6.4). The one

selected best reproduces the measured value of ZK3π [11] when combined with the CF

model. Other DCS models are also considered to evaluate the stability of the results.

B± → D(K3π)K± D∗± →
suppressed favoured D(K3π)π±

LHCb run I (3 fb−1 @ 7− 8 TeV) 120 10k 8M

LHCb run II (8 fb−1 @ 13 TeV) 800 60k 50M

LHCb upgrade (50 fb−1 @ 13 TeV) 9000 700k 600M

Table 6.1: Event yields assumed in the simulation studies, based on reported event
yields for 1 fb−1 at LHCb [57, 85]. The event yields are inclusive, for example, LHCb
run II yields includes those from LHCb run I. The fraction of WS events in D∗± →
D(K3π)π± depends on the input variables; typically it is 0.38%.

Three scenarios are studied with different event yields, based on plausible extrapolations

of the yields reported for 1 fb−1 at LHCb [57, 85]: ‘LHCb run I’, where event yields are

extrapolated to LHCb’s already recorded 3 fb−1; ‘LHCb run II’, plausible event yields
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at the end of the next LHC data-taking period with approximately twice the collision

energy; and ‘LHCb upgrade’, estimated event yields for the LHCb upgrade. The increase

in the heavy flavour cross section at higher collision energies is considered, as well as the

expected improvement in trigger efficiency at the LHCb upgrade [86]. The sample sizes

used in the simulation studies are given in Table 6.1. These extrapolations of course

have large uncertainties.

Also taken into account is the time-dependent detection efficiency that is typical for

hadronic heavy flavour decays at LHCb, where the trigger is based on detecting dis-

placed vertices, disfavouring small decay times. The same efficiency function is used as

in Section 4.4 as shown in Figure 4.8. All other detector effects and backgrounds are ig-

nored. Given the clean data samples at LHCb even for the suppressed B∓→ D(K3π)K∓

modes [85], this is a reasonable simplification for the purpose of these feasibility stud-

ies. Simulated data are generated with the following parameter values: γ = 69.7◦

δB = 112.0◦, rB = 0.0919, and r2
D = 1

300 .

6.7 Fit method and parametrisation

The default approach is to perform a simultaneous χ2 fit to the decay rates Equa-

tions 4.23, 4.24, 6.3, 6.4 and 6.5 in terms of the fit parameters rD,Ω, ReZfΩ, ImZfΩ, BΩ,

F , γ, δB and rB. As a cross check, binned likelihood fits are also performed where it

was found that they lead to equivalent results, but take longer to converge.

As long as all phase space bins are well populated, it was seen that the fit results are

not crucially dependent on the number of bins. In the default scenario the phase space

is divided into 4 bins for Run I, 6 bins for Run II and 8 bins for the upgrade scenario.

As in Section 4.4, the charm mixing parameters x and y are allowed to vary in the fit,

but their values are constrained with a two-dimensional Gaussian constraint to their

world-average using, for the LHCb Run I scenario [71]:

x = 0.526± 0.161% y = 0.668± 0.088% ρxy = 0.188, (6.10)
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where ρxy is the correlation coefficient between x and y. It is expected that substantial

improvements will be made on this measurement from LHCb, its upgrade, and BELLEII

in the future. Lacking detailed forecasts, for the purpose of this study, it is assumed that

the uncertainties on x and y scale with the inverse square-root of LHCb event yields

of the relevant data-taking scenario, while the correlation coefficient remains constant.

The well-measured average D lifetime is fixed to τD = 1/ΓD = 410.1 fs [13].

While the default approach is to fit the decay rates, in an experimental measurement it

may be favourable to fit the decay rate ratios given in Equations 4.26, 6.6 and 6.7. In

this case one loses sensitivity to the parameters BΩ and F . Using both fit methods on

the same simulated dataset, it was found that both approaches give the same results on

the parameters they share. In Section 6.12 it is demonstrated how fitting the rates, as

opposed to the ratios, allows additional constraints to be added to the fit.

6.8 Algorithms

In order to cope with the various local χ2 minima that are present in addition to the

four global minima, a two-stage fitting process is used. The first step is a fit with

the GENEVA [87] package which is specifically designed to deal with multiple minima.

GENEVA’s parameter estimates are then used as starting values for MINUIT [88] which

performs a second fit to refine these estimates. To further reduce the risk of converging

on false minima, the fit procedure is repeated 75 times with many randomly chosen

starting values for all fit parameters. Finally, the fit result that gives the smallest χ2 is

chosen as the central value. In order to avoid unphysical values of ZfΩ, which can also

lead to further secondary minima, a term is added for each volume Ω that increases the

χ2 if ZfΩ leaves the physical region:

χ2
constr Zf

Ω
=





(
(|ZfΩ| − 1)/0.5

)2
if |ZfΩ| > 1

0 else





(6.11)
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Figure 6.8 shows a simulated dataset for the LHCb Run II scenario with the fit result

superimposed. In this example, the dataset was split into four phase space bins, and the

fit was performed to the rates, rather than the ratios.

6.9 Coverage Test

When creating the confidence level scans in Section 6.10 it is assumed that the probability

that the true value of the fit parameter is amongst those values with σ <
√

∆χ2 relative

to the best parameter estimate is given by

CL =
1√
2π

+σ∫

−σ

e−
1
2
y2
dy = 1− p (6.12)

which also defines the p-value, p = 1 − CL, used in Figure 6.10. The validity of this

assumption is tested using a large number of simulated experiments. For each experiment

and each fit parameter, ∆χ2 is evaluated as the difference in χ2 between the value

obtained at the minimum, and the χ2 obtained when repeating the fit, but fixing the

relevant parameter to its true value. Figure 6.9 shows the difference between the fraction

of experiments where with σ <
√

∆χ2 to the number expected from Equation 6.12. If

this cumulative distribution from the simulated experiments lies above the expectation,

the method of estimating CL’s over-covers, if it lies below, it under-covers. Generally

good behaviour was found for all fit parameters; importantly, for the main parameters

of interest, rB, δB and γ, shown in Figure 6.9, the scans show close to exact coverage.

While the results shown in Figure 6.9 are for one single amplitude model and data-taking

scenario, this general behaviour is also observed in other amplitude models studied

and is consistent across event yields. Amongst the large number of amplitude models

considered, there were however some where significant deviations from exact coverage

was found (mostly over-coverage), suggesting that these studies ought to be repeated

once an amplitude model has been obtained from data. In the meantime, these results

are taken as confirmation that the method of estimating confidence regions is adequate

for most potential amplitude models.
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Figure 6.8: Simulated data generated with expected LHCb Run II statistics and divided
into four phase space bins. The top four rows show the simulated D0→ Kπππ data
(black markers), the fifth row shows the simulated B→ DK data (B+→ DK+ green
markers, B−→ DK− red markers), and the final row shows the external constraints
for the mixing parameters x and y (black markers). The simulated data are shown in
both ‘rate’ and ‘ratio’ form. For all figures in this paper the ‘rate’ plots are used to
perform the fit, although fits to the ‘ratios’ gave consistent results. In all figures the fit
results are superimposed.



Model-independent measurements of the CKM phase γ 151

γ δB rB

σ
0 1 2 3 4 5

%
 o

f t
oy

s

0

20

40

60

80

100

σ
0 1 2 3 4 5

%
 o

f t
oy

s

0

20

40

60

80

100

σ
0 1 2 3 4 5

%
 o

f t
oy

s

0

20

40

60

80

100

Figure 6.9: Coverage tests for γ, δ and rB (Run II statistics, 8 phase space bins, default

model). The red line represents the number of fits expected with
√

∆χ2 < σ (defined
in the text), the black crosses with error bars represent the number found. Because this
is a cumulative distribution, the uncertainties between the bins are highly correlated.

6.10 Confidence regions in γ, δB, rB and x±, y±

Confidence regions are constructed in the parameters of interest based on the χ2 differ-

ence, ∆χ2, of the fit where the relevant parameters are fixed to the values to be probed,

relative to the χ2 of the best fit result when all parameters float.

Figure 6.10 shows 2-dimensional scans in terms of 1, 2, 3σ confidence regions for δB vs γ,

rB vs γ, and y± vs x± for each of the three data-taking scenarios. The results show that

the precision on x−, y− (or δ − γ) is much better than that on x+, y+ (or δ + γ). This

behaviour was observed in many of the D amplitude models studied (see Figure 6.12),

and it appears to depend predominantly on the values for δB, and γ. One striking

feature of the scans is the four fold ambiguity in δB, and γ - this is understood, and

explained in Appendix B. In Section 6.12 it is shown that this can be reduced to a 2-fold

ambiguity using external constraints.

6.10.1 Using the wrong model

To study the impact of an imperfect binning, the sensitivity study is repeated using the

imperfect binning discussed in Section 6.5, and applied to the default Run II scenario.

Comparing the results, shown in Figure 6.11, to those in Figure 6.10 shows that the

imperfect binning results in a visible reduction in sensitivity especially at the 3σ level,
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Figure 6.10: Confidence-level scans for γ, δ and rB in the first two columns, and x±, y±
in the third column, for simulated events according to the different scenarios given in
Table 6.1. The 2D plots show

√
∆χ2 = 1, 2, 3 contours. The yellow star indicates the

input value, the black stars the (multiple) χ2 minima. When secondary local minima
are present, as in Figure 6.11, their positions are indicated with black crosses. The
plots in the last column show contours for x+, y+ (with minima in the second and
fourth quadrant) and x−, y− (with two minima in the first quadrant).

]° [γ
-100 0 100 200

]° [
Bδ

-50

0

50

100

150

200

250

]° [γ
-100 0 100 200

Br

0.02
0.04
0.06
0.08

0.1
0.12

0.14
0.16

±x
-0.2 -0.1 0 0.1 0.2

±y

-0.2
-0.15

-0.1
-0.05

0
0.05

0.1
0.15
0.2

Figure 6.11: CL scans for simulated data generated with the default model, but binned
based on the randomised model described in Section 6.5 (same format as in Figure 6.10).
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Figure 6.12: CL scans for three alternative models, for the LHCb Run II data taking
scenario. The top row shows the ZK3π

Ω values and the central value of ZK3π for each
model. The second row shows the CL scans in the γ − δB plane, for the LHCb Run II
scenario.

but it does not lead to a catastrophic deterioration of the fit, which retains a similar

precision at the 1σ level.

6.11 Studies with other models

To study the dependence of the results on the particular amplitude model for the DCS

D0→ K+π−π+π− decay, the studies are repeated with a variety of amplitude models.

CL scans in the γ-δB plane for three examples, for the LHCb Run II data-taking scenario,

are shown in Figure 6.12.

The first column shows an artificial ‘ideal’ model, set up to have bins with evenly dis-

tributed δfΩ, and |ZfΩ| = 1, BΩ = 1, AΩ = rD for all Ω; this also implies |Zf | = 0. The

second and third column show models taken from the set of randomly generated models;

one where |ZK3π| is smaller than CLEO-c’s central value, and another where it is larger.

The results illustrate a general tendency observed, which is that the fit results improve
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BES III + D mixing, phase space-integrated analysis
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Figure 6.13: Constraints on rB , δB , γ, x−, y− obtained using the phase space-integrated
approach proposed in [8], with additional constraints from mixing as proposed in Sec-
tion 4.4. In contrast to all other results shown in this chapter, neither D-mixing nor
B → DK data are separated into multiple phase space bins. The study uses global
constraints on ZK3π extrapolated to BES III statistics [11], and the LHCb Run II data
scenario.

for models with a fairly even spread of δfp, while clustering of δfp, a feature typical for

models with large |ZK3π|, leads to reduced sensitivity.

6.12 Additional input from the charm threshold

Two ways of incorporating additional information from the charm threshold are con-

sidered. One is to incorporate constraints on the global coherence factor Zf . Such

constraints are already available for D0→ Kπππ and a few other decay modes, based

on CLEO-c data [11, 48, 52], and could significantly improve with input from BES III,

who have collected 3.5 times as much integrated luminosity at the charm threshold.

These constraints can be added either to a phase space-integrated analysis of D-mixing

and B → DK as proposed in Section 4.4 or to the binned analysis introduced here.

Alternatively, charm threshold data can be analysed in the same phase space bins as

B→ DK and charm mixing. This, as shown below, will add additional information that

substantially improves the measurement. Below each method is discussed in turn.
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6.12.1 Phase space-integrated analysis with input from the charm thresh-

old

In contrast to all other results presented in this chapter, for this analysis, neither the

charm mixing data, nor the B→ DK data are divided into multiple phase space bins.

Constraints on ZK3π obtained from charm threshold data are incorporated following [8],

and the fits are performed to simulated data with and without input from a phase space-

integrated D-mixing analysis as proposed in [1]. With this approach there is not enough

information to measure x± and y±, or rB, δB and γ. Figure 6.13 shows confidence regions

obtained for such a phase space-integrated analysis based on the LHCb Run II scenario,

with input from the charm threshold extrapolated to BES III statistics [11], including

input from charm mixing. While no point-values can be obtained, 68% confidence re-

gions can still be interpreted in terms of uncertainties on γ, δB and rB, as described in

Section 6.13. Averaging over 10 simulated experiments, σ(γ) = 56◦ (64◦), σ(δB) = 53◦

(66◦) and σ(rB) = 0.92 · 10−2 (4.1 · 10−2) with (without) input from D-mixing. While

the constraints on γ and δB are rather weak, the precision on rB is excellent. As [11]

have shown, input from such an analysis would play an important role in a global fit to

measure γ.

6.12.2 Global constraints from the charm threshold, with a binned

B→ DK and D-mixing analysis

Performing the fit on the absolute decay rates (see Sections 6.3.2 and 6.7) rather than

the fractions, it is possible to incorporate constraints on the total coherence factor Zf

from the charm threshold while still performing the binned analysis of B→ DK and

charm mixing data as described above, using the relation

∑

all Ωi

AΩiBΩiZfΩi = ABZf . (6.13)

In the above expressions, A,B,Zf are the equivalent quantities to AΩi ,BΩi ,ZfΩi for a

volume that encompasses the entire phase space. Figure 6.14 illustrates the significant
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Figure 6.14: Constraints on x± and y±, obtained by combining simulated B→ DK data
(LHCb Run II statistics) with different constraints from charm. Left: future (BES III)
charm threshold constraints on ZK3π (only the effect on x−, y− is shown, results for
x+, y+ are similar). Centre: D-mixing constraints. Right: Both. (Same format as in
Figure 6.10.)

BES III (binned) BES III binned

(w/o D-mixing input) and binned D-mixing

-x
-0.2 -0.1 0 0.1 0.2

-y

-0.2
-0.15

-0.1
-0.05

0
0.05

0.1
0.15
0.2

+x
-0.2 -0.1 0 0.1 0.2

+y

-0.2
-0.15

-0.1
-0.05

0
0.05

0.1
0.15
0.2

±x
-0.2 -0.1 0 0.1 0.2

±y

-0.2
-0.15

-0.1
-0.05

0
0.05

0.1
0.15
0.2

Figure 6.15: Constraints on x± and y±, obtained by combining simulated B→ DK data
(LHCb Run II statistics) with different constraints from charm. Left: future (BES III)
charm threshold constraints on binned ZK3π

Ω . Right: that, combined with D-mixing.
(Same format as in Figure 6.10.)

benefit of such additional constraints, numerical results can be found in Table 6.2. The

predicted BES III uncertainties on ZK3π are taken from [11].

6.12.3 Binned constraints from the charm threshold

This section presents a comparison of the performance of a binned analysis relying on

charm threshold data for the charm interference parameter, as proposed in [8], with

the novel method proposed in this section, and with a combined approach using binned

threshold and charm mixing data. The charm threshold data are analysed in the same
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Figure 6.16: Constraints on ReZf0 and ImZf0 (ReZfΩ and ImZfΩ in the 0th bin of phase
space) for different charm inputs for estimated LHCb Run II statistics. The bottom
row includes constraints from B→ DK decays.

phase space bins as B → DK and charm mixing. This provides a constraint from

threshold data on each individual ZK3π
Ω , rather than only their weighted sum as in Sec-

tion 6.12.2. To estimate the uncertainties on ZK3π
Ω from such an analysis, the results on

ZK3π from [11] are used, along with the assumption that uncertainties scale with the

inverse square-root of the number of signal events used for the measurement. Given the

fairly large uncertainty on ZK3π from CLEO-c data, it is assumed that these data can

be divided into at most three bins while still providing meaningful constraints on ZK3π
Ω

in each bin. With BES III statistics, it is expected to be possible to match the binning

schemes defined in Section 6.7, with up to eight bins. Figure 6.15 and Figure 6.16 illus-

trate in the x± − y± and ReZf0 -ImZf0 planes respectively, the dramatic effect that the

combination of mixing constraints and binned ZK3π
Ω constraints from a future analysis

of BES III threshold data could have. Not only are the uncertainties on x±, y± much

reduced compared to either constraint being applied individually (see Table 6.2 for nu-

merical results), but the BES III input also removes the previously existing ambiguities

in x± and y±. Figure 6.17, described below, confirms this observation for 1-dimensional
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Figure 6.17: The p-value (see Equation 6.12) versus γ, x+, and x− for different charm
inputs for estimated LHCb Run II statistics. The arrow indicates the input value with
which the experiment was simulated. The numbers inside the scans represent the best
fit value ±1σ, as described in the text.

parameter scans of x± and γ.

6.13 1-D scans and quantified uncertainties

One-dimensional p-value (see Equation 6.12) scans are performed for the parameters

of interest. To translate a scan into a numerical result for the uncertainty σ on a

given parameter, the peak which is nearest the input value (with which the data were

generated) is chosen, and σ is taken to be half its width at 1 − p = 68%. Multiple
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solutions are ignored unless two solutions merge at the 68% CL level, in which case the

width of the merged double-peak is used to calculate σ. This is illustrated for a few

examples in Figure 6.17.

6.14 Summary of results

Table 6.2 summarises the estimates of the uncertainties on the parameters describing

CP violation in B→ DK, measured in B→ DK, D → Kπππ for different charm inputs

and data taking scenarios. These estimates are obtained from p-value scans as described

above, averaged over 50 simulated experiments, generated using the default amplitude

model.

The results indicate that an interesting precision on these parameters (especially x− and

y−) can be achieved solely based on a combined analysis of B→ DK, D → Kπππ and

charm mixing data in several bins of the D decay’s phase space. Such a result would

not provide a competitive measurement of γ by itself, but would be expected to make a

valuable contribution to a combined fit, such as the ones described in [11, 48, 80].

However, using both charm input from mixing and from threshold data transforms this

into a precision measurement of γ. While precise predictions are impossible until there is

a better understanding of the D0→ K+π−π+π− amplitude structure, the above results

suggest that, with the approach proposed here applied to LHCb Run 1 data, this channel

can reach a similar precision as the combined analysis of B→ DK with D → KSπ
+π−

and D → KSK
+K− on LHCb Run 1 data [89], currently the most precise individual

measurement of γ in tree-level decays. Conversely, the inclusion of information from

charm mixing leads to a vastly improved precision compared to that achievable based

on charm input from threshold data alone, by about an order of magnitude for the

upgrade scenario, emphasising the crucial role of the information from charm mixing.

Finally, the results indicate that the input from BES III has the potential to substantially

improve the precision on γ over that achievable with CLEO-c’s dataset alone, especially

if a binned analysis were to be performed. Further improvements would be expected
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run II N 50 34 3.3 6.9 6.7 8.9 11
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Table 6.2: Uncertainties on key parameters, obtained based on the default amplitude
model in different configurations, averaged over 50 simulated experiments. The typical
uncertainty on these figures is ∼ 5%. All results are for the binned approach applied to
B→ DK and, where used, charm mixing data. The first column refers to the scenarios
defined in Table 6.1. The second column defines whether charm mixing input was used
(Y), or not (N). The third column describes additional input from the charm threshold.
‘CLEO global’ refers to the phase space-integrated input from [11]. ‘BES III global’ is
the same, but uses the uncertainties predicted in [11] for a data sample 3.5 times as
large as that collected by CLEO-c. ‘CLEO binned’ and ‘BES III binned’ extrapolate
to a potential binned analysis of the charm threshold data described in Section 6.12.3.
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from combining CLEO-c and BES III input, which, in this study, were only considered

separately.

6.15 Conclusions

This chapter presents a new method for the amplitude model-independent measurement

of the CP violation parameter γ using B±→ DK± decays, based on a combined anal-

ysis of B→ DK and charm mixing. When analysed in several bins of the D decay’s

phase space, γ can be measured without additional input from the charm threshold.

The performance of the method is evaluated in a simulation study for the case where

the D decays to Kπππ, using sample sizes representing existing and plausible future

datasets. The precision ultimately achievable depends on the D0→ K+π−π+π− ampli-

tude structure realised in nature, that is not currently known. The results suggest that

the new method would, even without input from the charm threshold, provide valuable

input to a global γ combination, although the precision would be insufficient to provide

a competitive γ measurement in its own right.

The performance of this novel method is compared to that of a binned analysis with

charm input from the threshold, as proposed in [8]. For the Run I scenario, with BES III

statistics, both methods perform similarly well. Assuming no additional data from the

threshold, the mixing-based method introduced here performs significantly better for

the LHCb-upgrade scenario, benefiting from the vast number of D events expected.

For all data-taking scenarios studied, combining the two methods results in a far superior

performance than either can achieve individually. This is already the case when threshold

data enter in the form of a phase space-integrated constraint on Zf , but by far the best

results are obtained if D-mixing, B→ DK and charm threshold data are analysed in

the same phase space bins. Such a combined approach transforms this into a highly

competitive precision measurement of γ, on par with the best existing constraints from

individual channels. Its precision keeps improving with charm mixing and B → DK

event yields projected into the foreseeable future, even if no new data from the charm

threshold become available.
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Once a D0→ K+π−π+π− amplitude model is available to inform the binning, the tech-

niques introduced here can be used to significantly improve the precision on γ and re-

lated parameters that can be obtained from B→ DK, D→ Kπππ. Such a measurement

would benefit greatly from an update of the ZK3π = RK3πe−δ
K3π

measurement [11, 48]

with BES III’s larger dataset, and, even more so, a binned ZK3π
Ω analysis. With all of the

above ingredients in place, the methods introduced in this chapter, applied to B→ DK,

D→ Kπππ, could lead to one of the most precise individual γ measurements.



Chapter 7

Conclusions

The LHCb experiment is a specialised detector aimed towards precision measurements

in flavour physics. The detector is placed at one of the LHC interaction points, which

provides the largest production cross-section of c and b hadrons in the world. Of par-

ticular importance to this thesis are the unprecedented numbers of D → Kπππ and

B±→ DK±, D → Kπππ decays that have been collected by LHCb during 2011 and

2012. The LHCb detector has several unique features that were essential in collecting

these samples. The VELO sub-detector provides tracking within 8 mm of the beam line,

allowing the secondary (and tertiary) decay vertices of B and D mesons to be distin-

guished from the PV. The LHCb trigger system allows the experiment to collect large,

clean heavy flavour samples, even in all-hadronic final states. Two RICH detectors give

excellent discrimination between pions, kaons and protons, allowing the suppressed de-

cay D0→ K+π−π+π− to be separated from the much more copious D0→ K−π+π−π+.

Constraining the parameters of the CKM matrix, which describes the relative probability

of flavour-changing charged currents in the SM, is one of the major goals of flavour

physics. The CKM phase γ is particularly interesting because it is currently the least

constrained angle of the unitarity triangle, and additionally is the only angle that can

be measured in tree-only decays.

The decay B → DK,D → Kπππ provides a theoretically clean (tree-only) method

of measuring the CKM phase γ that is unlikely to be influenced by any new physics
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contributions. However, this SM reference is crucial for the new physics sensitivity of

the quark flavour sector. In order to constrain γ using B→ DK,D → f decays one needs

external input to describe the interference between D0 → f and D0 → f amplitudes

- this interference can be parameterised by the complex interference parameter Zf .

Previously, constraints on Zf could only be obtained at the charm threshold from e+e−

colliders - for example, the CLEO-c or BES III experiment. It is shown using simulation

studies that constraints on Zf can also be obtained from a measurement of D-mixing.

While it is not possible to get a point constraint in the complex Zf plane, it is possible

to constrain a line of solutions.

A measurement of D-mixing in the suppressed D0→ K+π−π+π− decay is made using

1.0 fb−1 of data collected by the LHCb experiment at a centre of mass collision energy

of
√
s = 7 TeV. To reduce experimental uncertainties, the favoured D0→ K−π+π−π+

decay is used as a normalisation channel. The ratio of DCS to CF amplitudes is measured

to be,

rK3π
D = 0.0548± 0.0012,

which is the first direct measurement of this parameter, shown to be compatible with,

and improving upon indirect constraints from BELLE [79].

A combination of results from LHCb and CLEO-c gives the following constraints on Zf :

ReZK3π = −0.135+0.095
−0.105, ImZK3π = −0.26+0.19

−0.16,

which for Im ZK3π, is a reduction in the uncertainty by ∼ 30% when compared to the

measurement from CLEO-c alone.

The probability of the LHCb data being a statistical fluctuation of the no-mixing hy-

pothesis is 2.5× 10−6, corresponding to a significance of 4.7σ.

Measuring γ from B → DK,D → f decays requires prior constraints on Zf . It was

previously thought that these constraints could only come from the charm threshold -

D-mixing would not be sufficient alone because it can only provide a line of constraints

in the complex Zf plane. It is shown with a novel approach, that it is in fact possi-

ble to constrain γ using only input from charm mixing. Such a measurement is only
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possible when the final state of the D decay is multi-body, so that the phase space of

the decay can be divided into independent volumes. The performance of the method is

evaluated using simulated data for the final state Kπππ. This is done for two scenarios:

using input from charm mixing, and using input from the charm threshold. While both

methods give useful constraints on γ, using the combination of both sets of constraints

far outperforms each individually. Doing so makes the measurement highly competi-

tive with γ constraints from other decay modes. With assumptions about the resonant

substructure of the D0→ K+π−π+π− DCS amplitude, it is estimated that γ can be

measured to within 12◦ using existing data and 4◦ degrees for the LHCb-upgrade.





Appendix A

Phase Conventions

There are two different definitions of the CP operator in use. The Heavy Flavour Aver-

aging Group (HFAG) [71] uses

CPHFAG|D0〉 = −|D̄0〉, (A.1)

which is the convention usually adopted for charm analyses. In the context of extracting

γ from B → DK decays, it is usual practice to follow the “ADS” convention [23],

CPADS|D0〉 = +|D̄0〉. (A.2)

This difference affects several relevant parameters, and needs to be taken into account

when providing charm input to the measurement of γ. The choice of convention decides

how the mass eigenstates |D1〉 and |D2〉 defined in Equation 4.3 relate to the CP even

and odd eigenstates, |D+〉 and |D−〉. In the HFAG convention |D1〉 ≈ |D−〉 and |D2〉 ≈
|D+〉 (these relations become exact in the absence of CPV). In the ADS convention

it is the other way around. The mixing variables x and y are defined in terms of

(approximate) CP eigenstates, x = M+−M−
Γ , y = Γ+−Γ−

Γ , where the subscripts + and −
label the masses and widths of the predominantly CP -even and CP -odd mass eigenstates,

respectively. The formalism detailed above, with the mixing parameters defined in

Equation 4.5, follows the HFAG convention. Changing this to the ADS convention

implies a simultaneous change x→ −x and y → −y.

The choice of convention also affects the complex interference parameter ZfΩ. To ensure

that the same physical CP even or CP odd state corresponds to the same wave function

(up to a phase), the |D0〉 and |D0〉 wavefunctions between the two conventions must be

related by

|D0〉ADS = eiξ|D0〉HFAG,

|D0〉ADS = −eiξ|D0〉HFAG, (A.3)
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where ξ is an arbitrary phase. As ZfΩ ∝
∫

Ω〈fp|Ĥ|D0〉〈fp|Ĥ|D0〉∗ dΦ
dp dp, this implies

ZfΩ ADS = −ZfΩ HFAG, (A.4)

which is equivalent to

RfD ADS = RfD HFAG cADS
i = −cHFAG

i

δfD ADS = δfD HFAG + π sADS
i = −sHFAG

i . (A.5)



Appendix B

Phase Ambiguities

As described in [1], the charm mixing input constrains each ZfΩ = RfΩe
−iδfΩ to a line of

slope −y/x in the ReZfΩ−ImZ
f
Ω plane. The input from the B→ DK adds information

on the magnitude of ZfΩ, leaving two possible solutions for each ZfΩ, which have the same

magnitude but different phases: −δfΩ 1 and −δfΩ 2, as illustrated in Figure B.1. These

solutions are symmetric with respect to a line of symmetry that is perpendicular to the

constraint from charm mixing. Their sum is always along this line of symmetry and has

the phase α = −1
2(δfΩ 1 +δfΩ 2). Because α depends only on the charm mixing parameters

(with tanα = x/y) it is the same for all phase-space bins. It is easy to show that, as

a consequence of this relationship, the system of equations remains invariant under the

Figure B.1: The combined constraints on ZfΩ = RfΩe
−iδfΩ from charm mixing (red line

with slope -y/x) and B→ DK (green solid circle) lead to two possible solutions, whose
sum (short black arrow) is always perpendicular to the charm constraint. (In the figure,
the subscript Ω and superscript f are omitted for clarity.) The grey broken circular
line indicates the boundary of the physically allowed region.
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following operation:

({
δfΩ

}
, δB, γ

)
→
({
−2α− δfΩ

}
,−2α− δB,−γ

)
. (B.1)

There is also the more obvious invariance under the simultaneous shift by π of δB and

γ: ({
δfΩ

}
, δB, γ

)
→
({
δfΩ

}
, δB + π, γ + π

)
, (B.2)

leading to an overall four-fold ambiguity in γ and δB. In Section 6.12 it is shown how

external input from the charm threshold [11, 48] can be used to reduce this to a 2-fold

ambiguity.



Appendix C

Efficiency Corrections

Figures C.1 - C.5 show a comparison of generator level MC (GEN) and LHCb MC

that has been passed through detector simulation and event reconstruction (MC). The

generator level MC has additionally been reweighted by the acceptance parameterisation,

εKπππ(p), described in Section 5.6. Projections of the two data samples are compared

in the 5 variables that are used (in this thesis) to parameterise the 5D phase space of

the D0 → Kπππ decay (m12, m23, m34, m123 and m234). Additionally, 4 slices (defined

to have approximately the same number of events) are taken in each of these variables,

then projections are shown over the remaining 4 i.e. slicing in 1 variable, then projecting

over the other 4. If the acceptance parameterisation is working, one would expect each

pair of projections to be compatible - this is observed to be the case.
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Figure C.1: Projections of MC (black) and GEN weighted by εKπππ(p) (red) in 4 of the
5 variables chosen to parameterise phase space (m23,m34,m123,m234). The datasets
MC and GEN, and the efficiency parameterisation, εKπππ(p), are defined in Section 5.6.
The projections are shown in 4 slices of m12, which are defined by the uppermost plot
(slices are defined by the black vertical lines, and labeled 1-4 from left to right). The
ratio plots show the ratio of MC to GEN projections.
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Figure C.2: Projections of MC (black) and GEN weighted by εKπππ(p) (red) in 4 of the
5 variables chosen to parameterise phase space (m12,m34,m123,m234). The datasets
MC and GEN, and the efficiency parameterisation, εKπππ(p), are defined in Section 5.6.
The projections are shown in 4 slices of m23, which are defined by the uppermost plot
(slices are defined by the black vertical lines, and labeled 1-4 from left to right). The
ratio plots show the ratio of MC to GEN projections.
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Figure C.3: Projections of MC (black) and GEN weighted by εKπππ(p) (red) in 4 of the
5 variables chosen to parameterise phase space (m12,m23,m123,m234). The datasets
MC and GEN, and the efficiency parameterisation, εKπππ(p), are defined in Section 5.6.
The projections are shown in 4 slices of m34, which are defined by the uppermost plot
(slices are defined by the black vertical lines, and labeled 1-4 from left to right). The
ratio plots show the ratio of MC to GEN projections.
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Figure C.4: Projections of MC (black) and GEN weighted by εKπππ(p) (red) in 4 of
the 5 variables chosen to parameterise phase space (m12,m23,m34,m234). The datasets
MC and GEN, and the efficiency parameterisation, εKπππ(p), are defined in Section 5.6.
The projections are shown in 4 slices of m123, which are defined by the uppermost plot
(slices are defined by the black vertical lines, and labeled 1-4 from left to right). The
ratio plots show the ratio of MC to GEN projections.
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Figure C.5: Projections of MC (black) and GEN weighted by εKπππ(p) (red) in 4 of
the 5 variables chosen to parameterise phase space (m12,m23,m34,m123). The datasets
MC and GEN, and the efficiency parameterisation, εKπππ(p), are defined in Section 5.6.
The projections are shown in 4 slices of m234, which are defined by the uppermost plot
(slices are defined by the black vertical lines, and labeled 1-4 from left to right). The
ratio plots show the ratio of MC to GEN projections.
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