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Abstract

The motivation, theoretical principles and analytical procedure for an assessment of the radia-
tion damage to the ATLAS SCT end-caps is presented. An analysis of the leakage current across
end-cap modules is performed for 2011 and 2012 data. A comparison between the observed
and expected leakage current is made, with measurements favouring the shape of the theoret-
ical evolution. Measured data is found to be systematically lower than predicted for a large
subset of end-cap modules, while the remainder show surface current effects which interfere
with bulk current observation. Uniform differences for modules at different radial distances
suggest a radial temperature distribution in the end-caps, with absolute silicon sensor temper-
ature to be established in further analysis.
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Chapter 1

Introduction

1.1 Background

The Semiconductor Tracker (SCT) is a component of the ATLAS Inner Detector (ID) at the Large
Hadron Collider (LHC) at CERN. The second detector subsystem from the interaction point, it is
a silicon micro-strip detector designed to track the paths of charged particles in the intermediate
radial range of the ID. Its close proximity to innumerable high energy collisions means that the
SCT operates in an extremely intense radiation field, where radiation damage to the silicon
material instigates deterioration of its detector properties.

An effect of radiation damage is an increase in the leakage current Ileak of the SCT modules.
This current equates to background noise across the module sensors, which interferes with the
current induced by high energy charged particles. Critical increases in the leakage current of
SCT modules can be catastrophic by triggering thermal runaway. This arises due to a positive
feedback loop between increases in current and temperature. The high resulting current makes
resolving the paths of traversing particles impossible. It is important, therefore, to keep leakage
current and module temperature within safe limits. Direct measurement of leakage current
evolution is convenient for determining the radiation damage in the silicon bulk, which affects
other sensor properties, such as the depletion voltage.

The maximum permissible magnitude of leakage current before thermal runaway is 5 mA [1].
SCT modules are designed to account for irradiation, with a proposed lifetime based on previ-
ous experience and a theoretical understanding. Long term predictions propose an end-of-life
SCT Ileak of around 2− 3 mA [2], thereby granting an error factor of about 2.

1.2 Motivation

In 2010 an analysis of the SCT leakage current was conducted [2]. This was done by comparing
the measured leakage current data Idata with a theoretical current evolution IHM, calculated
using the Harper model (HM). Figure 1.1 shows that at small radial distances from the beam-
line, the ratio of measured to expected leakage current Rleak = Idata/IHM was as high as around
2. The findings were a concern as they suggested that, if this discrepancy persists, Ileak will be
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Figure 1.1: A plot from the 2010 analysis displaying Rleak for different regions of the SCT. The
FLUKA Monte Carlo 1 MeV neutron equivalent fluence 1011 MeVneqcm−2fb−1, with axis on the
right, is reported via a heat map. This image shows a top-down view of the detector, with the
barrel on the left, at small z, and end-cap A on the right. [2]

twice as high as expected at end-of-life. This would, effectively, reduce the margin for error to
zero.

A more concerning possibility is that the discrepancy found in 2010 could increase over subse-
quent years, resulting in a runaway current before the ATLAS experiment reaches the end of
its functional lifetime. The comparisons also indicate that the barrel modules show much more
consistent agreement with the theoretical evolution.

This consistency has been subsequently demonstrated by Taka Kondo of KEK. The concurrent
study shows that current measurements repeatedly conform to predictions over 2010, 2011 and
2012. Figure 1.2 shows a sample of obtained results with 2011 data. It is evident from the
shape of the distribution that Idata follows the HM evolution, though with a uniform relative
magnitude Rleak of about 0.9, within the uncertainty of the model.

These analyses suggest that there are important differences for the end-cap modules. This mo-
tivates an additional study, with more recent data, in order to investigate this disparity more
closely. If radiation damage is found to be increasing at an unforeseen rate, it suggests that these
devices will not survive the envisaged operational duration of the ATLAS experiment.

1.3 Aims

The aim of this analysis is to observe the evolution of leakage current across SCT end-cap mod-
ules in 2011 and 2012, in order to determine whether it is in keeping with what is expected from
theoretical predictions.

The Harper model is used to predict the evolution of leakage current for each region of the end-
cap that receives a uniform irradiation. Absolute measurements of leakage current are then
extracted on a certain date for every end-cap module. These are then averaged over each of
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Figure 1.2: The results of a 2011 comparison showing Idata (points) against the current evolu-
tion expected from the Harper model IHM (lines) with IHM uncertainty reported by coloured
bands. [3]

the corresponding regions and compared to the expected magnitude by taking the ratio Rleak =
Idata/IHM. Such comparisons are made throughout 2011 and 2012 in order to observe any trends
over time.

Additionally, in order to confirm that the analytical method is appropriate, a 2011 cross-check
of the barrel modules is also performed, and the results compared in juxtaposition with the
parallel analysis.

In this thesis, firstly, the design of the LHC and ATLAS detector is outlined in chapters 2 and 3,
respectively. Following this, chapter 4 provides an overview of the physics behind semiconduc-
tors and why their properties make them effective as particle detectors. Details on the specific
parameters of the SCT are given in chapter 5. The mechanisms responsible for radiation dam-
age, as well as the Harper model, are described in chapter 6. Subsequently, chapter 7 details
the specific SCT parameters used in generating these predictions, along with the results. Chap-
ter 8 explains how current measurements are processed in order to extract observations for a
certain time and detector module. A comparison of predictions and measurements is made in
chapter 9, with the conclusions in chapter 10.
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Chapter 2

The LHC: Large Hadron Collider

Figure 2.1: Schematic of
the LHC proton injector
chain. [4]

The Large Hadron Collider (LHC) is currently the highest energy
particle accelerator ever constructed. Principally a proton-proton pp
collider, the designed centre-of-mass energy for these collisions is
14 TeV, with a luminosity of 1034 cm−2 s−1 [5]. During running in 2010
and 2011 the pp energy was 7 TeV, which increased to 8 TeV in 2012.
It can also collide lead ions with an energy of 2.8 TeV per nucleon and
a peak luminosity of 1027 cm−2 s−1. The high energy and luminos-
ity provided by the LHC enables the observation of rare interactions
in order to identify new physics processes, allowing the analysis of
previously untested theories.

Proton beams in the LHC are accelerated in pulses, distributing the
particles in to ‘bunches’ consisting of approximately 1011 protons.
Each beam comprises 2808 bunches, which are nominally separated
by 25 ns, though, currently, 50 ns bunch spacings are common.

The accelerator chain begins with the linear accelerator (Linac 2). A
subsequent booster (PSB) injects particles into the Proton Synchrotron
(PS), which accelerates them up to 26 GeV. Upon reaching this en-
ergy, the protons are inserted into the Super Proton Synchrotron (SPS)
which increases their energy to 450 GeV.

The particles are then injected in to the LHC, which is installed in a tunnel with a circumference
of 27 km. Around the ring, there are eight straight sections, each followed by a portion which
bends the particles using magnetic fields. A single straight section contains the microwave
cavities that accelerate the protons to their collision energy. Another section contains the beam
dump, which removes the beams when their luminosity has dropped below useful limits. Two
sections use magnetic fields to focus the beams, reducing their cross-sectional area.

The remaining four straight sections can cross them, resulting in an interaction point. When
running with stable beams bunch crossings occur with a frequency of 40 MHz, each generating
around twenty pp collisions. Installed on these sections are the detectors that reconstruct the
resultant interactions. The largest collaborations are ATLAS, CMS (Compact Muon Solenoid),
LHCb (LHC beauty) and ALICE (A Large Ion Collider Experiment) [6].
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Chapter 3

ATLAS: A Toroidal LHC Apparatus

3.1 Physics Goals

The Standard Model (SM) of Particle Physics ties together three seemingly disparate interac-
tions: electromagnetism EM, the weak force and the strong force. In doing so it describes all
known elementary particles and their interactions1. It is underpinned by relativistic quantum
field theory, with every fundamental particle an excitation of an underlying field. All particles
can be split in to two categories, fermions and bosons. The former spin- 1

2 particles compose
all visible matter and can be further sub-categorised in to leptons and quarks. These are each
divided in to three generations of increasing mass.

Particle Flavour Q/|e|
leptons νe νµ ντ 0

e µ τ −1
quarks u c t + 2

3
d s b − 1

3

Table 3.1: The Standard Model Fermions

The SM interactions are mediated by spin-1 vector bosons, quanta of gauge fields. Photons γ
mediate EM between all charged particles. The weak force, interacting between all fermions, is
carried by the W± and Z0 bosons. Strong interactions are mediated by gluons, which couple
to colour charge. This is distinct from charge and has a 3-way multiplicity of red, green and
blue. Quarks, the sole fermions with colour charge, are never observed in isolation, always con-
fined in composite particles known as hadrons. Two such hadrons are the proton and neutron,
respectively, composed of uud and udd.

In the SM, all elementary particles acquire mass via the Higgs mechanism. The Higgs field has
a non-zero vacuum expectation value and its introduction leads to a spontaneous breaking of
the electroweak gauge symmetry. The resulting massless degrees of freedom, the Goldstone

1This section briefly outlines the standard model and the underpinning field theories. A more thorough description
may be found in [7, 8].
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Bosons, are ‘eaten’ by the gauge fields to give masses to the 3 vector bosons of the weak interac-
tion. Fermions acquire their mass via a Yukawa interaction with the Higgs field. An excitation
in this field is a spin-0 scalar particle, the Higgs Boson.

The Higgs, however, prior to the running of the LHC, was undiscovered, the last missing ingre-
dient of the SM. Finding evidence of this particle was the principle goal of the ATLAS collab-
oration. In March 2013, from combined signal analysis, the mass of a newly discovered boson
was given as approximately 125.5 GeV [9]. A subsequent spin analysis in April found that data
strongly favoured this boson to have spin-0 [10]. With these findings, it was decided that, be-
yond reasonable doubt, the newly discovered particle is the Higgs boson.

Finding the Higgs is significant, as the mechanism by which all fundamental particles are given
mass has now been established. However, the SM appears to be an incomplete description. So
far, for example, there is no account of the neutrino ν masses, nor an explanation for the ap-
parent matter/antimatter asymmetry in the universe. Many models, such as super-symmetry,
have been proposed that attempt to explain these phenomena. Continuing analysis of the prop-
erties of this new particle is imperative in determining whether it fits in to the SM, or belongs
to theories beyond the standard model [11].

3.2 Coordinate system

The coordinate system and nomenclature used to describe the ATLAS detector is outlined
briefly here, since it will be referred to repeatedly. The ATLAS detector is located at ‘point
one’ of the LHC ring, with the nominal interaction point defined as the origin of the ATLAS
coordinate system. The z-axis is defined by the beam axis, with the x-y plane perpendicular to
beam direction. The positive x-direction points towards the centre of the LHC ring, with the
y-direction pointing directly upwards. The A side of ATLAS is defined to be that with positive
z, while the C side has negative z.

Due to the symmetry of ATLAS, it is also common to use cylindrical co-ordinates (r, φ, z). The
transverse radial distance from the beam pipe r is given by r =

√
x2 + y2, while the azimuthal

angle φ is measured from the positive x-axis. Additionally, the polar angle θ is the angle from
the positive z-axis [12].

For describing tracks of the high energy particles it useful to define the rapidity, y [6]:

y =
1
2

ln
E + pL
E− pL

(3.1)

This is because differences in the y coordinate between two events2 are invariant under lon-
gitudinal Lorentz boosts (in the z-direction). This is desirable, as the colliding partons3 have
unknown original longitudinal momentum pL. In the ultra-relativistic (massless) limit, where
we assume all particles are travelling at the speed of light, this quantity can be closely approxi-
mated by pseudorapidity η:

2Here, ‘event’ reports the more general spacetime coordinate, rather than, say, a bunch crossing, as it typically refers
to at the LHC and throughout this thesis. Though, of course, it may report both.

3A parton refers to the constituent gluons and quarks within hadrons, in this case within protons.
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η =
1
2

ln
|P|+ pL
|P| − pL

= −ln
(

tan
(

θ

2

))
(3.2)

Note that, unlike rapidity, pseudorapidity depends only on the angle between the beam line and
the particle momentum P, and not on the energy of the particle E. This parameter is convenient
for describing the coverage of the detector. The ‘forward’ sections of ATLAS refer to regions of
the detector that are at high pseudorapidity.

Figure 3.1: As φ goes to 0, η approaches infinity.

3.3 Detector Anatomy

ATLAS, along with CMS, is one of two general purpose detectors on the LHC designed to track
and identify the particles resulting from proton-proton collisions. The resulting high particle
energies and multiplicities, interaction rates and need for precision measurements necessitate
that ATLAS sets new standards in particle detection [12].

One important standard is hermeticity, which accounts for the capacity of a particle detector to
observe all possible decay products of an interaction between subatomic particles in a collider.
A hermetic detector incorporates maximum coverage around the interaction and accounts for
all particle multiplicities with various types of sub-detectors. In order to accurately recreate
high energy physics events it is important to maximise the hermeticity of the detector as it
allows for measurements of missing momentum. This is necessary identifying for particles
that interact very weakly with matter, where a direct detection is virtually impossible, such as
neutrinos.

The ATLAS detector has a symmetrical, cylindrical form 44 metres long, 25 metres in diameter
and weighing 7000 tonnes, composing multiple subsystems. These components can be approx-
imately separated in to four categories: the inner detector, calorimeter systems, muon detector
and magnet systems. The first three compose the main detector sub-systems of ATLAS. Mov-
ing radially outward from the interaction point, the first is the inner detector, a tracker, which
allows for measurement of momentum for charged particles as they curve in a magnetic field.
Next there are calorimeters, which determine the energy of most charged and neutral particles
via their direct absorption. Lastly comes the muon system, which measures the momentum of
the principle detectable particles not halted by calorimeters.
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Figure 3.2: A schematic of the full ATLAS apparatus, labelling principle detector components.
A sense of scale may be inferred from those people drawn on the shielding and floor. [13]

Each particle has a unique combination of signals in each detector sub-system, allowing differ-
ent particles to be identified. The distinct information from these interactions together allow
the accurate tracking of all particles, and a reconstruction of each event. Figure 3.2 shows a
cutaway diagram, labelling the principle components of the detector. Each sub-system com-
poses a central barrel region which is responsible for particle tracking in the small η region
and two end-caps on each the A and C side which cover the high η forward regions. The total
pseudorapidity coverage of the ATLAS detector extends from |η| = 0 to |η| = 4.9 [12].

3.3.1 Magnet Systems

ATLAS requires two independent magnet systems. The first is a central solenoid surrounding
the inner detector, providing a field strength of 2 Tesla. Situated before the calorimeter systems,
it is designed to be as thin as possible, in order to minimise the energy loss of a particle prior to
reaching the surrounding subsystems.

The second, toroidal, magnetic system encloses the muon-spectrometer and consists of eight
large coils in the barrel region accompanied by 8 smaller coils in each of the end-caps, providing
respective field strengths of 1T and 0.5T.

The super-conducting magnets are cooled to temperatures of 4 Kelvin using a system of liq-
uid helium cryogenics. Both magnet systems have a similar purpose: they bend the paths of
charged particles traversing the encompassing sub-systems in order to resolve their momenta.
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Figure 3.3: A cutaway schematic of the ATLAS Inner Detector, labelling principle sub-
systems. [14]

3.3.2 Inner Detector

The inner detector (ID) is the central detector subsystem, situated closest to the origin. It has an
η coverage of ±2.5. The principle purpose of the ID is the precise measurement of position and
momentum for charged particles. This information is critical in determining the primary vertex
positions and impact parameters of interactions.

For every bunch crossing a large number of particles with high multiplicity emerge within
|η| < 2.5, creating an extremely high track density in the detector [12]. To achieve the required
momentum and vertex resolutions for isolating frontier physics processes, a fine detector gran-
ularity is required. The ID sub-systems provide this function. Moving radially outward from
the interaction point these are the Pixel detector, the Semiconductor Tracker (SCT) and the Tran-
sition Radiation Tracker (TRT).

The Pixel detector is a semiconductor detector. Sensors are embedded with 2D arrays of small,
rectangular p-type silicon, or ‘pixels’. There are 80 million of these pixels in total. With a pitch
(section 5.3) of 50 µm × 400 µm they provide a resolution of 14 µm in rφ and 87 µm in z. Their
high granularity makes them ideal for distinguishing tracks at high particle flux density. This
data allows accurate 3D vertex reconstruction for charged tracks and the determination of the
transverse impact parameter to <15 µm.

The SCT operates similarly to the Pixel, yet features silicon strips. The SCT is the principle focus
of this thesis and is described in greater detail in chapter 5, while the general principles behind
all semiconductor detectors are detailed in chapter 4.
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At the outermost radii, the TRT provides a large number of additional lower-resolution tracking
measurements, as well as some particle identification. It consists of gas filled ‘straws’ embedded
in dense radiator material. Ultra-relativistic particles emit transition radiation when crossing
the interface of two media with different dielectric constants [15]. The frequency of this radiation
is dependent on the Lorentz factor:

γ =
1√

1− v2

c2

=
E

mc2 (3.3)

This factor is different for particles of the same momentum, but different mass, allowing the
TRT to distinguish between electrons and other particles, such as pions4.

3.3.3 Calorimeters

The calorimetry system aims to stop and directly measure the energy of neutral and charged
particles, such as electrons e−, photons γ and jets5. This consists of alternating layers of dense
absorbing and scintillating material, followed by photo-detectors. The intensity of the light is
then used to determine the energy of the particles.

The calorimetry system composes an electromagnetic calorimeter surrounded by a hadronic
calorimeter. Low mass electromagnetically interacting particles such as e− and γ are absorbed
by the first calorimeter, while hadronic matter penetrates further. Only neutrinos and high
energy muons may escape through the calorimeter system. Particle showering is an important
process for this procedure and is described in more detail in section 7.2.1.

3.3.4 Muon Detector

Muons µ are the sole detectable particles able to traverse both the inner detector and calorime-
ters. The muon spectrometer, along with the accompanying toroidal magnets, dominate the
outward appearance of the ATLAS detector. The system consists of thousands of charged par-
ticle sensors, similar in design to the straws of the TRT, yet with larger diameters. By altering
the paths of muons and tracking the resultant motion their momentum is determined with high
precision.

4Pi-mesons (π+, π−, π0) are the lightest of mesons, which consist of one quark and one anti-quark. π+ (π−) consists
of ud̄ (dū), while π0 exists as the superposition state 1

2

(
uū− dd̄

)
.

5Jets are narrow cones of particles produced by the hadronisation of a parton due to colour confinement.
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Chapter 4

Principles of Semiconductor
Detectors

4.1 Band Theory

Electrons bound to isolated atoms may occupy only discrete energy levels. When two atoms are
placed in a molecular structure, the atomic wavefunctions ‘overlap’, splitting the atomic orbitals
into separate molecular orbitals, each of a new energy. This is because, as fermions, electrons
obey the Pauli exclusion principle: no two identical fermions may simultaneously occupy the
same quantum state.

As additional atoms are added adjacently, available energy levels become increasingly strati-
fied. Consequently, as the number of overlapping atomic orbitals increases, the energy differ-
ence between adjacent states decreases. This leads to bands of available energy levels, as well
as forbidden ranges of energy: band gaps. Ultimately, when many atoms are bound together
to form a solid lattice, the infinitesimal separation within bands is comparable with the uncer-
tainty in energy due to the Heisenberg uncertainty principle. We may then, effectively, assume
the bands to have a continuous energy spectrum1.

4.2 Semiconductors

The conductive properties of a solid are determined by its band structure and another important
parameter: the Fermi level. The Fermi level is the highest occupied hypothetical electron energy
level at absolute zero temperature. Conductors, such as metals, contain a band which is partially
filled and partially empty, as the Fermi level is below the top of the band. This means that there
is no barrier to excitation and electrons may flow freely through the crystal.

Insulators and semiconductors have a lower energy band, which is entirely occupied, called the
valence band. The Fermi level lies above this, in the band gap, which itself lies below a higher

1A more thorough treatment of overlapping atomic wavefunctions is approached using the linear combination of
atomic orbitals LCAO. When coupled with the periodicity of crystal structures, this leads to the Bloch theorem, which
explains the energy band structure of solid state materials [16, 17].
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Figure 4.1: Schematic representation of the band gap difference in a metal, a semiconductor and
an insulator. [18]

range of unoccupied available states known as the conduction band. The difference in energy
between the top of the valence band and the bottom of the conduction band Eg corresponds to
the minimum energy with which an electron must be provided in order to reach the conduction
band, allowing motion across the lattice.

We can view metals too as possessing these separate bands, yet overlapping, such that this
band gap energy Eg is effectively zero. For insulators this difference is significant enough that
the material can be considered non-conductive. An intrinsic semiconductor has an Eg small
enough such that an electron may be thermally excited in to the conduction band.

The thermal excitement of an electron from the valence band leaves behind an unoccupied state,
a quasi-particle known as a ‘hole’. This has a positive charge and acts, essentially, as a mobile
charge carrier, with many similar properties to an electron, further contributing to a material’s
conductivity2. In thermal equilibrium there is an equal concentration of electrons n and holes
p, which is in turn equivalent to the intrinsic carrier concentration ni.

n = p = ni (4.1)

4.3 Doping

It is possible to increase the number effective mobile charge carriers by introducing impurities,
or dopants, in to the crystal lattice. Such a material is an extrinsic semiconductor. The extrinsic
concentration relation is then3:

n · p = n2
i (4.2)

An atom of Silicon provides four valence electrons that form covalent bonds with neighbouring
silicon atoms. If, for example, we were to introduce a foreign Group V atom in to the lattice,
the atom may donate its excess weakly bonded electron, which may easily be excited to the
conduction band and cause a current. Alternatively, we could add an atom of a Group III
element, accepting an electron from the lattice and thus increasing the number of holes in the
valence band.

2Analogous to a bubble in a tube of liquid. As the liquid flows, the bubble appears to move individually, while the
surrounding liquid appears stationary. Its motion may be tracked to determine the liquid’s true velocity.

3Note that solutions to eq 4.1 satisfy eq 4.2 but not visa versa. An intrinsic semiconductor is a special case of the
general formula.
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Figure 4.2: Extrinsic semiconductors: donors (acceptors) introduce energy levels just below
(above) the conduction (valence) band. EB is the energy between the nearest energy band and
the additional energy states EB << Eg.

In a semiconductor with an excess of donor atoms the primary mobile charge carrier is the neg-
ative electron, thus this is know as n-type. Conversely p-type semiconductors have an excess of
acceptors and positive holes dominant electrical conductivity.

4.4 p-n Junctions

A p-n junction (Fig. 4.3) is merely the boundary created by a connection of p-type and n-type
semiconductor material, yet forms a powerful electronic device. As the n-type has a high elec-
tron concentration and the p-type a high hole concentration, this coupling creates a diffusion
gradient. Charge carriers migrate and re-combine at the junction. The n-type side now has a
net positive charge (donors lose electrons) and the p-type side now has a net negative charge
(acceptors gain electrons). This generates an electric field that opposes the diffusion gradient.
Ultimately, when the potential across the depletion zone reaches the ‘built in potential’ Vbi, an
equilibrium is formed leaving a region of low mobile charge carrier concentration, the depletion
zone [19].

4.5 Semiconductors as Particle Detectors

Ionising particles of sufficient energy, incident on silicon crystal, will liberate electrons, result-
ing in the formation of electron-hole pairs. These then drift towards the anode and cathode,
respectively, and the collection of the carriers allows the detection of these traversing particles.
However, the probability of particle detection is reduced due to background currents: moving
carriers that are not caused by high energy particles. This is predominantly caused by thermal
excitation of electrons. This ‘noise’ masks the signal of a particles path.

In solution to this, semiconductor detectors consist principally of p-n junctions. The depletion
zone acts, essentially, as a solid state ionisation chamber [21]. Due to the low background current
across the depleted region, it is possible to distinguish the increase in current caused by high
energy charged particles. The sensor, therefore, converts the energy deposited by a particle to
an electrical signal. In the SCT, the collection of holes in the cathode, attached to the p-type
silicon strips, signals a traversing charged particle (fig. 4.4).
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Figure 4.3: A p-n junction in equilibrium. Electron and hole concentration is indicated with blue
and red lines, respectively. Grey, red, and blue regions are respectively neutrally, positively and
negatively charged. [20]

Figure 4.4: The SCT is a bulk n-type sensor, consisting of p-type silicon strips embedded in
n-type silicon. A traversing charged particle creates electron-hole pairs which drift, under the
electric field, towards the electrodes. The collection of holes in the aluminium electrode (cath-
ode) connected to the p-type strips allow the detection of this particle. The reverse bias can be
observed in the direction of the electric field. [6]

14



4.6 Depletion Voltage

Maximising the depletion width of a silicon sensor increases the probability of particle detec-
tion. To achieve this, a positive voltage is applied to the n-type side, drawing more charge
carriers away from the junction. This is known as a reverse bias. The depletion voltage is the
minimum potential difference required to give a depletion width across the entire sensor [21].

VD =
e

2εε0
|Ne f f |W2 (4.3)

Where e is the charge of the electron, ε and ε0 the relative permittivity and permittivity of free
space, respectively. The width of the device is W. Ne f f is the effective doping concentration,
given by the difference between donor and acceptor concentrations Ne f f = Ndonor − Nacceptor.

4.7 Leakage Current

Ideally, in equilibrium, there would be no current across the junction. A high reverse bias,
however, allows the quantum tunnelling of electrons from the valence band of the p region to
the conduction band of the n region [22]. This produces a notable reverse current flow (fig 4.5).

Figure 4.5: Band to band quantum tunneling for an electron in a reverse biased p-n junction.
Note that an electron tunnelling from p-side to n-side is equivalent to a hole travelling in the
opposite direction. In the SCT this may then be collected by the cathode. Based on [22].

Significantly, defects in the silicon crystal structure introduce additional energy levels in the
band-gap, allowing the generation and recombination of electron-hole pairs across the silicon.
The increased probability of thermal excitation of electrons from the valence band in to new,
higher energy states increases the number of electrons which may tunnel across the junction.
These factors result in a measurable current across the sensor, known as the leakage current.

This may be separated in to two categories, bulk current and surface current. Surface current
is difficult to model as it is dependent on complex boundary effects in the electric field, cou-
pled with irregularities in the silicon surface. Fortunately, bulk current is easier to theorise and
most often the dominant process. Commonly, throughout this investigation, when referring to
leakage current Ileak, it is this bulk category that is being considered. However, surface current
becomes significant later in this analysis for a subset of SCT end-cap modules (Section 8.4.1).
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As only defects in the depleted region affect Ileak, the bulk charge flow is proportional to the
depletion width [21]. Therefore, for a fully depleted sensor, it is proportional to the square root
of the depletion voltage itself (from eq. 4.3):

Ileak ∝ WD ∝
√

VD (4.4)

Predominantly, bulk current is influenced by the thermal excitation of electrons in the depleted
region, it therefore has a significant temperature dependence. The ratio of the leakage current
at two different silicon temperatures TA and TB is given by: [17]

Ileak(TA)

Ileak(TB)
=

(
TA
TB

)2
exp

[
−

Eg

2kB

(
1

TA
− 1

TB

)]
(4.5)

Where Eg is the generation energy of the silicon and kB the Boltzmann constant. Thus, we see
that leakage current decreases exponentially with decreases in temperature. In order to limit
background current it is important to operate silicon detectors at low temperatures.
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Chapter 5

The SCT: Semiconductor Tracker

5.1 Layout

Figure 5.1: Layout of the SCT. Note the differing number of rings in each disc, as well as the
orientation of modules. Edited from [23].

The Semiconductor Tracker (SCT) is the intermediate radial component of the ATLAS Inner
Detector. It composes a central barrel, flanked on each side by an end-cap. Therefore, the SCT
has three sections. From negative to positive z these are: End-Cap C, the Barrel (B) and End-
cap A (Fig. 5.1).

The barrel composes four concentric, carbon fibre cylinders, coaxial to the beam-line. With
increasing radial distance r, these are labelled barrel 3 to barrel 61. Each end-cap consists of
nine discs in the x-y plane, labelled disc 1 to disc 9. Disc number increases from the origin
outwards along the z-axis. Encircling each disc are a maximum of three concentric rings of
detector modules. These are designated, with increasing r the: inner, middle and outer ring
(Fig. 5.2). Each end-cap has 22 individual rings of modules, the allocation of which, for each
disc, can be inferred from table 5.1.

1Barrels 0 to 2 refer to those of the Pixel detector (Section 3.3.2).
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Figure 5.2: Disk 6 of End-Cap A, from both sides. Note that the inner and outer rings of modules
are on one side, with the middle modules on the reverse. This imbrication provides overlap in
the rφ measurements.

5.2 Modules

All end-cap detector modules comprise ‘p-in-n’ silicon sensors. These consist of p-type silicon
strips embedded in 285 µm thick bulk n-type silicon. A number of different module designs
are used throughout the SCT. All barrel modules have an identical rectangular design, while
the circular shape of the end-cap discs dictate that these come in four trapezoidal species. A
different species is secured around each ring and, therefore, has a corresponding name: inner,
middle or outer (Fig. 5.3). Short-middle modules, the fourth species, are located only in the
middle ring of disc 8. They differ solely in size and silicon area. The exact module number
allocated to each ring is shown in Table 5.1. This distribution is identical for both end-caps,
with 1976 modules in total.

Figure 5.3: SCT End-Cap Modules. From left: Outer, Middle and Inner.
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Number of modules per ring

Disc 1 2 3 4 5 6 7 8 9

Outer 52 52 52 52 52 52 52 52 52
Middle 40 40 40 40 40 40 40 40 -
Inner - 40 40 40 40 40 - - -

Table 5.1: SCT module distribution across each end-cap. The red cell reports the location of the
short-middle species2 [24].

Each SCT module consists of up to four silicon sensors. These are located on both sides of
the device, such that they overlap, forming a double layer of sensor material (Fig. 5.4). These
sensors are manufactured to several geometries to fit each of the species and the dimensions
of all are detailed in table 5.2. The sensor composition of each species, along the cumulative
silicon area, is then given in table 5.3. The bulk silicon area of each module is important to
consider when predicting the evolution of leakage current. The barrel sensors each have 770
silicon strips.

Additionally, when functional, modules are cooled to below 0 ◦C. Keeping the silicon at low
temperatures is essential to minimise the detrimental effects of irradiation. Leakage current is
also highly dependant on temperature, with Ileak decreasing exponentially for linear decreases
in TSi (Section 4.7). Thus, even a small reduction in temperature causes a significant improve-
ment in minimising noise.

Figure 5.4: Exploded view of a SCT End-Cap middle module.

2Two dimensional grids, such as this, are used throughout this thesis to present information on the end-caps.
Columns report discs, while rows report radial ring position. Disc number increases horizontally across columns,
while radial distance from the disc centre decreases down rows. This mirrors detector geometry. The short-middle
module species are added to the middle row of the grid as their radial position is the same.
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Sensor Type Outer width [mm] Inner Width [mm] Length [mm] Area [cm2]

Forward W12 55.488 45.735 61.060 30.903
Forward W21 66.130 55.734 65.085 39.658
Forward W22 74.847 66.152 54.435 38.376
Forward W31 64.636 56.475 65.540 39.688
Forward W32 71.814 64.653 57.515 39.244

Barrel W00 63.560 63.560 63.960 40.653

Table 5.2: SCT sensor dimensions [24].

Module Silicon Sensors Silicon Area [cm2]

Outer 2×W32 + 2×W31 157.865
Middle 2×W22 + 2×W32 156.068

Short-middle 2×W22 76.753
Inner 2×W12 61.807
Barrel 4×W00 162.612

Table 5.3: SCT module dimensions.

5.3 SCT Requirements - A Fermi Estimate

The SCT occupies a radial range between 30 and 52 cm. The barrel of the SCT has an |η| cov-
erage of ±1.4, while the end-caps cover the forward region from 1.7 to 2.5. At a luminosity
of 1× 1027 cm−2 s−1 and bunch spacing of 25 ns, every bunch crossing typically results in the
emergence of around 1000 particles with |η| < 2.5. Luminosity may be increased as high as
3× 1027 cm−2 s−1, creating even higher flux densities.

In order to reconstruct the interactions that produced them, and extract the relevant signals for
new physics processes, it is necessary to determine the tracks of all emerging charged particles.
Its close proximity makes it particularly important in the identification of short-lived, rapidly
decaying particles.

This relies on high precision measurements of position at small radius, especially for when
particle flux density is high. The SCT is designed to fulfil this function. Featured below is a
simple estimation of the required resolution for the SCT [6].

A singly charged classical particle bending in a magnetic field B may be described by equating
the force upon it, due to B, and the centripetal force of its rotation. Cancelling like terms and
rearranging for the radius of curvature gives:

r =
p

eB
. (5.1)

Where p is the momentum of the particle. Assuming an ultra-relativistic particle with an energy
of 1 TeV and η = 0, then (accounting for units):

20



r =
p

0.3× B
=

103 GeV
0.3× 2 T

= 1660 m (5.2)

In order to determine the sign of the charge we must be able to resolve the sagitta (arc depth)
of the particle’s path s. This depends on the length of the base of the arc L. For the SCT, at
η = 0 this is equal to the radial distance of the outer barrel at 52 cm. Thus, as r >> s, s is
approximated by:

s ≈ L2

8r
=

0.522 m2

2× 1660 m
= 20 µm (5.3)

Hence, to determine the sagitta of the particle, each SCT space-point measurement should have
a resolution of less than 20 µm in the bending direction. In the electric field across the sensor,
liberated charge carriers drift directly towards the strips and are then swept to the electrodes.
This system has an essentially box-like response function, with a resolution equal to the dis-
tance between electrodes d [25]. However, a particle’s path is randomly aligned with respect to
any strip, therefore, the difference between the measured and the true position has a Gaussian
distribution, with a deviance of:

σ2 =
1
d

∫ d/2

−d/2
x2 dx =

d2

12
(5.4)

A factor of
√

2 also arises due to the two independent strip measurements. Therefore, the rela-
tion between the resolution and d is:

resolution =
1√
2

d√
12

(5.5)

Rearranging for d and substituting the resolution from eq. 5.3:

d =
√

24× 20 µm ≈ 100 µm (5.6)

Hence d should be less than 100 µm to determine the sagitta of the particle. This parameter is
also the inter-strip distance, known as the pitch.

5.4 Contribution to Event Reconstruction

With a pitch of approximately 80 µm (Fig. 4.4), the SCT has the high granularity necessary to
resolve the tracks of high energy particles. The system provides an rφ resolution per measure-
ment of 16 µm. The sensor on one side of a module is also rotated by a small stereo angle of
40 mrad from the sensor on the opposing side. This provides a positional resolution of 580 µm
along z or r in the barrel or end-caps, respectively.

The sensor system has a binary read out, for each time slot, a strip may register only a ‘miss’ or
a ‘hit’. Aside from the lower data transmission requirements, this system requires less power
than the analogue alternative, which, therefore, aids in cooling. The threshold current that a
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particle must deposit for a hit is 1 fC. This minimises false hits caused by background currents,
granting a hit efficiency of greater than 99%.

Particles pass through multiple sensors as they emerge from the interaction point. This then pro-
vides several position measurements along the trajectory of each particle. A particle traversing
the barrel of the SCT can register a potential total of eight hits: two strip hits for every module,
in each of the four barrels. To determine isolated tracks for each particle, such that they can be
identified from the sea of hits, a precision measurement is required in each layer of the detector.

This allows computational algorithms to process the hits and fit tracks, which, ultimately, may
be used to accurately determine the vertices of the interactions [26]. The goodness-of-fit for
each track determines how well the algorithm can apply the curve of a particles trajectory to a
pattern of SCT hits3. Obviously, this has a dependency on the number of precision SCT hits and
a minimum of six must be identified for a single track in order for the algorithm to be applied
effectively. High granularity is especially important when the particle flux density is high.

Establishing the interaction vertex of each particle is of obvious importance in determining the
processes that led to its production. As an example, many physics analyses cut particle entries
with fewer than seven SCT hits and those with otherwise low goodness-of-fit. Specifically, if the
hit efficiency of the end-caps were to decrease, then tracking high η particles would become less
reliable and reduce the hermicity of the detector. Therefore, to ensure accurate tracking, vertex
identification and overall hermeticity, the high hit efficiency must be maintained. This includes
limiting the noise in the modules due to anomalous currents, and thus monitoring the effect of
radiation damage on the leakage current of the sensors.

3Specifically the method used to determine the goodness-of-fit of a track to a sequence of hits in the inner detector
is the χ2 test.
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Chapter 6

Radiation Damage of
Semiconductor Detectors

An incident high energy particle may cause radiation damage via two principle mechanisms:
surface and bulk. Surface damage corresponds to ionisation caused by charged particles inelas-
tically scattering with lattice electrons. Bulk damage can arise due to both neutral and charged
particles. It is caused by elastic scattering and results in the removal of atoms from lattice sites.
This later process is dominant and the principle limiting factor for silicon detectors in a high
radiation field, close to particle interaction points. Thus, it is the sole process considered hence-
forth [21].

6.1 Bulk Radiation Damage

The mechanism of bulk damage in silicon is initialised by the the removal of an atom due to
incident radiation. The dislodged atom is a primary knock-on atom (PKA) and the resulting
vacant lattice site forms an interstitial defect in the crystal. The PKA and the interstitial together
form a Frenkel Pair. This may simply result in a stable defect, yet if the PKA has sufficient energy
it can go on to remove additional atoms creating clusters of Frenkel pairs. PKAs and vacancies
can also transverse the lattice and may recombine after their initial displacement [27].

Figure 6.1: Bulk radiation damage
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6.2 NIEL: The Non-Ionising Energy Loss Hypothesis

Ideally, it is desired to quantify all radiation damage to the silicon. This may appear difficult,
as the incident particles have a high multiplicity. However, bulk damage is charge independent
and the Non-Ionising Energy Loss hypothesis (NIEL) may be utilised.

NIEL asserts that, after the initial collision, all subsequent damage processes are caused by the
PKA. Consequently, damage scales linearly with the initial energy transferred by the incident
particle. This then allows the normalisation of all forms of radiation damage to a standardised
dose. This is chosen to be the damage caused by a neutron with kinetic energy of 1 MeV to
area of 1 cm2. This quantity is the time integrated neutron flux or fluence Φ, with units of
1 MeVneqcm−2.

6.3 Annealing

After a period of irradiation, the semiconductor can undergo a number of annealing processes.
In the short term the material undergoes beneficial annealing. Due to thermal excitation, defects
can move through the crystal and migrate back to stable configurations, restoring the original
crystal lattice structure. As this process is dependant on thermal motion, a higher tempera-
ture results in more rapid beneficial annealing. On longer time scales the semiconductor will
undergo reverse annealing which results from the formation of dense clusters of interstitial de-
fects and acts, principally, to reduce the effective doping concentration, with no significant affect
on leakage current [21].

6.4 Radiation and Depletion Voltage

Bulk radiation damage results in the removal of donors and generation of acceptors in the sil-
icon lattice and, therefore, reduces the effective doping concentration Ne f f . This then directly
affects the depletion voltage VD of the sensor (eq. 4.3). The SCT bulk silicon was originally n-
type, with a high concentration of donors. The removal of these dopants results in an initial
decrease in VD, dropping until both it and Ne f f are equal to zero. The continuing generation of
acceptors now causes Ne f f to becomes negative. This means that the n-type becomes p-type, a
process known as type-conversion. The depletion voltage then increases for the remainder of
the sensor’s functional lifetime. Therefore, an increasingly high reverse-bias VR is necessary to
pull charge carriers from the p-n junction.

When VD > VR the sensor is no longer fully depleted, the sensitive region of the silicon retreats
and the efficiency of the SCT is reduced. Reverse annealing is a significant factor in depletion
voltage evolution. In order to guarantee the full depletion of the device, it is necessary that the
depletion voltage be kept below the limited reverse bias of the power supply.

Initially, the depletion voltage of the SCT modules was 65 V, with a reverse bias of 150 V. This
ensures that VD < VR, yet is not so high as to cause breakdown of the sensor. The depletion
voltage of the SCT sensors is not directly the subject of this study. However, leakage current
evolution is an indicator of the scale of overall radiation damage, and, therefore, measurements
consistent with theoretical evolution suggest that the depletion voltage is developing similarly.
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Figure 6.2: Example of type inversion in irradiated silicon. Note the logarithmic scale. Edited
from [28].

6.5 Radiation and Leakage Current

As seen in section 4.1, the leakage current of a sensor is heavily dependent on lattice defects.
Radiation induced interstitial defects result in additional energy states within the band gap.
These allow the generation and recombination of electron-hole pairs and thus act to increase
the concentration of charge carriers moving across the p-n interface. As a result, increases in
leakage current per unit volume increase directly proportionally with increases in radiative
fluence [21].

∆Ileak = αV∆Φ (6.1)

V is the effective volume of the silicon. ∆Ileak and ∆Φ are the change in leakage current and
fluence, respectively. α is the proportionality factor, the ‘current related damage rate’.

6.6 HM: The Harper Model

A model of leakage current evolution, considering annealing processes, was developed by R.
Harper and featured in his 2001 Ph.D. thesis for Sheffield University [29]. The predictive model
contains numerous variables that have been determined experimentally and its overall structure
has been tailored around the observed evolution of numerous semiconducting materials. It
specifies the current related damage rate α, taking in to consideration temperature, annealing
and the history of irradiation.

∆Ileak = α(Θ(TH)tir, Θ(TH)t′)V∆Φ (6.2)
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Whilst reverse annealing of the silicon factors in the evolution of depletion voltage, the HM does
not have a term relating to this process, only beneficial annealing is seen to influence leakage
current evolution and thus factors in α.

This evolution can be expressed as a summation of exponential terms, with the form of α given
by:

α(Θ(TH)tir, Θ(TH)t′) = αeq(TH)
n

∑
i=1

{
Ai

τi
Θ(TH)tir

[
1− exp

(
−Θ(TH)tir

τi

)]
exp

(
− θ(TH)t′

τi

)}
(6.3)

Here tir is the time duration of the irradiation, while t′ is the time since irradiation. Also impor-
tant are the amplitudes Ai and time constants τi. θ(TH) is a scaling term between the reference
temperature of the variables TR = 293.15 K and the temperature at which Harper conducted his
experiments TH = 266.15 K, given by:

Θ(TH) = exp
[
−EI

kB

(
1

TH
− 1

TR

)]
(6.4)

Where EI = 1.09 eV is the activation energy for the silicon in Harper’s Study.

In order to use this model for successive leakage current predictions it is necessary to manipu-
late it in to an iterative form, such that1:

I =
N

∑
j=0

∆Ij (6.5)

With ∆I0 = I(t = 0) being the original leakage current. The series index j reflects the history
dependence of the system. The evolution can be expressed as a potentially infinite summation
of exponential terms. The HM includes the first five terms of the series:

∆Ij(TSi) = Γ(TSi)
5

∑
i=1

∆Ii
j (6.6)

Manipulating equation 6.3, these then have the following iterative form:

∆Ii
j(∆Φ, Θ(TH), t) = exp

[
−Θ(TH)t

τi

]
∆Ii

j−1 + αeq(TH)Ai
τi

Θ(TH)t

(
1− exp

[
−Θ(TH)t

τi

])
V∆Φj

(6.7)

Where t is the time since the previous iteration2. Each one, indexed in i, has an associated
amplitude Ai and time constant τi, the values of these are listed in table 6.1. V is the volume of
the sensor and αeq(TA) = 7× 10−18 A cm−1 is the current related damage rate. ∆Φj is simply
defined as:

∆Φj = Φj −Φj−1 (6.8)

1Presently dropping the leak subscript I = Ileak
2Later, when making predictions, a consistent granularity of one day is used.
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The purpose of the factor Γ (Eq. 6.6) is to correct the leakage current from Harper’s experimental
temperature to the temperature (TSi) of the SCT silicon3. It takes its form from equation 4.5:

Γ(TSi) =

(
TSi
TH

)2
exp

[
−

Eg

2kB

(
1

TSi
− 1

TH

)]
(6.9)

Where Eg = 1.21 eV is the effective band gap, or the generation energy of electron-hole pairs in
the silicon of the SCT modules [30].

i Ai τi (days)

1 0.42 833.33
2 0.10 28.47
3 0.23 2.57
4 0.21 0.09
5 0.04 0.01

Table 6.1: Harper model amplitudes and time constants [31].

Any unspecified units used above were: degrees Kelvin (K) for temperature, days for time,
centimetres (cm) for distance and electron volts (eV) for energies.

6.7 Importance of Understanding Leakage Current Evolution

In section 5.4 the contribution of the SCT to the reconstruction of high energy events is de-
tailed. The emphasis being on high single point precision measurements in order to accurately
fit tracks to the paths of traversing particles. This high precision relies upon an excellent indi-
vidual hit efficiency of greater than 99%.

Leakage current Ileak is, effectively, noise that masks the signal attributable to these particles.
Therefore, an increase in leakage current effectively acts to reduce the goodness-of-fit of the
resulting tracks. For small increases, this effect is limited due to the binary readout of the SCT.
However, critical increases in the leakage current of the sensors can be catastrophic by triggering
thermal runaway.

This arises because increases in leakage current act to increase device temperature TSi, due to
the electrical resistance of the silicon. At a critical point, this prompts spontaneous thermal
excitation of electrons from the valence band to the conduction band. In the depletion zone this
results in a larger Ileak [21], which feeds back to increase TSi. Ultimately, the runaway current
makes a signal impossible to resolve. It is, therefore, important to keep module TSi, and Ileak
below this critical point. The maximum permissible leakage current is 5 mA [1].

In addition to this, Ileak is a good indicator of the absolute bulk radiation damage, which influ-
ences other detector properties, such as the depletion voltage (Section 6.4). It is also consider-
ably easier to observe directly than the alternative parameters.

3Or, as used later, a normalisation temperature, taken as 0 ◦C.
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The SCT has been developed to account for the effects of silicon irradiation. This includes
long term predictions of leakage current evolution, from installation, until the proposed end-
of-life of the ATLAS detector. The expected end-of-life leakage current was estimated at around
2− 3mA [2]. Therefore, a safety factor of approximately 2 was established. This should ensure
that the SCT functions successfully for the duration of data collection.

However, therefore, the findings of the 2010 study, with regional discrepancies in Rleak =
Idata/IHM of approximately 2, pose a significant problem (Section 1.2). The subject of this anal-
ysis is the subsequent evolution in leakage current in order to investigate this phenomenon.
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Chapter 7

Predicting the Evolution of Leakage
Current

7.1 Aims of predictions

The aim of these predictions is to model the evolution of leakage current for each module of the
SCT end-caps, using the Harper Model (section 6.6). The evolution for the barrel modules is
also calculated. This is so that the comparisons with data may be compared to a parallel study
performed by T. Kondo on this central SCT section [32]. The aim of this is to test the validity of
the procedure used to evaluate the end-caps.

The primary variables of the HM are the radiative fluence and the semiconductor temperature.
The dimensions of the modules are also important, these are detailed in section 5.2. Following
are details of all the input parameters used with the Harper model in this analysis. The software
used to generate predictions from these inputs was developed by J. Roberts, of the University
of Southampton, as part of his Master of Physics thesis [31].

7.2 Fluence Per Unit Integrated Luminosity

The fluence incident on each SCT module can be divided in to two independent inputs using
the following relationship:

∆Φ = φ∆L (7.1)

Where L is the integrated luminosity and φ is the fluence per unit integrated luminosity1. This
independence is useful, as integrated luminosity is a common property for the entire LHC and
φ is a constant for a given detector region2and collision energy.

The fluence per unit integrated luminosity effectively quantises the ‘amount’ of radiation that
has been incident on the device (Section 6.2) for a given integrated luminosity. Calculating the

1Henceforth, for convenience, ‘fluence’ commonly refers to the ‘fluence per unit integrated luminosity’.
2Commonly during this analysis, the term ‘region’ of the SCT refers, specifically, to areas that receive a uniform

fluence according to FLUKA. i.e. all modules in an SCT region are subject to equal irradiation per unit area.
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fluence received across each region of the detector is highly complex, affected by the geom-
etry of the detector and the interactions between the produced particles, as well as with the
detector subsystems. It is, therefore, necessary to model the fluence using intricate Monte Carlo
simulations.

Due to the cylindrical symmetry of ATLAS in general, and the SCT subsystem in particular, the
magnitude of fluence for given regions is, effectively, theoretically identical. For the Barrel, this
means that all the modules for a given layer receive the same fluence, while, in the end-cap,
this symmetry means that the same can said of all the modules around a given ring of a given
disc. The fluence per unit integrated luminosity for each of these regions was generated using a
combination of Pythia 8 and FLUKA3Monte Carlo event simulations, with both 7 TeV and 8 TeV
collisions [33]. The 7 TeV fluences account for 2010 and 2011 LHC running. In 2012 the collision
energy of the LHC was increased to 8 TeV, universally increasing the irradiation of all regions.
This information can be found in tables 7.1 and 7.2 for the barrel and end-caps, respectively.

The simulations take in to account all detector elements, their masses and radiation lengths, as
well as the particle behaviour and interactions. The influence of the processes that, as consid-
ered by these algorithms, particularly affect the fluence may be observed in the results. Most
apparently, fluence is influenced by proximity to the beam-line [36], with the closest regions re-
ceiving the highest dose. Naively, it might be expected that the modules on discs at the greatest
radius spherically from the collision point, and cylindrically from the beam-line, would receive
the highest irradiation. However, this is clearly not observed, with a general trend of increasing
fluence with increasing |z|.

φ [1011 MeVneqcm−2fb−1]

Layer 7TeV 8TeV

B6 0.92 0.97
B5 1.07 1.13
B4 1.30 1.37
B3 1.65 1.74

Table 7.1: Fluence per unit integrated luminosity φ averaged over each barrel layer.[33]

3Pythia is a Monte Carlo for the generation of high-energy collisions, which physically models (in vacuo) scattering
processes and the evolution to complex high multiplicity final states. FLUKA Monte Carlo then simulates the interac-
tion of the produced particles with detector material [34, 35].
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Figure 7.1: A Feynman diagram of an electromagnetic particle shower.

φ [1011 MeVneqcm−2fb−1]

Disc 1 2 3 4 5 6 7 8 9

Outer 1.04 1.02 1.03 1.06 1.08 1.15 1.26 1.47 1.68
Middle 1.28 1.27 1.29 1.30 1.35 1.41 1.54 1.79 -
Inner - 1.66 1.67 1.69 1.70 1.79 - - -

(a) 7TeV

φ [1011 MeVneqcm−2fb−1]

Disc 1 2 3 4 5 6 7 8 9

Outer 1.09 1.09 1.08 1.11 1.13 1.21 1.34 1.56 1.78
Middle 1.36 1.35 1.35 1.40 1.41 1.49 1.64 1.91 -
Inner - 1.76 1.74 1.79 1.83 1.90 - - -

(b) 8TeV

Table 7.2: Fluence per unit integrated luminosity φ averaged over each end-cap ring.[33]

7.2.1 Particle Showering

Particle showering effects are due to high energy particles interacting with the dense material
of the detector systems and producing cascades of secondary particles. Particle showers can be
split in to two categories: Electromagnetic and Hadronic. The second category of showers are
dominated by successive inelastic hadronic interactions. At high energy, these are characterized
by excited nuclei undergoing nuclear decay, resulting in multi-particle production. Products are
made up predominantly of nucleons and pions.

Electromagnetic showers are caused by particles that interact primarily via electromagnetism
EM. Charged particles undergo deceleration when deflected by the electric field of an another
charged particle. bremsstrahlung refers to the photon that is emitted by the decelerating parti-
cle, in order to conserve energy, as well as to the process itself. In the case where acceleration is
perpendicular to the velocity of the particle, such as in a synchrotron, the radiated power P is
given by [37]:
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P =
µ0q2a2γ4

6πc
(7.2)

Where q is the charge of the particle, a the acceleration and γ is given in equation 3.3. It follows
that the energy lost in bremsstrahlung is proportional to the inverse-fourth-power of the mass.
For high-energy electrons travelling through a dense medium and interacting with atomic nu-
clei, this is the dominant form of energy loss4.

The emitted photons, of sufficient energy, may then undergo electron-positron pair production,
through interaction with a nucleus. Participation of the nucleus is required in order to satisfy
the energy and momentum conservation laws [38]. The electron and positron products can then,
themselves, undergo bremsstrahlung. The interplay of these two processes forms the primary
source of EM showers (fig. 7.1). This continues until the photon energy falls below the threshold
for pair production, at which point, lower energy electromagnetic interactions remain, such as
Compton scattering and the photoelectric effect [39].

Scattering processes occur dominantly in the calorimeter system (Section 3.3.3), where they are
utilised in the absorption and resulting measurement of the energy of traversing particles. The
products of these showers are emitted in many directions and, therefore, particulary at large |z|
and r, can propagate back in to the inner detector. It is largely the influence of these processes
that determines the fluence distribution of the SCT, as reflected in the FLUKA Monte Carlo
results.

7.3 Integrated Luminosity

Luminosity L is the proportionality factor between the rate of scattering events Ṅ = dN/dt and
the production cross section for this event σ:

Ṅ = L · σ (7.3)

In the LHC, each beam acts, simultaneously, as both target and incident beam. Assuming a head
on collision of identical, ultra-relativistic proton beams, with number of protons per bunch Nx,
bunches per beam n, revolution frequency f and beam cross section A, the luminosity is given
by5 [5, 40, 41]:

L = f
nN2

x
A

(7.4)

The integrated luminosity6 is merely the luminosity integrated over time:

L =
∫
L dt (7.5)

4This is also the reason that muons may traverse the dense material of the calorimeter system without absorption:
Pe
Pµ

=
(

mµ

me

)4
≈ 109.

5Substituting very approximate numbers from chapter 2: L ≈ (1011)2×2,800×11,000 Hz
5×10−6 cm2 ≈ 1034cm−2s−1

6Henceforth, ‘luminosity’ commonly refers to the ‘integrated luminosity’ L.
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As shown in equation 7.1, the absolute fluence incident on each part of the detector is directly
proportional to the luminosity. It has been also been demonstrated that the proton-proton colli-
sion luminosity is the dominant contribution to the irradiation of the SCT [2]. Due to the history
dependence of leakage current evolution, it is important to know the luminosity for each incre-
ment of the predictions.

Therefore, the integrated luminosity profiles used in calculating leakage current are constructed
from the daily stable proton-proton collision luminosity recorded in 2010, 2011 and 2012 [42].
The total integrated pp luminosity delivered to ATLAS over these three years reached almost
29 fb−1. Plots of total integrated luminosity per day, cumulatively summed, are displayed in
figure 7.2 with both linear and logarithmic scales. There is also a relative error in the luminosity
of ±0.02, which is accounted for in the final uncertainty of the predictions.

(a) Linear scale

(b) Logarithmic scale

Figure 7.2: Profile of total Integrated luminosity per day, cumulatively summed. This was
constructed from daily results for stable pp collision luminosity delivered to point 1 in 2010,
2011 and 2012 [42].
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7.4 Temperature

As can be seen in figure 5.4, each module possesses a processing chip called the ‘hybrid flex
circuit’. This chip performs multiple functions in data handling for the device, as well as mon-
itoring the device temperature. However, it has been shown that there is a disparity between
the chip temperature and the silicon temperature. This is particularly true for the end-caps, due
to a loose thermal coupling between chip and bulk silicon, resulting in systematic differences in
some rings of greater than 15 ◦C [43].

The result of this is that precise temperature profiles for each module are presently impossible
to determine. For the purpose of this investigation, regional assumptions of temperature have
been made with the information available.

As discussed, respectively, in sections 4.7 and 6.5, temperature has an effect on both immediate
leakage current and its evolution under irradiation. In order to limit both these factors and min-
imise noise, the temperature of the SCT modules should be kept as low possible. Balancing the
limits in cooling systems with gains in radiation hardening and noise reduction, the intended
temperature of the modules is −7 ◦C or below [44]. −7 ◦C is, therefore, the nominal functional
temperature for the modules of the SCT.

Maintaining this consistent temperature, however, is challenging. Cooling is accomplished us-
ing an evaporative system and there are unavoidable differences in pressure between each SCT
section. There are also differences in the cooling liquid itself. This means that the average sili-
con temperatures across all SCT regions are not uniform. There are also temperature variations
module-by-module.

Due to pressure differences between forward and central regions, the module temperatures of
the inner three barrel layers are higher than optimal, at approximately −2 ◦C. Barrel 6 is at an
even high temperature of 5 ◦C7. There is an uncertainty due to module-by-module fluctuations
of ± 0.5 ◦C.

For the end-caps, a consistent functional silicon temperature at the nominal −7 ◦C is assumed,
though the complications in data acquisition for these modules make this conjectural. The un-
certainty due to the ring-by-ring differences, and the module by module fluctuations, is ±1 ◦C.
When the SCT is undergoing maintenance, modules are warmed to 17 ◦C. This information is
summarised in table 7.3. Combined with the known periods of time during which modules are
undergoing maintenance and during which they are functional [32], temperature profiles for
the sensors of each region are assembled. These are displayed in figure 7.3.

TSi [◦C]

Module Location Functional Maintenance

End-Cap −7.0± 1.0 +17.0
B3, B4, B5 −2.0± 0.5 +17.0
B6 +5.0± 0.5 +17.0

Table 7.3: Summary of SCT module Silicon Temperature assumptions.

7The surrounding TRT requires a higher functional temperature than the SCT. The outer layer (Barrel 6) deliberately
compensates for a partial failure of the heat shield between it and the TRT, preventing the TRT freezing due to heat
exchange.
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(a) End-Cap

(b) Barrel

Figure 7.3: Temperature profile for the barrel and end-cap, showing fluctuation between opera-
tion and maintenance temperatures.

7.5 Output

Due to the common module properties and detector symmetry, the predictions for modules
from certain regions of the detector share the same theoretical evolution. This is predominantly
due to the shared fluence per unit integrated luminosity for each barrel layer and end-cap ring.
Thus, separate predictions must be made for all 22 end-cap rings: each ring of each disc, as well
as for each of the 4 barrels.

Plots of the resulting theoretical evolution for the barrel and end-cap are shown in figures 7.4
and 7.5. As explained above, these are made with a granularity of one day. Note that these
are the ‘normalised’ predictions. This means that as part of the Harper model calculation (Sec-
tion 6.6), rather than being scaled to the absolute silicon temperature of the SCT, they have been
scaled to 0 ◦C, with the volume set to 1 cm3. Therefore, instead of the leakage current per mod-
ule, the equivalent leakage current at 0 ◦C per unit volume (Ileak @ 0 ◦C [µA/cm3]) is used. This
was the standard agreed upon by four LHC experiments in order to compare the radiation dam-
age of multiple subsystems, operating at varying temperatures, such that the effect of fluence is
highlighted.

The plots feature the uncertainty in the predictions as lighter bands of colour surrounding the
line of evolution. This uncertainty is due to the uncertainty in temperature and luminosity,
added in quadrature. The later is by far the lesser factor. Due to the highly non-linear rela-
tionship between leakage current and temperature, this final uncertainty is asymmetric. Un-
certainty in the Harper model amplitudes and time constants, as well as in the Monte Carlo
fluences, have not been accounted for.
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(a) Normal scale

(b) Logarithmic Scale

Figure 7.4: Predicted Leakage current evolution for all layers of the Barrel.
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(a) Normal scale

(b) Logarithmic scale

Figure 7.5: Predicted Leakage current evolution for all 22 regions of the end-caps categorised
by their cylindrically radial position: outer, middle and inner.
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Chapter 8

Observations of Leakage Current

8.1 SCT Power Supply

Each individual module of the SCT is powered by its own independent low and high voltage
power supplies [1]. These operate at 50 V and 150 V, respectively. The low voltage supply is
used as the standby power. The high voltage supply is the functional power supply of the
sensor and, therefore, responsible for its depletion and charge carrier/signal collection. The
SCT is served by a total of 4224 channels, which are divided in to 88 power supply crates. These
are split equally between those for the barrel and end-cap region, 44 for each. A crate thus feeds
48 channels. The current registered for these channels may be extracted in order to determine
the leakage current of each of the corresponding modules.

All 2112 barrel channels are hooked up to an equal number of detector modules. In end-cap
assigned crates, 1976 individual channels correspond to operating modules. The remainder are
unconnected, consistently registering a 0 nA current.

8.2 Raw Data

The raw data obtained for each channel consists of the absolute current measurements Iread in
nA. Accompanying this reading is the corresponding date and time of the measurement in ms.
Readings are for a given power supply crate and channel number. 2011 and 2012 data for all
end-cap channels is processed. A majority subset of 2011 data for 1623 channels is processed
for the barrel modules.

Example plots of leakage current versus time for a single module, in 2011 and 2012, are pre-
sented in figure 8.1. In both cases the data is for channel 0 of crate 9, which connects to an outer
module of disc 3 in end-cap A.
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(a) 2011

(b) 2012

Figure 8.1: Leakage current measurements for crate 9, channel 0. Note the signal due to high
(top signal) and low (bottom signal) voltage current channels. Scattered points above and below
these show ramp up and ramp down processes, respectively. The vertical spikes report current-
voltage (IV) scans. 39



8.3 Extracting an Observation

A selection of Iread for the high voltage channel leakage current must be extracted for a given
date. This is in order to compare it with the expected magnitude on the corresponding day.
However, there is significant noise1in the readings (fig. 8.1).

Primarily this is due to the inconsequential standby voltage signal. As well as the scattered
Iread due to ramp up and ramp down cycles, which are necessary when switching between the
power supply channels. Also apparent are spikes due to current-voltage (IV) scans, which are
used as part of the monitoring process [24]. To obtain the desired leakage current observation,
it is necessary to exclude this data from the sample. Disconnected channels and those channels
connected to non-responsive modules, which consistently register 0 nA throughout the year, are
identified and disregarded.

Sample isolation is accomplished by successively limiting the observed time range and man-
ually selecting a period during which the data is relatively noise free and dominated by high
voltage operation (fig. 8.2). Once approved, a histogram is filled with the cropped data, and the
maximum bin is extracted as the observed leakage current Idata on this date (Fig. 8.3).

Figure 8.2: An example showing the successive cropping of leakage current data to between
3am and 3pm on 2nd December 2012. (Crate 9, Channel 0)

1‘Noise’ here may not be considered true noise, yet the term is used to distinguish all data that is not the required
high voltage channel signal.
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Figure 8.3: Frequency Histogram (Right) of data cropped between 3am and 3pm on 2nd De-
cember 2012 (Left). The maximum bin is extracted as the observed current for this date. (Crate
9, Channel 0)

The processes which cause the noise are universally applied to the SCT modules. This means
that the manually selected range may then be used to filter the leakage current for all 4088 mod-
ules and obtain a full sample for all channels. A small number of modules, while responsive
for the majority of the year, malfunction for short periods of time. Therefore, to filter these out,
only extracted currents greater than 1 nA and less than 100 µA are accepted. This ‘cleanses’ the
sample by removing anomalous extremes in current.

Each power supply channel and its affiliated current measurement is then mapped to the cor-
responding detector module coordinates, which signify its position in the SCT2. The result is a
sample of the leakage current Idata for all modules of the Barrel and End-Cap on a particular
date. Generally, these are extracted over time period between 6 and 24 hours. This sample is
then normalised to the equivalent leakage current at 0 ◦C in the same manner as the normalised
predictions:

Idata @ TN = Idata
1
V

(
TN
TSi

)2
exp

[
−

Eg

2kB

(
1

TN
− 1

TSi

)]
(8.1)

Where V is the silicon area of each module species, given in table 5.3. TN is the normalisation
temperature chosen as 0 ◦C (273.15 K) and the silicon temperatures TSi are those detailed in
table 7.3.

2Mapping information was obtained from the database of the ATLAS SCT module search engine, prepared by J. E.
Garcia [45]
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8.4 Averaging Observations over Detector Regions

All the modules in a given region recieve the same fluence and are at the same temperature,
theoretically (chapter 7). Hence, they should share the same leakage current evolution. There-
fore, Idata @ 0 ◦C is averaged over angular position and layer, for end-cap and barrel samples,
respectively. This gives: Idata @ 0 ◦C 3.

8.4.1 HPK and CiS

Before moving on, it is important to mention an issue with a subset of the modules which
necessitates distinguishing them when taking the regional averages.

The modules of the SCT were custom built to the same specifications, however, the silicon sen-
sors were constructed by two different manufacturers: Hamamatsu Photonics (HPK) and CiS.
All barrel modules were constructed by the former, while 496 of 1976 of the end-cap modules
were manufactured by CiS. Their distribution throughout the end-caps is reported in table 8.1.

End-Cap C End-Cap A

9 8 7 6 5 4 3 2 1 Disc 1 2 3 4 5 6 7 8 9
52 52 52 52 52 52 52 52 52 Outer 52 52 52 52 52 52 52 52 52
− 4040 40 40 4040 4040 4040 4010 40 Middle 40 4010 4040 4040 4040 40 40 4040 −
− − − 4038 4040 40 40 40 − Inner − 40 40 40 4038 4040 − − −

Table 8.1: Number of modules around each ring. Subscript red numbers show the number of
CiS manufactured modules.

In 2012, anomalously high currents were noticed in a number of CiS modules. This resulted in
ATLAS registering a high occupancy due to the noise [2]. This was found to occur during peri-
ods of high sustained luminosity (stable beams) of around 6.5× 1033 cm−2s−1. A plot showing
the current differences between 9:30 and 14:30 for all end-cap modules on the 5th June 2012 is
shown in figure 8.4.

It can be seen that the majority of ‘normal’ modules (predominantly HPK) show a moderate
increase over this time, due to effects of bulk radiation damage. However, a large number
of CiS modules show excessive increases over this short period. These then drop down to
more reasonable current levels before the next period of stable irradiation. The reasons for
these fluctuations are thought to be due to surface current effects (Section 4.7), caused by an
accumulation of surface charge due to a small difference in design [46].

A plot of data cropped between the 1st September and 1st November 2011, for a middle module
of disc 3 in end-cap A, is shown in figure 8.5. It demonstrates the characteristic rapid increases
and decreases afflicting the affected CiS modules. This example is moderate compared to some
modules which demonstrate fluctuations with a magnitude of over 8 µA, as shown in figure 8.4.
The HM is designed to predict the evolution of bulk leakage current due to the effects of bulk
radiation damage. Therefore, a distinction is made, when averaging by ring, between those
modules with coordinates labelled CiS and those labelled as HPK.

3The overline notation x is used to distinguish mean values.
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Figure 8.4: This plot shows the differences in current between 9:30 and 14:30 on 05/06/2012.
The CiS modules show very large temporary fluctuations in current over short time periods [47]

Figure 8.5: Leakage current measurements for a CiS middle module of disc 3 in end-cap 9
between 01/09/2011 and 01/11/2012. Note the short term rapid increases during successive
stable beams, which drop off just as quickly. These surface events mask the evolution of bulk
leakage current.
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8.5 Averages of an End-Cap Sample

Table 8.2a shows the normalised leakage current Idata averaged over all modules in the ring,
with no distinction between manufacturers. Tables 8.2b and 8.2c filter only HPK and CiS prod-
ucts, respectively. The CiS laden rings show significantly higher currents than the neighbouring
HPK regions. Comparing table 8.2a with table 8.2b, it can be seen that in the regions incorpo-
rating both HPK and CiS modules, the averages are increased when not filtering out the later
subset.

This effect would in fact be magnified greatly if it weren’t for ‘cleaning’ during the extraction
process (Section 8.3). Subsequently, in this analysis, HPK and CiS modules will always be dis-
tinguished between. The focus will be on the HPK modules, as they show significantly less
interference from unpredictable surface currents.

Table 8.2b demonstrates that the regional averages for this sample show the characteristics ex-
pected from the fluence distribution in table 7.2. There is a general increase in leakage current
at smaller r, closer to the the beam-line, and at higher |z| values (Section 7.2). Also notable are
the higher currents across all modules in the A side than in the C side. This is most likely due
to a temperature difference between the two end-caps, which will be further discussed in the
upcoming sections.
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Idata @ 0 ◦C [µA/cm3]

End Cap C End Cap A

9 8 7 6 5 4 3 2 1 Disc 1 2 3 4 5 6 7 8 9
23.5 21.0 18.1 16.1 16.0 15.1 14.9 15.3 15.5 Outer 18.9 18.8 18.8 18.6 19.5 20.1 21.3 25.5 29.9

- 48.6 23.2 20.8 31.5 31.1 29.0 27.8 20.5 Middle 25.1 27.8 34.9 37.1 35.6 26.6 27.6 50.0 -
- - - 37.2 35.9 29.4 29.6 29.7 - Inner - 37.5 37.6 37.4 47.6 50.7 - - -

(a) All modules. Rings with 38/40+ CiS modules are highlighted in red. The brown highlight shows where
a ring contains 10/40 CiS modules.

Idata @ 0 ◦C [µA/cm3]

End Cap C End Cap A

9 8 7 6 5 4 3 2 1 Disc 1 2 3 4 5 6 7 8 9

23.5 21.0 18.1 16.1 16.0 15.1 14.9 15.3 15.5 Outer 18.9 18.8 18.8 18.6 19.5 20.1 21.3 25.5 29.9
- - 23.2 20.8 - - - 24.3 20.5 Middle 25.1 24.3 - - - 26.6 27.6 - -
- - - 47.1 - 29.4 29.6 29.7 - Inner - 37.5 37.6 37.4 43.5 - - - -

(b) HPK modules only

Idata @ 0 ◦C [µA/cm3]

End Cap C End Cap A

9 8 7 6 5 4 3 2 1 Disc 1 2 3 4 5 6 7 8 9

- - - - - - - - - Outer - - - - - - - - -
- 48.6 - - 31.5 31.1 29.0 38.4 - Middle - 38.4 34.9 37.1 35.6 - - 50.0 -
- - - 36.7 35.9 - - - - Inner - - - - 47.8 50.7 - - -

(c) CiS modules only

Table 8.2: End-Cap normalised leakage currents averaged over each ring for a sample extracted
between 3am and 3pm on the 2nd December 2012.
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Chapter 9

Comparing Expected and Observed
Leakage Current

In the previous chapter, samples Idata were made of observations extracted for a given range
of time, on a certain date. As a consequence of detector symmetry these were then averaged
over each ring to give Idata. Now, for each detector region, a HM predicted normalised leakage
current IHM is selected for the corresponding day. The ratio of observed over expected leakage
current is then taken for each region.

Rleak =
Idata
IHM

(9.1)

As before HPK and CiS are treated with distinction. The results for a single sample, extracted
on the 2nd December 2012, are shown in tables 9.1a and 9.1b. Note that this sample is made
example of throughout this and the previous section in order to show the path from raw data
to the final regional comparisons.

Table 9.1a shows that there is a general agreement in ratio for modules of the same radial dis-
tance. In other words, all the outer modules of each side show comparable ratios. For the
HPK modules, the inner modules of disc 6 and 5 of end-cap C and A, respectively, are higher.
There are only 2 HPK modules in this ring, and these, therefore, have poor statistical signifi-
cance. They are excluded from subsequent averages. Clearly, the ratios of observed to expected
leakage current are higher in end-cap A. Again, this will be discussed shortly.
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Rleak = Idata/IHM

End Cap C End Cap A

9 8 7 6 5 4 3 2 1 Disc 1 2 3 4 5 6 7 8 9

0.57 0.58 0.58 0.57 0.61 0.59 0.59 0.61 0.61 Outer 0.75 0.74 0.75 0.72 0.74 0.72 0.69 0.70 0.72
- - 0.61 0.60 - - - 0.78 0.65 Middle 0.80 0.78 - - - 0.77 0.73 - -
- - - 1.07 - 0.71 0.74 0.73 - Inner - 0.92 0.93 0.90 1.03 - - - -

(a) HPK modules

Rleak = Idata/IHM

End Cap C End Cap A

9 8 7 6 5 4 3 2 1 Disc 1 2 3 4 5 6 7 8 9

- - - - - - - - - Outer - - - - - - - - -
- 1.10 - - 0.97 0.96 0.93 1.23 - Middle - 1.23 1.12 1.14 1.09 - - 1.13 -
- - - 0.83 0.85 - - - - Inner - - - - 1.13 1.15 - - -

(b) CiS modules

Table 9.1: End-Cap ratio of observed to predicted leakage current, by region.

9.1 Wider Averaging

In order to evaluate the evolution of these ratios over time it is necessary to make more gener-
alised averages Rleak.

Rleak =

(
Idata
IHM

)
(9.2)

To this effect, the mean is taken for all modules of a particular manufacturer. All HPK modules
from every region of the detector are averaged over, and, likewise for CiS. Particular focus is
given to the HPK modules, as these are more representative of the bulk radiation damage. Thus,
the mean of these is taken at each radial distance, over every disc. For example:

Rleak =

(
Idata
IHM

) ∣∣∣∣
all CiS

; Rleak =

(
Idata
IHM

) ∣∣∣∣
outer HPK

(9.3)

Throughout this process the error due to temperature uncertainty has been accounted for. At
lower assumed silicon temperature TSi, Ileak decreases exponentially. Therefore, the error in
IHM is asymmetric. Note that the denominator of Rleak is IHM. Thus, increases in theoretical
leakage current result in smaller ratios. It follows that the upper error in Rleak corresponds to a
lower error band in IHM, This greater in magnitude than the lower error due to the asymmetry
in uncertainty.

In the Harper model, temperature and fluence are independent variables, therefore, the relative
errors due to uncertainty in luminosity and temperature are added in quadrature. This also
means that the relative uncertainty in IHM for a given day is uniform for all regions of the end-
caps, as these are assumed to be at the same temperature. Barrel 6, however, has a different
relative uncertainty to the other barrels. This due to the known difference in temperature. Note
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that, for this section, the regions of neutral fluence encompass each barrel layer, so no further
averaging of Rleak is necessary.

An example of the wider averages for an end-cap sample is given in table 9.2.

Rleak = Idata/IHM

End Cap C End Cap A

Manufacturer Modules − Mean + − Mean +

HPK All 0.059 0.62 0.066 0.073 0.77 0.081
HPK Outer 0.056 0.59 0.062 0.069 0.73 0.076
HPK Middle 0.073 0.62 0.081 0.073 0.77 0.081
HPK Inner 0.069 0.73 0.076 0.087 0.92 0.097
CiS All 0.090 0.96 0.100 0.108 1.14 0.120

Table 9.2: Broad regional averages for the 2nd December end-cap sample. Featured are the
lower (-) and upper (+) error due to uncertainty in the HM input.

9.2 Barrel Results

Nine data samples were extracted for the barrel modules at multiple times in 2011. The purpose
of this was to cross-check these results with those of a contemporary study performed by T.
Kondo [3]. Plots of Idata against IHM, with both linear and logarithmic scales, are shown in
figures 9.1a and 9.1b, respectively. The ratio of these measurements Rleak is then taken and
shown in figure 9.2.

The results for the barrel modules show that the measurements follow the shape of the expected
evolution. The Idata distribution increases with integrated luminosity and decreases during
periods of zero or low luminosity, due to beneficial annealing. There is a systematic deviation
between Idata and IHM throughout the year. This is demonstrated in table 9.3. All barrels have
a mean ratio, over all samples, of around 0.9, with standard deviations of about 0.03.

These results are consistent with those findings presented in the previous study of the barrel
modules (Section 1.2). This supports the validity of the analytical method for use with the
end-cap modules. The larger error bands in the plot from the parallel study come from the
uncertainty in the Harper model amplitudes and time constants (tab. 6.1). These parameters
were assumed to have independent errors and significantly increase the final uncertainty in the
predictions. These factors were not addressed in this analysis.

Modules Rleak|time σ

B6 0.89 0.025
B5 0.92 0.031
B4 0.91 0.032
B3 0.91 0.032

Table 9.3: The time averaged mean and standard deviation of barrel module Rleak over all sam-
ples in 2011 and 2012.
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(a) Linear scale

(b) Logarithmic Scale

Figure 9.1: Observed Leakage current Idata (points) plotted against the predicted evolution IHM
(lines) for each layer of the Barrel with IHM uncertainty reported by coloured bands.
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Figure 9.2: Ratio of Observed to Predicted Leakage Current for each layer of the Barrel. Barrel
layers are offset by a few days from B4 for clearer presentation.

9.3 End-Cap Results

Twenty end-cap samples were extracted and compared with predictions at multiple times in
2011 and 2012. Broader regional averages were then made (Section 9.1). The results for all mod-
ules, distinguishing between manufacturers, are displayed in figures 9.3a and 9.3b, respectively,
for end-cap C and A. Breakdown plots for the inner, middle and outer HPK modules of end-cap
C and A are shown in figures 9.4a and 9.4b, respectively.

The average ratio Rleak of all HPK modules in both end-caps shows a seemingly level distribu-
tion across time. This shows that the observed leakage current follows the shape of the theo-
retical evolution from the start of 2011 to end of 2012. Therefore, regardless of magnitude, it
suggests any disparity is uniform over time, neither increasing nor decreasing.

Another significant visual difference between figures 9.3b and 9.3a is the persistently higher
distribution of ratios for end-cap A than end-cap C. From table 9.4 the difference in the mean,
between A and C, of HPK modules throughout the analysed period is approximately 1.5. This
is significantly greater than the standard deviation of either. The reason for this asymmetry is
likely due to a difference in temperature between A and C.

Direct measurements of the liquid coolant suggest side A is approximately 2 ◦C higher than
side C. However, while relative difference are suggested, due to the limits in attaining abso-
lute silicon temperatures for the end-caps, an accurate temperature profile cannot, presently, be
established (section 7.4)1.

1The absolute temperatures of the sensors in end-cap modules are a subject of ongoing research, therefore, there
have been no published analyses at the present time.
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The Rleak distributions of radially separated subsets are approximately parallel to those for all
HPK in A and C. It follows that Idata for the modules in these individual regions are maintaining
a consistent deviation from IHM over time. The temperature difference between A and C is
again notable by the generally higher magnitudes for all Rleak on the A-side.

The differences in the distribution of Rleak for outer, middle and inner rings show a clear pattern
across the 2 years. These differences are highlighted by the temporal averages in table 9.4. Inner
modules on both sides have the highest average ratio, followed by those in the middle ring. The
outer module ratios are lowest. Unconfirmed temperature differences between different radii
may explain these findings. This is to say that the temperature distribution in the end-caps may
be a function of the cylindrical radius: TSi(r).

In all cases Idata is shown to be consistently below IHM for HPK modules. Some of this dis-
crepancy may be attributed to the disregard for uncertainty in the Harper model constants.
However, the findings clearly favour the consistency of measured evolution with the theoreti-
cal advancement, given the known parameters.

The CiS modules show a far less consistent pattern. Rleak fluctuates greatly over time. These
fluctuations are attributable to the susceptibility of these modules to surface current effects,
which interfere with bulk current observation. This phenomenon was noticed and established
only in 2012, two years after the 2010 study which found the high discrepancy for inner end-cap
modules. Speculatively, this factor may have been unaccounted for in the 2010 study, leading to
the perceived high discrepancy between bulk current prediction and measurements. Figure 8.5
shows that the characteristic rapid increase in leakage current, during stable beams, occurred at
least as early as 2011.

End-Cap C End-Cap A

Modules Rleak|time σ Rleak|time σ

All 0.61 0.038 0.76 0.031
Outer 0.59 0.040 0.72 0.032

Middle 0.60 0.029 0.75 0.031
Inner 0.69 0.050 0.87 0.038

Table 9.4: The time averaged mean and standard deviation for End-Cap HPK module Rleak over
all samples in 2011 and 2012.
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(a) End-Cap C

(b) End-Cap A

Figure 9.3: Rleak for HPK and CiS, averaged all rings. HPK module points are set on the day of
the sample, with CiS modules displayed two days to the right, for increased visibility.

52



(a) End-Cap C

(b) End-Cap A

Figure 9.4: Rleak for outer, middle and inner HPK modules, averaged over all discs. Middle
module points are set on the day of the sample, with inner and outer modules displayed two
days to the right and left, respectively, for increased visibility.
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Chapter 10

Conclusions

An analysis of the leakage current in the end-cap modules of the ATLAS SCT has been per-
formed for 2011 and 2012 data. Samples of the measured leakage current Idata were extracted
and compared with the Harper model predictions. This was done by taking the ratio Rleak =
Idata/IHM.

On average, HPK manufactured modules in both end-cap A and C show a seemingly level Rleak
distribution over time. This is reflected individually for inner, middle and outer modules. This
suggests that the leakage current is following the expected evolution. Rleak for end-cap A is
systematically higher than in end-cap C, with the difference in mean for all HPK modules at
around 1.5. This is likely due to a temperature difference between the two sides. The outer,
middle and inner ratios also show persistent differences across the 2 years: Rinner > Rmiddle >
Router. This disparity may result from a radial temperature distribution in the end-caps.

In all cases, for HPK modules, Idata is shown to be consistently below IHM. This difference
may be reduced by accounting for uncertainty in the Harper model parameters. However, the
clear suggestion is that the measured evolution in leakage current of the ATLAS SCT end-cap
modules is systematically lower than expected from the theoretical evolution. Assuming the
continuation of this trend, the current will remain within functional bounds for the proposed life
of the ATLAS detector. This suggests that the radiation damage to the silicon bulk is advancing
at a foreseen and acceptable rate.

Significantly higher Idata was observed in CiS modules, an observation attributable to surface
currents. Speculatively, the surface interference across these modules may have been responsi-
ble for the high Rleak at low radii in the 2010 study of the end-caps. An analysis of the barrel
modules for 2011 data also confirms that Idata is evolving as expected. The equivalence between
these results and those of a parallel study provides support for the validity of the end-cap anal-
ysis.
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