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Abstract

Understanding the nature of dark matter is one of the major challenges in modern physics.
Many effects caused by this mysterious matter have been seen, but until today, there is
no clear idea on what this dark matter is made of. The current best model to describe our
Universe, the Lambda Cold Dark Matter model, incorporates a dark matter component,
which makes up about 27% of all the energy in the Universe and roughly 80% of all the
matter.

In the most popular models, the dark matter consists of particles which are stable,
slowly moving (cold), heavy and only interact weakly and gravitationally with ordinary
baryonic matter. These particles are therefore called Weakly Interacting Massive Parti-
cles (WIMPs). An excellent candidate for the WIMP is the hypothetical neutralino, the
Lightest Supersymmetric Particle (LSP), arising in supersymmetric theories beyond the
Standard Model of particle physics.

Heavy celestial bodies, such as the Earth, could capture these WIMPs and accumu-
late them. Over time the WIMPs will self-annihilate and may produce standard model
particles, including neutrinos. The dark matter annihilation rate in the center of the
Earth, and thus the resulting neutrino flux depend on the local Dark Matter density and
the mass of the Dark Matter particle. The neutrino flux could be within reach of a large
scale neutrino telescope like the cubic kilometer IceCube Neutrino Observatory located
at the South Pole. IceCube would indirectly observe the presence of Earth WIMPs as
an excess of neutrinos from the center of the Earth.

In this thesis, the first search for Earth WIMPs with the IceCube detector is pre-
sented. No significant excess from the direction of the center of the Earth has been found
in one year of IceCube data. As a result, upper-limits have been set on the annihilation
rate of the WIMPs, the muon flux caused by Earth WIMP-induced neutrinos and the
spin-independent component of the WIMP-nucleon cross-section. The obtained upper-
limits are the current best limits on the annihilation rate of Earth WIMPs and on the
muon flux caused by Earth WIMP-induced neutrinos.
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Writers make national literature, while translators
make universal literature.

José Saramago

Samenvatting

Uit verscheidene experimenten blijkt dat ons heelal doordrongen moet zijn van een on-
bekende soort materie. Deze zogenaamde donkere materie is één van de grote mysteries
in de moderne fysica. Volgens recente waarnemingen zou de donkere materie zorgen
voor maar liefst 27% van de totale energie-dichtheid in ons Universum, terwijl de zicht-
bare materie slechts ongeveer 5% bijdraagt. Een tot nog toe onbekend deeltje, met de
eigenschappen dat het massief en zwak interagerend is, het zogeheten WIMP, zou een
mogelijke oplossing bieden voor dit mysterie.

De Minimale Supersymmetrische uitbreiding van het Standaard Model (MSSM) is
een hypothetische theorie waarin elk deeltje uit het Standaard Model een supersym-
metrische partner heeft. Deze theorie postuleert dus verscheidene nieuwe (tot vandaag
ongeobserveerde) deeltjes, waaronder het neutralino. Dit neutralino, χ, is één van de
meest populaire WIMP kandidaten op dit ogenblik.

Als deze WIMPs bestaan, zullen zij gravitationeel aangetrokken worden door massieve
objecten, zoals de aarde. Hierdoor zal een ophoping aan WIMPs ontstaan in de kern van
de aarde. Eens de dichtheid van deze WIMPs groot genoeg is, zullen zij paarsgewijs
annihileren en Standaard Model deeltjes produceren. Deze Standaard Model deeltjes
kunnen in hun verval onder andere neutrino’s produceren. Aangezien neutrino’s heel
zwak interagerende deeltjes zijn, zullen de geproduceerde neutrino’s ontsnappen uit de
kern van de aarde. Heel af en toe zal één van de neutrino’s toch interageren, en kan het
dus gedetecteerd worden door een neutrinotelescoop zoals bijvoorbeeld IceCube.

IceCube is een detector met een volume van één kubieke kilometer en ligt begraven op
de geografische Zuidpool onder anderhalve km ijs. IceCube heeft een hexagonale vorm en
bestaat uit 5160 optische sensoren die verspreid zijn over 86 kabels. Wanneer een neutrino
interageert in de omgeving van de detector, ontstaat het bijhorende geladen lepton van
het neutrino (e, µ, τ), hetgeen een lichtspoor achterlaat in het ijs. Dit lichtspoor wordt
dan gedetecteerd door de optische sensoren en via deze detectie kan het originele neutrino
vervolgens geanalyseerd worden.

De meeste deeltjes die IceCube meet, zijn echter atmosferische muonen en neutrino’s.
Deze zijn geproduceerd na de interactie van kosmische deeltjes in de atmosfeer. IceCube
detecteert ongeveer 4000 van deze atmosferische deeltjes per seconde (O(1011)/jaar),
terwijl de meest optimistische modellen slechts een WIMP-annihilatieflux van enkele
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µHz (O(103)/km2/jaar) voorspellen in IceCube. De atmosferische achtergrond moet dus
sterk onderdrukt (of gefilterd) worden, zonder dat hierbij teveel signaal verloren gaat. Een
heel groot deel van het beschreven werk in deze thesis, bestaat uit het ontwikkelen van
een filter die specifiek deeltjes selecteert met de verwachte eigenschappen van neutrino’s
die geproduceerd zijn ten gevolge van de annihilatie van WIMPs in de aarde. Aan het
einde van deze specifieke selectie, is het aantal deeltjes verminderd met zowat zeven
grootteordes naar O(104)/jaar, terwijl ongeveer 15% van de mogelijke signaal overblijft.

In deze finale dataset, die voornamelijk bestaat uit atmosferische neutrino’s, wordt
dan gezocht naar een mogelijke bijdrage van de neutrino’s die afkomstig zijn van de
WIMPs in de aarde. Dit gebeurt aan de hand van een statistische analyse, waarbij
er nagegaan wordt of de experimentele data al dan niet overeenkomen met de ges-
imuleerde, atmosferische achtergrond neutrino’s en -muonen. In het geval dat deze niet
overeenkomen, is er mogelijks een bijdrage van signaalneutrino’s, hetgeen een sterke in-
dicatie zou zijn van de aanwezigheid van WIMPs in het centrum van de aarde. In het
andere geval, wanneer de data wél overeenkomen met de achtergrond simulatie, kan er
besloten worden dat indien er een signaal zou zijn, dit niet sterk genoeg is om zichtbaar
te zijn in de experimentele data. In dit laatste geval kunnen dus limieten gezet worden
op de mogelijke neutrinoflux die de WIMPs veroorzaken, en kunnen er dus theoretische
modellen uitgesloten worden.

In de analyse die beschreven wordt in deze thesis hebben we één jaar van de data,
gemeten door IceCube geanalyseerd. Uit onze analyse blijkt dat deze gemeten data
volledig overeenkomen met de verwachte, atmosferische achtergrondflux. Aan de hand
van deze niet-observatie van neutrino’s die gecreëerd zijn na de annihilatie van WIMPs,
hebben we met deze analyse de tot dusver beste limieten gezet op de mogelijke neutri-
noflux veroorzaakt door WIMPs in het centrum van de aarde.
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Have no mean hours, but be grateful for every hour,
and accept what it brings. The reality will make any
sincere record respectable.

Henry David Thoreau
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Before you start some work, always ask yourself three
questions - Why am I doing it, What the results might
be and Will I be successful. Only when you think
deeply and find satisfactory answers to these ques-
tions, go ahead.

Chanakya

1
An indirect search for dark matter in the center

of the Earth with IceCube

In 1933 the astronomer Fritz Zwicky estimated the mass of the Coma cluster of galaxies.
His calculation was based on the motions of galaxies near its edge. After this first
calculation, he compared the estimated mass to the mass based on the number of galaxies
and total brightness of the cluster. The amount of mass he estimated was much higher
than the visually observable mass. Zwicky concluded that there should be matter that is
not observable by its electromagnetic radiation, so-called dark matter. Today, more than
80 years later, there is much more, indisputable, evidence for the presence of this dark
matter. Nevertheless it remains unknown what this dark matter is made of, making this
dark component of the Universe one of the great experimental and theoretical challenges
in modern physics.

There are many possible candidates to describe the dark matter, for example axions
and particles arising in models with universal extra dimensions, but the most popular
candidate is the Weakly Interacting Massive Particle (WIMP). An excellent candidate for
the WIMP is the hypothetical neutralino, the Lightest Supersymmetric Particle (LSP),
arising in supersymmetric theories beyond the Standard Model of particle physics.

The current best model to describe our Universe, the Lambda Cold Dark Matter
(ΛCDM) model, naturally incorporates a dark matter component. According to the best
fit of this model to the latest Planck data, dark matter makes up about 27% of all the
energy in the Universe and roughly 80% of all the matter.

The distribution of dark matter in the Universe, is estimated by observations and sim-
ulations. From simulations it follows that dark matter is not completely homogeneously
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CHAPTER 1. AN INDIRECT SEARCH FOR DARK MATTER IN THE CENTER
OF THE EARTH WITH ICECUBE

distributed in the Universe. Instead there are voids, walls and filaments in the dark
matter distributions, which seems to be in agreement with the large scale distribution of
galaxies.

The general view on the distribution of dark matter particles in galaxies (e.g. the
Milky Way) is that they form a fairly smooth spherical halo around an embedded baryonic
component like e.g. a central bulge and a spiral disk. In this Standard Halo Model (SHM),
the dark matter velocities follow a Maxwell-Boltzmann distribution. Some simulations
also show the possible existence of a thick disc of dark matter. In the simulations, this
dark disc has kinematics similar to the thick disc of stars. The dark disc is formed as
the baryonic disc of the galaxy draws satellites closer to the disc plane by dynamical
friction, where they are disrupted by the gravitational potential of the galaxy. In case of
the existence of such a co-rotating dark disc, the dark matter velocity distribution gets
an additional component with relatively low velocities.

A dense WIMP population is expected in the center of heavy celestial bodies such
as the Sun or the Earth. This population arises when dark matter particles from the
galactic halo become bound in the gravitational potential of the solar system as it passes
through the Milky Way. These particles may then scatter weakly on nuclei in the Sun
or Earth and loose energy, after which they get trapped. Over time, this leads to an
accumulation of dark matter in the center of the celestial body. If the accumulated dark
matter density reaches a high enough value, it may self-annihilate, generating a flux of
Standard Model particles which is spectrally dependent on the annihilation channel and
WIMP mass. The presence of a thick dark disc in the Milky Way would enhance the
WIMP capture in the Earth, which would lead to a higher neutrino flux than expected,
as discussed further in this thesis.

Only neutrino telescopes are able to look for these signals, as neutrinos are the only
Standard Model particles which can escape the celestial bodies. While many searches for
a flux of high-energy neutrinos coming from the self-annihilation of Solar WIMPs have
already been done, only few experiments searched for an excess of neutrinos from WIMP
annihilations in the center of the Earth. The most recent (yet unpublished) limit comes
from the ANTARES neutrino telescope located in the Mediterranean Sea. Prior to this
result, one has to go back to the Earth WIMP results of the predecessor of IceCube,
the AMANDA neutrino telescope, located at the South Pole.

The indication of the possible existence of a dark disc, which would lead to an in-
creased neutrino flux, together with the fact that no Earth WIMP search has been done
yet with IceCube, were the main motivations to perform the first search for Earth
WIMP-induced neutrinos with the IceCube neutrino detector. IceCube is a cubic
kilometer detector buried deep in the South Pole ice, which, just as AMANDA and
ANTARES, records the Cherenkov emission of high energy charged particles that cross
the detector volume.

In this thesis, the first Earth WIMP search with IceCube will be presented. This
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search is one of many experimental efforts to search for a dark matter signal. The dark
matter experiments can be divided in three main classes. A first class of experiments,
direct detection experiments, searches for the recoil energy of a WIMP particle scattering
on an atom inside the detector volume. A second class of experiments is given by the
indirect detection experiments, to which the search presented in this thesis also belongs.
These experiments search for the products that are produced in either dark matter self-
annihilation or dark-matter decay. The last class, collider experiments, try find dark
matter through its production in particle collisions.

So far, no clear, conclusive signal for dark matter has been found in any of these
search channels.

The Earth WIMP search with IceCube will be based on data recorded by IceCube
during the first year after the detector was completed. In this period, which started on
the 13th of May in 2011 and lasted until the 15th of May in 2012, 327 days of clean data
were recorded. These data will be analyzed to search for an excess of neutrinos from
the center of the Earth, above the expected atmospheric background, hence this will be
an indirect search for dark matter. The analysis will be optimized to search for WIMPs
with masses of 50 GeV and 1 TeV and the 10 GeV-10 TeV mass range will be scanned.

The results of this search are complementary to other results of direct searches, indi-
rect searches and searches at colliders. The presented Earth WIMP analysis is sensitive
to both the dark matter capture in the Earth, and thus the spin-independent scatter-
ing cross-section, as well as to the WIMP annihilation cross-section. It follows that the
obtained results from this analysis provide a natural bridge between the different dark
matter experiments, which in general are only sensitive to one of these quantities.
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CHAPTER 1. AN INDIRECT SEARCH FOR DARK MATTER IN THE CENTER
OF THE EARTH WITH ICECUBE

Structure of the thesis

Chapter 2: The aim of this chapter is to give a brief overview of the status of the
dark matter problem, both on theoretical, as well as the experimental side. First
the Lambda Cold Dark Matter model, which naturally incorporates a dark matter
component into cosmology, is introduced. Next, it is discussed that the hypothetical
neutralino, arising from supersymmetric theories beyond the Standard Model, is an
excellent candidate for the Weakly Interacting Massive Particle (WIMP). After de-
scribing this particle, its distribution in the Universe, and in galaxies, such as our
Milky Way, is discussed. Furthermore, an overview of the different detection methods
is given, along with the current experimental status. At the end of the chapter, the
physics behind WIMP capture and annihilation in the Earth, is discussed.

Chapter 3: In this chapter, the underlying physics related to indirect detection of dark
matter from the center of the Earth using muon neutrinos is discussed. First, it is
explained how neutrinos are created in the decay of standard model particles, which
are produced during the WIMP annihilation. Next, the neutrino-nucleon interaction
is discussed. Also a brief discussion on neutrino oscillations is given, as, considering
the energy scales which are relevant in this analysis, this is an important feature.
Finally, an overview on how the daughter neutrino induced muons lose their energy
in ice, and how they can be detected via Cherenkov radiation, is given.

Chapter 4: In this chapter, an overview is presented of the technical aspects of the
IceCube Neutrino Detector. The overview starts with a discussion on the ice prop-
erties and the sensors that are used, and goes up to the low level data treatment at
the South Pole.

Chapter 5: In this chapter, the basics of the IceCube data processing are described.
These basics consist of hit calibration and cleaning on one hand, and reconstruction
of the direction, starting and stopping points and energy of the events on the other
hand. A description is given of all the cleaning and reconstruction algorithms that
will be used in the present analysis.

Chapter 6: The analysis presented in this thesis is based on data recorded by IceCube
during its first year after completion. The experimental and simulated data which are
used in the present analysis, are described in this chapter.

Chapter 7: In this chapter an overview is given of the selection methods and filters
which were used in this analysis. These methods and filters were applied to remove
the noise and atmospheric particles that trigger the detector, but at the same time
keep as much of the triggered signal events as possible. IceCube triggers at a rate
of roughly 4 kHz (O(1011)/year), while the expected WIMP-induced muon flux is at
most at the order of a few µHz (O(103)/km2/year). A dedicated event selection will

4



thus be needed, as the expected signal is hidden in the overwhelming background. To
make the Earth WIMP analysis efficient for both low and high WIMP masses, the
analysis will be split in 2 parts, based on reconstructed energy. Both data samples
will then be further filtered, until the rate in both samples is reduced to the mHz level
(O(104)/year).
This chapter is one of the core chapters of this thesis, as most of the effort of the
present analysis went into the development of a dedicated and sophisticated event
selection.

Chapter 8: In this chapter, the sensitivity of the present analysis will be calculated.
The reconstructed zenith angle distributions of the signal and background will be used
as Probability Density Functions to test hypotheses with µs signal events in the final
dataset. The sensitivity will then be calculated for different WIMP masses in the
range 10 GeV-10 TeV, by testing the background-only hypothesis (µs = 0), based on
background simulations.
This chapter is, together with the previous chapter, one of the key chapters in the
thesis, as the results of the analysis depend crucially on the event selection as well as
the statistical method.

Chapter 9: In this chapter, the zenith distribution of the complete IC86-I dataset will
be analyzed to see if there is a neutrino excess from the direction of the center of
the Earth. This analysis will be done on the final samples from Chapter 7, using the
statistical method presented in Chapter 8. Before comparing the experimental data
with the background simulation, the uncertainties on the latter distributions will be
studied. The results will then be compared to the results of other experiments.
Presenting the final results, this becomes the most important chapter of the thesis.

Chapter 10: Finally, a summary of the work described in this thesis will be given,
putting forward the most interesting parts of the analysis. Also an overview of the
possible improvements for future analyses will be presented.

Final note: in this thesis, we will use natural units adopted in particle physics,
hence c = 1.
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There are known knowns. These are things we know
that we know. There are known unknowns. That is
to say, there are things that we know we don’t know.
But there are also unknown unknowns. There are
things we don’t know we don’t know.

Donald H. Rumsfeld

2
A brief introduction to dark matter

The aim of this chapter is to give a brief overview of the status of the dark matter
problem, which is one of the great experimental and theoretical challenges in modern
physics, and has been a problem for over 80 years (Section 2.1). According to the latest
measurements, dark matter makes up about 27% of all the energy in the Universe and
roughly 80% of all the matter, as presented in Section 2.2.

There are many theoretical candidates which could describe this dark matter, but
the most popular one is the Weakly Interacting Massive Particle (WIMP), which is, as
its name suggests, a particle which only interacts weakly and probably has a mass of
the order GeV-TeV. The hypothetical neutralino, the Lightest Supersymmetric Particle
(LSP), is an excellent candidate for the WIMP, as explained in Section 2.3.

Thanks to simulations on the one hand and observations of e.g. radial velocities
of stars on the other hand, a more detailed view of the distribution of dark matter in
galaxies, such as our Milky Way has been provided. This will be discussed in Section 2.4.

Many experiments are looking for a signal from either a WIMP, or other dark matter
candidates, but so far no compelling evidence has been found. As discussed in Sec-
tion 2.5, these experiments can be divided in three classes, direct, indirect and collider
experiments.

As the aim of the work presented in this thesis is to look for a neutrino signal from
WIMP annihilations in the center of the Earth, it is important to understand the physics
behind WIMP capture and annihilation in the Earth. This will be discussed in Sec-
tion 2.6.
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CHAPTER 2. A BRIEF INTRODUCTION TO DARK MATTER

2.1 Introduction

The astrophysicist Zwicky was the first to notice the presence of so-called dark matter.
In 1933 Zwicky estimated the mass of the Coma Cluster of galaxies by observing the
motions of galaxies near the edge of the cluster on the one hand, and by estimating the
brightness in the cluster by counting the number of galaxies on the other hand [1]. He
found that the brightness was much smaller than he expected for the amount of mass that
was present, and hence there had to be a large amount of non-luminous, dark, matter.

Today, more than 80 years later, much more evidence exists for the presence of this
dark matter. The most convincing and direct evidence comes from the observations of or-
bital velocities of stars versus their distance from the center of spiral galaxies. From these
observations, we learn that most of the luminous matter in spiral galaxies is concentrated
in the center, so the radial velocity vrad is expected to behave as

vrad =

√
GM(r)

r
, (2.1)

where G is Newtons constant, M(r) is the mass density profile and r is the distance to
the center of the galaxy. Fig. 2.1 shows the expected and the measured rotation curves.
A possible explanation for the discrepancy between the observed rotation curve (solid
line) and the expected rotation curve from the centered luminous matter (dashed line)
and the gas (dotted line) is provided by including a halo of dark matter (dashed-dotted
line).

This dark matter is one of the great experimental and theoretical challenges in modern
physics, as although it has a big contribution to the energy density of the Universe, only
very little is known about this energy component.

Figure 2.1: Rotation curve of NGC 6503.
The dotted, dashed and dash-dotted lines are
the contributions of gas, disk and dark mat-
ter, respectively. Figure from [2].
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2.2. THE LAMBDA COLD DARK MATTER MODEL

2.2 The Lambda Cold Dark Matter model

The most generally accepted model of the Universe in which the observed dark matter
is incorporated is the Lambda Cold Dark Matter (ΛCDM) model. This ΛCDM model,
referred to as the standard cosmological model [3], is based on the so-called Big Bang
scenario. According to this scenario, the universe expanded from a hot and highly com-
pressed state to the form it has today, in about 1010 years. This Big Bang model finds its
roots in Hubble’s law, which states that the observed recession velocity, v, of an astro-
physical object is directly proportional to the distance of the object, d, to the observer
[4]

v = H0 · d, (2.2)

where H0 = (67.8 ± 0.9) km s−1 Mpc−1 is the present value of the Hubble parameter
H(t) [5]. From Eq. (2.2) it follows that the larger the distance between two objects,
the faster they move away from each other. This is nicely explained by an expanding
universe, as is the case in the Big Bang model.

If we assume that the Universe is isotropic and homogeneous, its metric is given by
the Friedmann-Lemaître-Robertson-Walker metric [6]. The solutions of the Einstein Field
Equations [6] for this metric lead to the Friedmann Equations

(
ȧ

a

)2

≡ H(t)2 =
8πG

3
ρ− κ

a2
(2.3)

ä

a
= −4πG

3
(ρ+ 3p) , (2.4)

where a(t) is a dimensionless scale factor, which represents the size of the Universe, G
is the gravitational constant, κ is a constant describing the curvature of the universe,
ρ is the total average energy density and p is the pressure. H(t) = ȧ/a is the Hubble
parameter at time t, and is equal to H0 at present.

Different components (matter, radiation and vacuum energy, see below) contribute
to the total energy density in the Universe, each with their energy density ρi. The
abundance Ωi of each of these components is written as

Ωi ≡
ρi
ρc
, (2.5)

where ρc is the total average density in the case of a flat Universe (κ = 0), often referred
to as the critical density

ρc =
3H(t)2

8πG
. (2.6)

The total abundance Ω is given by the sum of the individual abundance Ωi of each
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component

Ω =
∑
i

Ωi =
∑
i

ρi
ρc

=
ρi
ρc

=
8πG

3H(t)2
ρ

=
κ

H(t)a2
+ 1. (2.7)

The sign of κ thus determines if Ω is greater than, equal or less than one, and whether
the Universe is open, flat or closed

ρ < ρc ↔ Ω < 1↔ κ < 0 ↔ open Universe

ρ = ρc ↔ Ω = 1↔ κ = 0 ↔ flat Universe

ρ > ρc ↔ Ω > 1↔ κ > 0 ↔ closed Universe

The six parameter ΛCDM model is built by using the above mentioned Einstein Field
Equations. According to this ΛCDM, the Universe is made up of radiation, ordinary
matter, cold (slow) dark matter and vacuum energy Λ, where Λ, also referred to as
the Cosmological Constant, is linked with a repulsive energy that is responsible for the
accelerated expansion of the Universe. An overview of the six fundamental parameters
which describe the ΛCDM model, together with their most recent values [5] is given in
Table 2.11. Note that h = H0/(100km s−1Mpc−1) is a dimensionless parameter.

Table 2.1: Overview of the fundamental parameters in the ΛCDM model. The indicated values,
are the most recent results of the fit of the ΛCDM model to the Planck data [5], with their one
standard deviation uncertainty.

parameter brief explanation current value
Ωbh

2 The physical baryon density 0.02230 ± 0.00014
Ωch

2 The physical dark matter density 0.1188 ± 0.0010
t0 The age of the Universe (13.799 ± 0.021) Gyr
ns The scalar spectral index 0.9667± 0.0040
∆2
R The curvature fluctuation amplitude 2.441+0.088

−0.092 × 10−9

τ Reionization optical depth 0.066 ± 0.012

The values of the six parameters, and their derived parameters, are calculated by mod-
eling the temperature power spectrum of the Cosmic Microwave Background (CMB). The
variations in the CMB temperature reflect the situation of the Universe at the time the
CMB radiation decoupled from matter, an epoch referred to as recombination. Recombi-
nation occurred roughly 380.000 years after the Big Bang [7]. Studying these variations

1The reader is referred to [5] for a detailed description of all the involved parameters.
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gives insight to the composition of the Universe. The most recent measurements of the
temperature variations of the CMB come from the Planck satellite [5], which measures the
various angular scales of these temperature inhomogeneities. Extraction of the tempera-
ture inhomogeneities in a multipole expansion allows a detailed study of the temperature
angular power spectrum of the primary CMB. In Fig. 2.2 the temperature angular power
spectrum of the primary CMB data measured by Planck is shown, together with the
fitted six-parameter ΛCDM model.

Figure 2.2: The temperature angular power spectrum of the primary CMB data measured by
Planck (red dots with errorbars), together with the fitted six-parameter ΛCDM model (blue
line). Figure from [5].

The best-fit model indicates an expanding Universe which is spatially-flat (κ = 0)
and is isotropic and homogeneous on large scales. It follows that Ω =

∑
i Ωi = 1 (see

Eq. (2.7)). According to the ΛCDM, three different components make up the energy
content of the Universe, each with their own abundances Ωi [5],

1. radiation, ΩR ∼ 10−4,

2. matter, ΩM ∼ 0.31,

3. vacuum energy, ΩΛ ∼ 0.69.

Hence, roughly one third of the energy density in our current universe consists of matter,
which is made up of a combination of known (referred to as baryonic) matter and cold dark
matter, with physical densities [5] Ωbh

2 = 0.02230±0.00014 and Ωch
2 = 0.1188±0.0010
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CHAPTER 2. A BRIEF INTRODUCTION TO DARK MATTER

respectively, as mentioned in Table 2.1. Ordinary baryonic matter thus makes up roughly
20% of the matter in the universe, while the other 80% is made up of dark matter.

Even though there are many observational evidences for the presence of dark matter2,
like e.g. the rotation curves of stars (see Section 2.1), gravitational lensing [8], the
velocity dispersion of stars in dwarf spheroidal galaxies [9] and the CMB (as discussed
above), it remains unknown what the dark matter is actually made of. Several theoretical
candidates arise from yet unobserved theories like the supersymmetric extension of the
Standard Model [10, 11] or models with extra space dimensions [12]. To be in agreement
with the ΛCDM model, these candidates should have an abundance

Ωc = ΩM − Ωb ∼ 0.27. (2.8)

Note that this number (Ωc) can be the sum of many different kind of particles. The
Standard Model neutrinos for example have a small contribution, but the experimental
upper-limit on their relic density is only [13]

Ωνh
2 . 0.009, (2.9)

Neutrinos are thus not abundant enough to be the dominant component of the dark
matter. The relic density (like e.g. Ωνh

2) for a generic stable and annihilating CDM
particle species X can be approximated by [2]

ΩXh
2 ≈ 3× 10−27cm3s−1

〈σAv〉
, (2.10)

where 〈σAv〉 is the velocity-averaged self-annihilation cross-section. If 〈σAv〉 is known
for a generic particle species X, its thermal abundance can be calculated.

2.3 Candidates

It was already mentioned that there are several theoretical candidates for the dark matter
particles and that the Standard Model neutrinos have a small contribution to the dark
matter. In this section, the focus lies on todays most promising candidate: the neutralino.
There are many more candidates which are not discussed here like for example axions [14]
and universal extra dimensions [15]. For an overview of these candidates, the reader is
referred to [2].

The neutralino is a particle that arises from Supersymmetry (SUSY), which is a
theory that goes beyond the Standard Model [11]. Supersymmetry is a symmetry between
fermions and bosons, hence generators are introduced which change fermions into bosons
and vise versa

Q|fermion〉 = |boson〉; Q|boson〉 = |fermion〉. (2.11)
2see [2] for an overview of the most important observational evidences.
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According to Supersymmetry, each Standard Model (SM) particle thus has a supersym-
metric partner with a half integer spin difference. Supersymmetry provides a natural
solution to the hierarchy problem and unifies the gauge coupling scales at MU ∼ 2 · 1016

GeV, which has been taken as a strong hint in favor of Grand Unified Theories [10, 11].

The minimal extension of the Standard Model of particle physics is described by the
Minimal Supersymmetric Standard Model (MSSM). The MSSM contains the smallest
possible field content necessary to give rise to all the fields of the Standard Model (an
overview is given in Table 2.2). The fact that the MSSM is such an interesting theory in
the search for dark matter, is because one of its basic elements is R-parity conservation.
R-parity is a multiplicative quantum number, defined as

R ≡ (−1)3B+L+2s, (2.12)

where B is the baryon number, L the lepton number and s the spin of the particle. It
thus follows that {

R = +1 for SM particles,
R = −1 for SUSY particles. (2.13)

Conservation of R-parity implies that SUSY particles can only decay into an odd
number of SUSY particles (plus SM particles), from which it can be concluded that
there should be a Lightest Supersymmetric Particle (LSP) if the theory is correct. This
LSP is an excellent dark matter candidate, since it is stable and can only be destroyed
via pair annihilation. This LSP is electrically neutral and colorless [11]. The MSSM
contains 4 of these electrically neutral and colorless particles, namely the neutralinos χ̃0

1,
χ̃0

2, χ̃0
3 & χ̃0

4 (see table 2.2), which are a combination of gauginos and Higgsinos. In this
thesis, we will focus on the lightest neutralino namely χ̃0

1, from now on simply noted as
χ.

Assuming that χ is the dominant component of dark matter, Ωχh
2 should be

Ωχh
2 ≈ 3 · 10−27cm3s−1

〈σAv〉
∼ O(0.1), (2.14)

according to the latest Planck results for Ωch
2. The above equation is satisfied if 〈σAv〉 is

of the order of a picobarn to a femtobarn, which is the typical size for a weak process. So
the dark matter particles should be massive and weakly interacting, which is why they are
often referred to as Weakly Interacting Massive Particles (WIMPs). Neutralinos satisfy
these conditions and are thus a good WIMP candidate.

The analysis described in this thesis will be optimized to search for WIMPs. In the
remainder of this thesis, the symbol χ will be used to refer to these (generic) WIMPs.

13
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Table 2.2: SM particles and their superpartners in the MSSM (adapted from [11]).

Standard Model particles and fields Supersymmetric partners
Interaction eigenstates Mass eigenstates

Symbol Name Symbol Name Symbol Name
q = d, c, b, u, s, t quark q̃L, q̃R squark q̃1, q̃2 squark
l = e, µ, τ lepton l̃L, l̃R slepton l̃1, l̃2 slepton
ν = νe, νµ, ντ neutrino ν̃ sneutrino ν̃ sneutrino
g gluon g̃ gluino g̃ gluino
W± W -boson W̃± wino
H− Higgs boson H̃−1 higgsino

 χ̃±1,2 chargino
H+ Higgs boson H̃+

2 higgsino
B B-field B̃ bino
W 3 W 3-field W̃ 3 wino
H0

1 Higgs boson
H̃0

1 higgsino

 χ̃0
1,2,3,4 neutralino

H0
2 Higgs boson

H̃0
2 higgsino

H0
3 Higgs boson

2.4 Dark matter distribution in the Universe

While it remains unknown what the dark matter actually is made up of, the understand-
ing of its distribution in the Universe keeps on improving.

At the largest scales, the dark matter distribution can be modeled by CPU intensive
N-body simulations [16]. In these simulations, only dark matter and dark energy are
assumed, as it is too complex and CPU intensive to include baryonic matter at these
scales. From these simulations it seems that dark matter is not completely homogeneously
distributed in the Universe, but that there are voids, walls and filaments in the dark
matter distributions, which seems to be in agreement with the large scale distribution of
galaxies [16, 17].

The distribution of dark matter inside galaxies can be modeled thanks to measure-
ments of e.g. the radial velocities of stars [1, 18] and weak lensing [19] on the one hand
and numerical N-body simulations [20] on the other hand. The general view on the dis-
tribution of dark matter particles in galaxies is that they form a fairly smooth spherical
halo around an embedded baryonic component like e.g. a central bulge and a spiral
disk. In particular, there is a quite good consensus on the dark matter density, ρDM ,
and distribution in the Milky Way, which are inferred from the rotational kinematics of
the baryons [21]. The two density profiles which are mainly considered are the Navarro-
Frenk-White NFW [22], and the Burkert [23] model. Fig. 2.3 shows the dark matter
density in the Milky way as a function of the distance to the center for some fits of these
models based on simulations [24] or observational data [25]. Note that the NFW model
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is cuspy, i.e. it gives rise to a rapidly increasing dark matter density towards the center,
whereas the dark matter density is more constant in the center in the Burkert, core,
model.

Figure 2.3: Dark matter mass
density profile in the galactic halo
as a function of the distance from
the GC for the DM halo models
listed. Figure from [26].

Besides studying the distribution of the dark matter, one can also study its velocity
distribution inside galaxies, and more precisely in the Milky way. The velocity distribu-
tion of the dark matter particles is very sensitive to theoretical assumptions, as different
models for the halo lead to different dark matter velocity distributions. The most popular
halo model is the Standard Halo Model (SHM), in which the dark matter velocities follow
a Maxwell-Boltzmann distribution. This is modeled as a smooth, spherically symmetric
density component with a non-rotating Gaussian velocity distribution. In this model,
the average velocity of the Earth with respect to the dark matter halo of the Milky way
is believed to be v0 = 220 km/s and the velocity dispersion of the dark matter particles
at the location of the Earth is in general considered to vrms = 270 km/s [27, 28].

Galaxy formation simulations including baryons indicate that the dark matter veloc-
ity distributions deviate from this SHM, possibly leading to lower dark matter velocities
at the location of the Earth [20]. This is shown in Fig. 2.4, in which the dark matter ve-
locity distributions in the Milky Way are shown for dark matter simulations with (gray)
and without (black) baryons. The solid lines in this plot indicate the distributions found
by the ERIS simulation [20], the dotted lines indicate the Maxwellian fit and the dashed
line indicates the SHM with the parameters indicated above.

Some simulations also show the possible existence of a thick disc of dark matter, with
the kinematics similar to the thick disc of stars, which is formed as the baryonic disc
of the Milky Way draws satellites closer to the disc plane by dynamical friction, where
they are disrupted by the gravitational potential of the Milky Way [29]. According to
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Figure 2.4: Dark matter
velocity distribution
in the Milky Way for
dark matter simulations
(ERIS [20]) with (solid
gray) and without (solid
black) baryons. The
Maxwellian fit to the
data is indicated by the
dotted lines and the
dashed line indicates the
SHM. Figure from [20].

e.g. the simulations discussed in [30, 31], this disk has a mid-plane density ρDM,d in the
range between 0.25−1.5 times the dark halo density at the location of the Solar System,
ρDM,H,local.

In case of the existence of a co-rotating dark disc, the dark matter velocity distri-
bution gets an additional component at low velocities, as indicated in Fig. 2.5, where
the contributions of dark discs with different dark matter densities are shown on top of
the Standard Halo Model (SHM, referred to as SMH in the plot). Note also that the
contribution of this dark disc depends on the dark matter density in this disc ρDM,d

compared to the density in the halo ρDM,H .

The latest constraints (from observations and simulations) on the local dark matter
density give values for ρDM,local in the range between 0.20-0.56 GeV/cm3 [21]. These
measurements indicate that the dark matter is distributed in a spherical halo, with
little or no halo flattening in the disc plane, suggesting that there is no dark disc. The
results are not conclusive yet, as the current measurements all have large (systematic)
uncertainties.

2.5 Experiments

Many experimental efforts to search for a dark matter signal exist, and many more are
planned for the future. Typically, these detectors are searching for WIMP signals, but
also other types of dark matter particles can be probed. The experiments can be divided
in three main classes. A first class of experiments, direct detection experiments, search for
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Figure 2.5: Expected
dark matter velocity
distribution in the Milky
Way for the Standard
Halo Model (black), as
well as for two exam-
ples of a contribution
of a co-rotating dark
disc, with relative densi-
ties ρd,DM/ρH,DM =
0.25 (pink) and
ρd,DM/ρH,DM = 1
(light blue). Figure
from [32].

the recoil energy of a WIMP particle scattering on an atom inside the detector volume.
A second class of experiments are indirect detection experiments. These search for the
radiation that is produced in either dark matter self-annihilation or dark-matter decay.
The last class, collider experiments, try to find dark matter through its production in
particle collisions. A summary of the WIMP-SM-particle processes in each of these classes
of searches is given in Fig. 2.6.

So far, no clear signal for dark matter has been found in any of these search channels.
Some observations hint at a possible dark matter signal. Nevertheless, these hints/claims
are still inconclusive, as there are other possible physical explanations for these, and the
signals have not yet been confirmed by other experiments. In most cases, an observation
in at least two independent experiments would be needed to confirm a signal.

2.5.1 Direct detection

Direct detection experiments try to measure the recoil energy Q of a WIMP-particle
scattering on an atom in a lattice. The differential recoil energy spectrum dR/dQ (where
R is the rate, expressed in (event/kg/day)) of such an interaction between a WIMP of
mass mχ and a nucleus of mass mN depends on the masses of the WIMP and the
nucleus, the elastic scattering cross-section between the WIMP and nucleus σχ−N , the
local WIMP density ρDM,local and velocity v0 and the nuclear form factor F (Q) in the
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Figure 2.6: Simplified Feynman diagrams showing the three different dark matter detection
channels described in the text. In these diagrams, time goes from left to right, so the two
particles on the left hand side interact and produce the particles on the right hand side. The
direct detection experiments look for the recoil of a WIMP, χ, on a Standard Model particle,
SM, in the detector, as shown in (a). Indirect detection experiments either look for the Standard
Model annihilation products of WIMPs (b) or the decay products of a WIMP (not illustrated
in this figure). Collider experiments look for the creation of WIMPs in Standard Model particle
collisions (c). Figure from [33].

following way [34]
dR

dQ
=
σχ−NρDM,local√

πv0mχm2
r

F 2(Q)T (Q), (2.15)

where T (Q) is a dimensionless integral over the local WIMP velocity distribution and
mr =

(
mχmN
mχ+mN

)
is the WIMP-nucleus reduced mass. The WIMP-nucleon cross-section

σχ−N is a combination of the spin-independent component σSIχ−N and spin-dependent
component σSDχ−N of the interaction cross-section, which are responsible for scalar in-
teractions and axial-vector interactions respectively. In the case of spin-independent
scattering σχ−N ≈ A2σχ−p, meaning that heavier atoms will enhance the WIMP inter-
actions in the detector. For spin-dependent scattering, the dependence on the nuclear
properties of the target is proportional to the total spin J .

Different techniques are used to detect these nuclear recoils from dark matter interac-
tions and distinguish them from events caused by background. These techniques can be
separated in three major classes, as indicated in Fig. 2.7, namely the detection of a given
deposited energy caused by scintillation, ionization, or phonon signals. Experiments use
one of these techniques or a combination of multiple techniques. A large part of the effort
goes in discriminating the WIMP signal from recoils caused by background events. By
placing these detectors deep under ground, the background coming from cosmic rays is
reduced, but there still remains a background from radioactive materials and photons.
A complementary approach is provided by superheated liquid detectors, which operate
like bubble chambers.

Some experiments try to remove all the background, by e.g. discriminating the events
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based on their relative scintillation, ionization, or phonon signals, which are different for
WIMPs than for background events, see e.g. [35, 36, 37, 38]. Other experiments look
for seasonal or annual modulations of the event rate, which would be caused by the
revolution of the Earth around the Sun [39]. Future experiments are planned to also look
for directional variation of the recoiling nucleus. One expects to measure the effect of the
motion of the solar system through the WIMP halo, especially in the case of non-rotating
WIMP halo [40]. A correlation between the direction of the recoiling nucleus and the
motion of the Solar System, would thus indicate a signal, as this effect is not expected
for background events.

Figure 2.7: Overview of the different direct dark matter detectors, categorized according to the
way they try to detect the dark matter particles. Figure from [34].

The DAMA/LIBRA experiment claims to have detected dark matter, as they see
an annual modulation of the event rate which is not expected for background [41]. This
result is controversial though, as it is in conflict with the non-observation of WIMP signal
events in other dark matter experiments with similar or better sensitivity.

An overview of the current best 90% Confidence Level (CL) upper-limits of direct
dark matter experiments on the spin-independent WIMP-nucleon cross-section σSIχ−N
is shown in Fig. 2.8. The green and pink regions show the phase space which has been
excluded by the non-observation of signal events in the CDMSlite [42] (and more recently
also CRESST [38], but this limit is not included in the figure) and LUX [36] detectors,
which respectively have the best sensitivity in the 1-10 GeV and 10-104 GeV WIMP
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mass range. Other colored areas like e.g. the brown area indicate the phase space
in which WIMPs would exist if the observation of DAMA/LIBRA [39] is really due
to a WIMP signal. In the considered WIMP framework, the WIMP explanation of
the DAMA/LIBRA observation is thus ruled out by LUX. Note that also other direct
detection experiments (CRESST [43], CoGent [44], CDMS Si [45]) have indications of
a signal, but all of these have been ruled out by the recent data from LUX [36] and
CDMSlite [42].

The yellow dashed-line at the bottom of the plot indicates the neutrino floor [46, 47].
Detectors with a sensitivity below this curve, will measure an irreducible neutrino back-
ground. These neutrinos are dominated by solar neutrinos in the WIMP mass region be-
low mχ < 10 GeV, and for the higher masses the dominating neutrino background comes
from atmospheric neutrinos and neutrinos from Diffuse Supernova Neutrino Background
(DSNB) [46]. A possible way to overcome this problem, is by using direction-sensitive
detectors, as explained above.

Figure 2.8: Upper limits at 90% CL (solid lines) of curren direct dark matter experiments on
the spin-independent WIMP-nucleon cross-section σSIχ−N . The green and pink regions show the
phase space which has been excluded by the non-observation of signal events in the CDMSlite [42]
and LUX [36] detectors. Other colored areas like e.g. the brown area indicate the phase space in
which WIMPs would exist if the observation of DAMA/LIBRA [39] is really caused by a WIMP
signal. The yellow dashed-line at the bottom of the plot indicates the neutrino floor [46, 47].
Figure from [46].
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2.5.2 Indirect detection

Indirect detection experiments look for the radiation that is produced in either dark
matter self-annihilation or dark-matter decay. These searches typically look for a signal
from a region in which a high dark matter population is expected. Examples are e.g.
Dwarf Galaxies or the center of the Milky Way. Different experiments look for an excess
of particles (in a certain energy range) from these directions. Experiments such as the
Fermi Large Area Telescope [48], HESS [49], MAGIC [50] and VERITAS [51] look for
gamma rays produced by WIMP annihilations. Other experiments, like PAMELA [52]
and AMS [53], look for a signal in the anti-proton or positron channel. Neutrino telescopes
such as IceCube [54, 55], ANTARES [56] and Baikal [57] look for an excess of neutrinos
from the direction of these locations with high dark matter densities.

Recently, there has been a lot of discussion on the Galactic Center GeV excess, a
clear excess in the Fermi-LAT gamma ray data, from the inner Galaxy, around energies
of a few GeV. This excess could be explained by the annihilation of WIMPs in the
center of the galaxy [58, 59, 60], but it could also be caused by millisecond pulsars [61].
PAMELA, Fermi and AMS reported an increased positron flux at high energies above
expected background, which could be explained by a signal from WIMPs in the TeV
range [62], but also in this case, pulsars and remnants of nearby supernovae provide a
more standard astrophysical explanation [63, 64, 65].

Indirect searches which look in the direction of the center of the galaxy, or at galaxy
clusters or dwarf galaxies, typically probe the WIMP self-annihilation cross-section times
relative velocity 〈σAv〉. Upper limits have thus been placed on this quantity, as shown
in Fig. 2.9, which shows the 90% CL upper-limits of several analyses as a function of
the WIMP mass. The shaded areas indicate the regions of the phase space, in which the
WIMPs would exist if the PAMELA excess (gray) or Fermi and HESS excess (green)
would be caused by WIMPs. Note that the latest Fermi-LAT excess is not indicated in
this plot.

A dense WIMP population is also expected in the center of heavy celestial bodies
such as the Sun or the Earth. Dark matter particles from the galactic halo become
bound in the gravitational potential of the solar system as it passes through the galaxy.
These particles may then scatter weakly on nuclei in the Sun or Earth and loose energy,
after which they get trapped. Over time, this leads to an accumulation of dark matter in
the center of the celestial body. If the accumulated dark matter density reaches a high
enough value, it may self-annihilate, generating a flux of Standard Model particles which
is spectrally dependent on the annihilation channel and WIMP mass.

Only neutrino telescopes are able to look for these signals, as neutrinos are the only
Standard Model particles which can escape the celestial bodies. In general, the Sun is a
more promising source than the Earth, for the search of a flux of high-energy neutrinos
coming from the self-annihilation of WIMPs. This is because the gravitational well of
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Figure 2.9: Upper lim-
its at 90% CL on the
WIMP self-annihilation
cross-section times rela-
tive velocity 〈σAv〉 as a
function of the WIMP
mass. The limits of several
experiments are shown.
The colored areas indicate
the phase space in which
the WIMPs would exist
if the observation of the
PAMELA excess (gray) or
Fermi and HESS excess
(green) is really caused by
a WIMP signal.
Figure from [55].

the Sun is orders of magnitude stronger than that of the Earth, leading to a much higher
WIMP population in the Sun than in the Earth. Many searches for a flux of high-energy
neutrinos coming from the self-annihilation of Solar WIMPs have already been done [66,
67, 68], and the current best limits on the spin-dependent WIMP-nucleon cross-section
σSDχ−N in WIMP mass range of 100 GeV-10 TeV range are set by these searches, as
indicated in Fig. 2.10.

Only few experiments have looked for an excess of neutrinos fromWIMP annihilations
in the center of the Earth, which is the work described in this thesis. The most recent
(yet unpublished) limit comes from ANTARES [70], and prior to this result, one has to
go back to the AMANDA analysis [71].

A thick dark disc in the Milky Way would enhance the WIMP capture in the Earth,
which would lead to a higher neutrino flux than expected, as discussed further in this
thesis. The indication of the possible existence of a dark disc was one of the motivations
to search for Earth WIMP-induced neutrinos with the IceCube neutrino detector.

2.5.3 Collider experiments

The interest in searching for dark matter signatures in data from colliders such as the
Large Hadron Collider has gained a lot of interest in the past years [72]. These searches
are generally looking for collisions with an energy or momentum imbalance in the final
state. This imbalance could arise in two different ways, either by the creation of stable
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Figure 2.10: Upper limits of several experiments at 90% CL on the spin-dependent (left) and
spin-independent (right) WIMP-proton cross-section as a function of WIMP mass. The limits
on the τ+τ− and bb̄ annihilation channel are respectively represented by the solid and dashed
lines. The blue colored regions indicate the phase space in which WIMPs would exist if the
observation of DAMA is really caused by a WIMP signal, and the brown region shows the
allowed parameter space in the 25-parameter MSSM. Figure from [69].

dark matter particles in the decay process of other particles or by creating a pair of dark
matter particles through some off-shell mediator.

In the first case, the stable dark matter particles could e.g. be created at the end
of the decay chain of other heavier new states. This would e.g. be the case if the dark
matter particle is the supersymmetric neutralino, and R−parity is conserved.

The second case, direct off-shell creation of dark matter particles, could also happen
in supersymmetric theories which conserve R−parity. To make this channel detectable,
initial state radiation (ISR) gluons or photons should be emitted, such that one can
search for monojet, monophoton or monolepton events.

These searches give the best upper-limits on the spin-independent σSIχ−N and spin-
dependent σSDχ−N WIMP-nucleon cross-section for low WIMP masses with respectively
mχ < 3 GeV and mχ < 200 GeV. This can be seen in Fig. 2.11, in which the results
of several CMS searches [73] are shown for σSIχ−N and σSDχ−N as a function of the WIMP
masses. As a comparison, the current best limits of direct and indirect searches are also
shown on these plots, although it is very complicated to directly compare the results
of different type of experiments, as assumptions have to be made before they can be
compared in this way.
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(a) (b)

Figure 2.11: Upper limits of monojet, monophoton, and monolepton CMS searches at 90%
CL on the spin-dependent (left) and spin-independent (right) WIMP-proton cross-section as a
function of WIMP mass. As a comparison, 90% CL upper-limits of other direct and indirect
experiments are shown. Figures from [73].
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2.6 WIMPs in the center of the Earth

WIMPs accumulated in the center of the Earth will produce a unique signature in neu-
trino detectors such as IceCube, as vertically up-going muons.

The number of WIMPs, N , in a celestial body, as e.g. the Earth, depends on the
capture (CC), annihilation (CA) and evaporation (CE) of WIMPs in that body in the
following way

dN

dt
= CC − CAN2 + CEN, . (2.16)

The evaporation (CE) of WIMPs is a phenomenon in which WIMPs are ejected from the
celestial body by hard elastic scattering from nuclei. This effect is negligible for WIMP
masses above 10 GeV [28], and will thus be ignored in this work.

The capture (CC) of WIMPs mainly depends on the WIMP-nucleon cross-section
σχ−N , the WIMP mass mχ and the mass and distribution of the elements in the Earth.
For capture in the Earth, the main contribution will thus come from the spin-independent
component σSIχ−N which is quadratically proportional to the atomic mass of the elements
in the Earth, i.e. to A2.

The annihilation of the WIMPs (CA) depends on the WIMP annihilation cross-section
σA and the distribution of the WIMPs in the Earth, which is related to the WIMP
mass [28]

CA =
〈σAv〉 · (mχ/(10 GeV))3/2

2
√

8 · 1025 cm3
, (2.17)

where 〈σAv〉 is the velocity-averaged self-annihilation cross-section. The total annihila-
tion rate, ΓA, depends on σA and on the number of WIMPs, N ,

ΓA =
1

2
CAN

2. (2.18)

The number of WIMPs N in a celestial body at a time t is calculated by solving
Eq. 2.16 for N ,

ΓA(t) =
1

2
CC tanh2

(
t

τ

)
, (2.19)

where τ = (CCCA)−1/2 is the equilibrium time τ , which is defined by the time it
takes for the annihilation rate and the capture rate to be in equilibrium. For the Earth,
this equilibrium time is of the order of 1011 years if the spin-independent WIMP-proton
cross-section is σSIp ∼ 10−43 cm2 [28]. Since the age of the solar system is t⊕ ≈ 4.5 Gyr,
t⊕/τ � 1, so there is no equilibrium between the annihilation rate and the capture rate
in the Earth, contrary to the Sun, in which most WIMP models predict t�/τ � 1. Even
if equilibrium is not achieved, ΓA ∝ C2

C , i.e. the higher the capture rate, the higher the
annihilation rate and thus the neutrino-induced muon flux in neutrino detectors.

The rate at which WIMPs are captured in the Earth depends on the mass and the
velocity of the WIMPs. If the WIMP mass is nearly identical to that of one of the
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nuclear species in the Earth, the capture rate will increase considerably, as is shown in
Fig. 7.2. It should be noted that recent direct detection limits [36] exclude cross-sections
larger than σSIp = 10−43 cm2 over a wide range of WIMP masses. This implies that the
normalization in Fig. 2.12 will be about an order of magnitude lower, as the cross-section
that is assumed in the calculation for the capture rate equals σ = 10−42 cm2 [74].

Figure 2.12: This figure shows the rate at which dark matter particles are captured to the
interior of the Earth, for a scattering cross-section of σ = 10−42 cm2. The peaks correspond
to resonant capture on the most abundant elements (listed in the table, abundances are given
in weight %) considered in the Earth model [75], 16O, 24Mg, 28Si and 56Fe and their isotopes.
A dark matter halo density of ρX = 0.3 GeV cm−3 is assumed [74]. Figure from [74].

The capture rate could be higher if the WIMPs have a low velocity with respect to
the Earth. This is because the escape velocity vesc of WIMPs inside the Earth is low.
It varies from vesc ∼ 11 km/s at the mantle to vesc ∼ 15 km/s at the center. Thus, the
higher speed WIMPs will only be captured at the center where the escape velocity is the
highest, whereas the lowest speed WIMPs may be captured anywhere in the Earth. In
Section 2.4, it was discussed that the WIMP velocity distribution at the location of the
Earth is usually described by the Standard Halo Model (SHM), but that there are large
uncertainties on this distribution. Furthermore, the possible existence of a dark disc was
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discussed, in which the WIMPs have a lower relative velocity w.r.t. the Earth compared
to the SHM. Therefore, less scattering is needed for the particles in the dark disc to
become gravitationally captured. So the dark disk hypothesis leads to a higher capture
rate and thus a higher neutrino-induced muon flux at detectors such as the IceCube
neutrino telescope [76].

Figure 2.13: Expected muon flux at the surface of the Earth as a function of the WIMP mass
for the SHM (left) and a dark disc model (right). The closed contours show 95% (red/dashed)
and 68% (green/solid) of the probability density of CMSSM models consistent with both astro-
physical and collider constraints at the time of the publication of reference [76]. The colour-bar
gives the relative probability density. The lines on the left plot indicate the upper-limits on
the muon flux from Super-Kamiokande and AMANDA, along with the estimated sensitivity of
five years of IceCube data. This estimated IceCube sensitivity was based on a the work pre-
sented in [77]. This estimation was performed before the construction of IceCube was started.
It does not include the DeepCore array and, lacking a precise simulation of the hardware, is
based on a simplified simulation of the detector response. Figure from [76].

Fig. 2.13 shows the expected [76] muon flux (Φµ) for Eµ > 1 GeV at the Earth’s
surface as a function of the WIMP mass from neutrinos originating from WIMP anni-
hilations in the center of the Earth. Compared to the flux from the SHM given in the
left panel, the flux from the dark disc (right panel) is boosted by two to three orders of
magnitude, depending on the specific model. A feature like this dark disc, might thus
really enhance the neutrino-induced muon flux in neutrino detectors such as IceCube,
making it interesting to look for neutrinos from Earth WIMPs.
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Summary

Understanding the nature of dark matter is one of the major challenges in modern physics.
Many effects caused by this mysterious matter have been seen, but until today, there is
no clear idea on what this dark matter is made of.

The current best model to describe our Universe, the Lambda Cold Dark Matter(ΛCDM)
model, naturally incorporates a dark matter component. According to the best fit of this
six-parameter model to the latest Planck data, dark matter makes up about 27% of all
the energy in the Universe and roughly 80% of all the matter.

It was discussed that there are many possible candidates to describe the dark matter,
but that the most popular candidate is the Weakly Interacting Massive Particle (WIMP).
An excellent candidate for the WIMP is the hypothetical neutralino, the Lightest Su-
persymmetric Particle (LSP), arising in supersymmetric theories beyond the Standard
Model of particle physics.

The current models of the distribution of dark matter in the Universe were described.
The dark matter velocity distribution in our Milky Way was discussed in more detail, as
this has a direct impact on the capture rate of the dark matter particles in the Earth. It
is possible that the low velocity part of the distribution is enhanced by the existence of
a co-rotating dark disk, which would lead to a higher capture of WIMPs in the Earth,
and thus to a higher flux of WIMP-induced neutrinos.

An overview of the principles of direct detection, indirect detection and collider de-
tection was given. So far, no undisputed dark matter signal has been observed in any
of these classes, but more efforts are on the way, as there is indisputable cosmological
evidence for the presence of dark matter in the Universe. A signal in at least two of the
three detection classes will probably be needed to be conclusive.

In the final part of this chapter, an overview was given of the physics behind WIMP
capture and annihilation in the Earth, which is important for the understanding of the
work described in this thesis. In the next chapter, the particle physics involved in this re-
search is explained. This starts with the annihilation of WIMPs in the center of the Earth
into Standard Model particles, which in turn decay and in this way produce neutrinos.
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I have done a terrible thing, I have postulated a par-
ticle that cannot be detected.

Wolfgang Pauli

3
Neutrinos as a probe for Earth WIMPs

In this chapter, the underlying physics related to indirect detection of dark matter from
the center of the Earth using muon neutrinos is discussed. As explained in the previous
chapter, WIMPs accumulated in the center of the Earth, might annihilate and produce
Standard Model particles. While traveling through the Earth, these standard model
particles will decay and in the decay process, neutrinos will be created. Unlike the other
Standard Model particles, neutrinos are capable of traveling through the Earth (almost)
without interacting and are thus the perfect particles to indirectly look for Earth WIMPs.

WIMPs could annihilate into many different particles, and the neutrino spectrum in
the detector will heavily depend on the annihilation channel, as explained in Section 3.1.
The neutrinos are not directly detectable, but the particles that are created when a
neutrino interacts with a nucleon, are. The interaction between a neutrino and a nucleon
is discussed in Section 3.2. In the work presented in this thesis, the main focus lies on the
detection of muon neutrinos, or more precisely the produced muon, in ice. An overview
on how the daughter muons of the muon neutrinos lose their energy in ice, and how they
can be detected via Cherenkov radiation is given in Section 3.4. A brief discussion on
neutrino oscillations is given in Section 3.3, which is an important feature, considering
the energy scales which are relevant in this analysis.

Neutrino detectors, such as IceCube, can then be used to detect this Cherenkov
radiation and thus the neutrinos, as explained in the Chapter 4.
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WIMP annihilation → Cherenkov radiation in ice

WIMPs accumulate in the center of the Earth
Section 2.6

Annihilation of WIMPs in the center of the Earth
Section 3.1

Decay of Standard Model particles into neutrinos
Section 3.1

Propagation of neutrinos through the Earth
→ oscillations

Section 3.3

Neutrino CC interaction with nucleon in the ice
Section 3.2

Lepton (muon) propagation through the ice
→ energy losses and Cherenkov radiation

Section 3.4

Detection of Cherenkov radiation
with the IceCube neutrino detector

Chapter 4

Figure 3.1: Overview of the described processes in this chapter.



3.1. NEUTRINOS FROM WIMP ANNIHILATIONS IN THE CENTER OF THE
EARTH

3.1 Neutrinos from WIMP annihilations in the center of the
Earth

As discussed in the previous chapter, WIMPs might have accumulated in the center of
the Earth for about t⊕ ≈ 4.5 Gyr (age of the solar system). These WIMPs could then
self-annihilate at a rate ΓA, producing a differential neutrino flux at the surface of the
Earth, given by

dΦ

dEν
=

ΓA
4πR2

⊕

(
dNν

dEν

)
, (3.1)

where R⊕ is the radius of the Earth and dNν/dEν is the total neutrino spectrum, which
depends on the branching ratio of annihilation channel X and its differential neutrino
spectrum

(
dN
dEν

)
X

(
dNν

dEν

)
=
∑
X

BX

(
dN

dEν

)
X

. (3.2)

This spectrum depends on the WIMP mass and composition, which are still unknown.
Therefore choices have to be made for these quantities. The mass range which is scanned
is 10 GeV-10 TeV, as this is where the analyses described in this work have sensitivity.

Because of the tiny neutrino mass, the annihilation channel χχ → νν is strongly
suppressed in the MSSM, so the neutrinos will come from decays of other annihilation
products. The less energetic neutrino spectrum, often referred to as softest spectrum, is
in general given by 100% annihilation into bb̄ and the most energetic (hardest) spectrum
is given by 100% annihilation into τ+τ− or W+W−, but this of course depends on the
event selection. In the work presented in this analysis 100% annihilation into W+W− is
considered as the hard channel if mχ > mW and 100% annihilation into τ+τ− elsewise.
This is to compare with other analyses, in which these annihilation channels were chosen
for historical reasons.

The neutrino spectra at the surface of the Earth, at generation level (generated with
WimpSim [78]) are shown in Figs. 3.2 and 3.3 for 50 GeV WIMPs annihilating into
respectively bb̄ (channel 5) and τ+τ− (channel 11). In these plots the differential fluxes
of the neutrino (left panels) and anti-neutrino (right panels) are shown as a function of
the neutrino energy Eν divided by the WIMP massmχ, for the different neutrino species,
each indicated with a different color. Note that the spectrum in the case of χχ → bb̄ is
indeed much softer than the spectrum of χχ→ τ+τ−.
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Figure 3.2: The differential fluxes of the neutrino (left panel) and anti-neutrino (right panel)
as a function of the neutrino energy Eν divided by the WIMP mass mχ, at the surface of the
Earth, at generation level (generated with WimpSim [78]) for 50 GeV WIMPs annihilating into
bb̄ (channel 5). The spectra of νe, νµ and ντ are represented by the black line, red line and green
line respectively.

Figure 3.3: The differential fluxes of the neutrino (left panel) and anti-neutrino (right panel)
as a function of the neutrino energy Eν divided by the WIMP mass mχ, at the surface of the
Earth, at generation level (generated with WimpSim [78]) for 50 GeV WIMPs annihilating into
τ+τ− (channel 11). The spectra of νe, νµ and ντ are represented by the black line, red line and
green line respectively.
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3.2 Neutrinos and their interactions with matter

Neutrinos are part of the Standard Model of Particle Physics, which is a relativistic quan-
tum field theory that describes the interactions between elementary particles1. Neutrinos
are electrically neutral spin 1

2 fermions. They come in three different flavor states, νe, νµ
and ντ and interact weakly.

There are two ways in which a neutrino can weakly interact with a nucleon N : either
through a Charged Current (CC) interaction or a Neutral Current (NC) interaction.

1. In the case of a CC interaction, the neutrino couples to its accompanying charged
lepton via a W± exchange, allowing the identification of the neutrino flavor by
detecting the produced charged lepton `± (Fig. 3.4a):

ν`(ν̄`) + N → `−(`+) + X (3.3)

2. This identification is not possible in the case of a NC interaction, which occurs
through the exchange of a Z0 boson (Fig. 3.4b):

ν`(ν̄`) + N → ν`(ν̄`) + X. (3.4)

(a) (b)

Figure 3.4: Feynman diagrams contributing to the neutrino interaction with nuclei: the CC
interaction (a) and the NC interaction (b). l indicates the lepton flavor, N the initial nucleon
and X the resulting hadronic cascade.

As will be discussed in Section 3.4, this analysis will search for muons produced during
CC interactions of muon neutrinos νµ:

νµ(ν̄µ) + N → µ−(µ+) + X. (3.5)

The main reason for this is that muons travel a longer distance through ice (the detection
medium) than electrons or taus, allowing for a better angular resolution in the detector.

1This model is nicely described in many textbooks, such as [79].
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The differential cross-section of the process in Eq. (3.5) can be written as

d2σ

dxdy
=

2G2
FMEν
π

(
M2
W

Q2 +M2
W

)2 [
xq
(
x,Q2

)
+ xq̄

(
x,Q2

)
(1− y)2

]
, (3.6)

where −Q2 is the invariant squared four-momentum transfer between the incident neu-
trino and the outgoing muon, M and MW are the nucleon and intermediate W boson
masses, q

(
x,Q2

)
and q̄

(
x,Q2

)
are the parton density functions of the nucleons, GF is

the Fermi constant, and x and y are the Bjorken scaling variables, which determine the
degree of inelasticity of the interaction [80]

x =
Q2

2M (Eν − Eµ)
(3.7)

= fraction of the momentum of the nucleon carried by the quark,

y = 1− Eµ
Eν

(3.8)

= fraction of neutrino energy transferred to this quark.

As can be seen in Fig. 3.5, the inclusive cross-section approaches a linear dependence
on neutrino energy, especially in the domain 10 GeV ≤ Eν ≤ 400 GeV, which is the re-
gion of interest for low mass WIMP models and will thus be the probed space for both
WIMP-induced signal neutrinos and atmospheric background neutrinos. Fig. 3.5 also
shows that the neutrino cross-section for scattering on nuclei is roughly two times larger
for the neutrino than for the anti-neutrino. This is due to helicity suppression of the CC
interaction of the anti-neutrino by a factor (1− y)2 for energies below ∼ 10 TeV [81].
At energies above ∼ 10 TeV, the (1− y)2 suppression is much less pronounced, and the
neutrino and anti-neutrino cross-sections become nearly identical, as the cross-section is
no longer dominated by valence quarks but by sea quarks, which are q − q̄ symmetric.

In the presented analysis, the interactions of the type given in Eq. (3.5) are simulated
using parameterizations of the parton density functions according to CTEQ6 [83].

3.3 Neutrino Oscillations

The analysis described in this thesis is focusing on CC interacting muon neutrinos in
the energy range O(GeV-TeV). Neutrinos with energies Eν . 100 GeV, which travel
through the Earth, will undergo oscillations, which are transitions in flight between
the different flavor neutrinos νe, νµ and ντ (anti-neutrinos ν̄e, ν̄µ and ν̄τ ), caused by
nonzero neutrino masses and neutrino mixing [84]. These oscillations will occur for both
the WIMP-induced signal neutrinos and the atmospheric background neutrinos, as they
travel through the Earth.
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Figure 3.5: Measurements of νµ and ν̄µ CC inclusive scattering cross-sections divided by neu-
trino energy as a function of neutrino energy. Note the transition between logarithmic and
linear scales occurring at 100 GeV. Neutrino cross-sections are typically twice as large as their
corresponding anti-neutrino counterparts, although this difference can be larger at lower ener-
gies. NC cross-sections (not shown) are generally smaller but non-negligible compared to the
CC scattering case. Figure from [82].

Several experiments with solar [85], atmospheric [86, 87, 88], reactor [89] and acceler-
ator [90] neutrinos have provided compelling evidences for the existence of these neutrino
oscillations. The existence of flavor neutrino oscillations implies that if a neutrino of a
given flavor, say νµ, with energy E is produced in some weak interaction process, at a
sufficiently large distance L from the νµ source the probability to find a neutrino of a
different flavor, say ντ , P (νµ → ντ ;E,L), is non-zero. This means that the “νµ survival
probability” P (νµ → νµ;E,L) will be smaller than one, so a “disappearance” of muon
neutrinos from their source to the detectors is expected.

This muon neutrino disappearance has already been measured by several experi-
ments, such as Super-Kamiokande [86] and IceCube/DeepCore [88]. In these searches, a
disappearance of atmospheric muon neutrinos is observed, as shown in Fig. 3.6, where
the number of events is shown as a function of reconstructed baseline (distance traveled
through the Earth) over energy.

As mentioned before, the flavor eigenstate of a neutrino ν`=e,µ,τ is defined by the
flavor of the charged lepton ` to which it couples during its interaction. As opposed to
charged leptons, this flavor eigenstate does not necessarily represent a well-defined mass
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Figure 3.6: Distribution
of events as a function
of reconstructed L/E.
Data (black dots with
error-bars) are compared
to the best fit and to
the expectation with no
oscillations (red dashed
line), and the ratio of
data and best fit to the
expectation without os-
cillations (blue solid line).
Bands indicate estimated
systematic uncertainties.
Figure from [88].

eigenstate of the neutrino [81]. This is due to the fact that neutrinos are only indirectly
detectable. The flavor eigenstate ν` of a neutrino can be written as a superposition of
mass eigenstates νi=1,2,3 ,  νe

νµ
ντ

 = U

 ν1

ν2

ν3

 , (3.9)

where U is the 3 × 3 unitary Pontecorvo, Maki, Nakagawa and Sakata (PMNS) mix-
ing matrix [91]. This matrix can be expressed by six parameters: three mixing angles
θ12, θ13, θ23, and three complex phases δ, ρ1 and ρ2. The latter two parameters ρ1 and
ρ2 only appear if the neutrino is of Majorana type. A convenient way to parameterize
the PMNS matrix is:

U =

 1 0 0

0 c23 s23

0 −s23 c23


 c13 0 s13e

iδ

0 1 0

−s13e
−iδ 0 c13


 c12 s12 0

−s12 c12 0

0 0 1


 e−iρ1 0 0

0 e−iρ2 0

0 0 1

 ,

(3.10)

where cjk = cos(θjk) and sjk = sin(θjk). To fully describe the neutrino oscillations, also
the squared mass differences of the mass eigenstates ∆m2

jk = m2
νj −m

2
νk

are needed. As
there are 3 neutrinos in the standard model, there are only two independent neutrino
mass squared differences, say ∆m2

21 6= 0 and ∆m2
31 6= 0. The numbering of massive

neutrinos νj is arbitrary, but is most often chosen in such a way that mν1 < mν2 , so that
∆m2

21 > 0.
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Table 3.1: The best-fit values and 1 σ (standard deviations) allowed ranges of the 3-neutrino
oscillation parameters, derived from a global fit of the current neutrino oscillation data (from [95]).
The results shown are obtained with reactor ν̄e fluxes [96]. The values (values in brackets)
correspond to normal (inverted) hierarchy. The definition of ∆m2 = m2

ν3 − (m2
ν2 +m2

ν1)/2

.
Parameter best-fit ±1 σ Experimental channel

∆m2
21[10−5eV2] 7.54+0.26

−0.22 L/E ∼ 16km/MeV
|∆m2|[10−3eV2] 2.43+0.06

−0.10 (2.42+0.07
−0.11) L/E ∼ 500km/GeV

sin2 θ12 0.307+0.018
−0.016 νe → να (solar), ν̄e → ν̄e (reactor)

sin2 θ23 0.386+0.024
−0.012 (0.392+0.039

−0.022)
(−)
νµ →

(−)
νµ (atmospheric, beam)

sin2 θ13 0.0241± 0.0025 (0.0244+0.0023
−0.0025) ν̄e → ν̄e (reactor), νµ → νe (beam)

With these choices made, there are two possibilities:

1. normal hierarchy: mν1 < mν2 < mν3 ,

2. inverted hierarchy: mν3 < mν1 < mν2 .

As the sign of ∆m2
32 is still unknown, both the normal and the inverted mass hierarchy

are still possible. This is the so-called mass hierarchy problem. However, the absolute
values of the squared mass differences |∆m2

jk| = |m2
νj − m2

νk
| have been determined

by several experiments [89, 92, 93, 94]. The values of all the above parameters are
summarized in Table 3.1.

Using these parameters, the probability of a neutrino to change from flavor α to β in
vacuum can be calculated as

P (να → νβ;E,L) = ΣkjU
∗
αkUβkUαjU

∗
βje
−i

∆m2
kj

2E
L (3.11)

Eq. (3.11), can be understood easily when considering the two-neutrino scheme. In this
case, U is a 2× 2 matrix which only depends on a single mixing angle θ:

U =

(
cos θ sin θ
− sin θ cos θ

)
(3.12)

Combining Eqs. (3.11) and (3.12) results in [97]

P 2ν(να → νβ;E,L) = sin2 (2θ) sin2

(
∆m2

4E
L

)
. (3.13)

Eq. (3.13) has the advantage that it is quite straightforward to interpret and can still be
rather precise. This latter statement is shown in Fig. 3.7, where the survival probability
for an electron neutrino after a propagation distance of 1000 km is shown for the two-
and three-neutrino schemes. From this plot, it is clear that in this case the probability
differences of the two- and three-neutrino schemes are smaller than 0.05 for most of the
energies in Fig. 3.7.
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Figure 3.7: Survival
probability for νµ after
traveling 1000 km in
vacuum as a function
of the neutrino energy.
Calculated in the two-and
three-neutrino formalisms
for the case of normal
hierarchy. Using the
oscillation parameters
from Table 3.1. Figure
from [97].

In all of the above, neutrino propagation in vacuum was considered, so no matter ef-
fects were taken into account. As this analysis will look for neutrinos that (partially) pass
through the Earth, it is important to take their interactions with matter into account.
Wolfenstein found that neutrinos are coherently forward scattered off the electrons, pro-
tons and neutrons in matter which can be described by an effective potential Veff [98],

Veff =

{√
2GFne if ν = νe

−
√

2GFne if ν = ν̄e
, (3.14)

where ne is the electron number density along the path. When considering oscillations
in the Earth (or more generally in matter), the effective potential for electron neutrinos
(Eq. 3.14) is highly dominant over the potential of muon and tau neutrinos. It can
be shown [97] that neutrino flavor transitions due to oscillations in matter can become
maximal, regardless of how small they are in vacuum, due to the effect of the coherent
forward scattering. This is known as the MSW effect, named after Mikheev, Smirnov
and Wolfenstein, who first discovered this effect [99].

The strongest flux modification that will be important in this analysis, is experienced
by

(−)
νµ, which oscillate mainly into

(−)
ντ . In the energy range of interest (Eν ≥ 10 GeV), this

muon disappearance can be approximated by the two-neutrino formalism in vacuum [97],

P (νµ → νµ;E,L) = 1− sin2 (2θ23) sin2

(
∆m2

32

4E
L

)
. (3.15)

Note the dependence on L/E, which explains the muon neutrino disappearance in Fig. 3.6.
In Fig. 3.8, the expected survival probability for (atmospheric) νµ crossing the Earth is
shown as a function of neutrino energy and arrival zenith angle (left). The zenith an-
gle is correlated to the distance L a neutrino travels through the Earth before reaching
the detector. Note that in these plots (as well as in the rest of this thesis) cos (θ)=1
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corresponds to down-going neutrinos (L = 0) and cos (θ)=-1 corresponds to up-going
neutrinos (L = 2R⊕), as indicated in Fig. 3.9. The calculation was done in the two-
neutrino formalism for the normal hierarchy case in vacuum and using the oscillation
parameters from Table 3.1. From this figure, it is clear that neutrino oscillations have
to be taken into account when studying muon neutrinos in the energy range 10 GeV
≤ Eνµ ≤ 100 GeV that (partially) cross the Earth. These effects will thus be included in
the simulations.

Figure 3.8: Survival probability for muon neutrinos crossing the Earth, calculated in the two-
neutrino formalism for the case of normal hierarchy in vacuum and using the oscillation parame-
ters from Table 3.1. The left plot shows the survival probability as a function of neutrino energy
and arrival zenith angle, and in the right plot two energy slices are shown. Figure from [97].

Figure 3.9: Diagram
showing the relation
between the zenith angle
θz and propagation dis-
tance L for atmospheric
neutrinos detected in
the IceCube detector.
Figure from [97].
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3.4 Neutrino Detection in Ice

The analysis described in this thesis is looking for an excess of neutrinos from the di-
rection of the center of the Earth on top of the irreducible background of atmospheric
neutrinos. It is thus important to have the best possible angular resolution. At the
neutrino energies of interest in this analysis (GeV-TeV), only muon track events created
in CC interactions yield enough information to adequately infer the initial neutrino di-
rection. This is because only the muon propagates far enough through the IceCube
Neutrino Detector before losing all its energy through interactions with the ice, or before
decaying. The mean opening angle between the muon µ and its parent neutrino νµ can
be approximated by [100],

〈θνµ〉 ≈
0.7◦

(Eν/TeV )0.7
, (3.16)

from which it follows that this angle is less than 1◦ for Eν & 0.6 TeV. This can be seen
from Fig. 3.10, where the mean scattering angle between initial neutrino and created
muon is shown as a function of Eν .

Figure 3.10: The mean
scattering angle between
initial neutrino and cre-
ated muon as a function
of Eν .

3.4.1 Muon energy losses

When a muon travels through a transparent medium like ice, it mainly loses energy
through four different processes: ionization, bremsstrahlung, e+e− pair production, and
inelastic photo-nuclear interactions.

Ionization occurs when a muon scatters elastically off the atomic electrons in a
surrounding medium and knocks them out of their orbit. This type of energy loss,
described by the Bethe-Bloch formula [101], is nearly energy independent at GeV range
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and above, and occurs continuously along the trajectory of the muon, while the other
three types are stochastic in nature and dE/dx in their case should only be taken as
some average energy loss given large enough dx. Ionization is the dominant channel for
muon energies below ∼ 1 TeV.

Bremsstrahlung (breaking radiation) takes place when a muon is suddenly decel-
erated and hereby emits high energy photons. A possible process is shown in Fig. 3.11a.
In ice, this deceleration is caused by electromagnetic interactions with the surrounding
atoms. The muon Bremsshtralung effects and cross-sections are described by Kelner,
Kokoulin en Petrukhin in [102].

e+e− pair production may happen when a muon passes close to an atom and trans-
fers a small fraction of its energy and momentum to the nucleus or the atomic electron.
A possible process is shown in Fig. 3.11b. This effect is the dominant energy loss pro-
cess for muons with energies greater than ∼1 TeV. The cross-sections formulae for these
processes are derived in [103].

Photo-nuclear interactions are processes in which a muon interacts via a real or
virtual photon with a hadron in the surrounding medium as shown in Fig. 3.11c. Bezrukov
and Bugaev [104] parametrized the differential cross-section for these processes.

(a) (b) (c)

Figure 3.11: Feynman diagrams of the main stochastic energy losses for a muon transversing
through ice. For each process one example is shown.

The individual contributions for all of the above processes on the average energy loss
of a muon in ice are shown in Fig. 3.12. Also the decay energy loss is shown. This is
calculated by multiplying the probability of decay by the energy of the particle.

From Fig. 3.12, it can be seen that the average muon energy loss rate can be approx-
imated as

−
〈

dE

dx

〉
= a(E) + b(E)Eµ, (3.17)
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Figure 3.12: Ioniza-
tion (upper solid
curve), bremsstrahlung
(dashed), photo-nuclear
(dotted), pair produc-
tion (dashed-dotted)
and decay (lower solid
curve) losses of a muon
traversing through ice.
Figure from [105].

with a(E) the ionization energy loss and b(E) the sum of the other (radiative) pro-
cesses. As the coefficients a and b only have a weak energy dependence, useful con-
stant approximations for these parameters can be made for typical values of ice: a '
2.6 · 10−3 GeV cm−1 and b ' 4.3 · 10−5 cm−1 [105]. Under these approximations, the
mean range Rµ of a muon with initial energy Eµ is given by

Rµ '
1

b
ln

(
1 +

Eµ
Eµcrit

)
, (3.18)

where Eµcrit = a/b is the muon critical energy, i.e. the energy at which ionization and
radiative losses are equal. Fig. 3.13 shows the mean muon range Rµ in ice as a function
of Eµ as given by Eq. 3.18.

3.4.2 Cherenkov radiation

Cherenkov radiation, is electromagnetic radiation emitted when a charged particle passes
through a dielectric medium at a speed that exceeds the phase velocity of light in that
medium (cvac/n). When the charged particle traverses the medium, the local electro-
magnetic (EM) field in the medium is disrupted. The atoms of the medium become
polarized because of the EM field. Once the EM field has passed, the electrons of the
polarized atoms restore themselves to equilibrium and emit photons while doing this.
These photons will interfere constructively and form a shock wave at a certain angle θc if
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Figure 3.13: Mean
muon range Rµ in ice
as a function of Eµ as
given by Eq. 3.18.

the speed of the disruption exceeds the light speed in the medium. This process, which
is leading to the so-called Cherenkov radiation, is shown in Fig. 3.14. For this to happen
for a muon (mass mµ) that passes through the ice (refractive index nice), a minimum
muon energy Eµ is needed

Emin
µ (λ) =

mµ√
1− nice(λ)−2

, (3.19)

where λ is the wavelength of the emitted Cherenkov photons.
The number of Cherenkov photons emitted per unit path length is given by the Frank-
Tamm expression [106]

dN

dx
= 2πα

∫ (
1− 1

n2β2

)
dλ

λ2
, (3.20)

where α is the fine structure constant, λ the wavelength of the emitted photon and
β = v/cvac is the velocity of the charged particle divided by the speed of light in vacuum.
The maximum number of Cherenkov photons per unit path are emitted in the visible
spectrum 300 nm < λ < 600 nm. In this range of wavelengths nice ≈ 1.33, so using
Eq. 3.19 one finds that Eminµ ≈ 160 MeV is the minimum energy for Cherenkov emissions
by muons in ice. From integration of Eq. (3.20), it can be found that for wavelengths
in this range, which is also the domain in which the Digital Optical Modules of the
IceCube detector are sensitive, approximately 32000 photons are emitted by a muon in
one meter of ice. The energy loss due to this type of radiation is about 86 keV/m, which
is negligible compared to the energy losses described in Section 3.4.1.
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Figure 3.14: Illustration of the Cherenkov effect by Huygens’ construction [107]. When a
charged particle travels at β = 0.5, the spherical wave fronts are only slightly concentrated
along the direction of travel (left figure). At β = 1 with n = 1.33, however, the wave fronts
interfere constructively to produce a cone of light at an angle of 41◦ to the direction of the
charged particle (right).

The angle under which the photons are emitted, called the Cherenkov angle θc, is
given by

cos θc =
1

n(λ)β
, (3.21a)

⇒ θc ≈ 41◦, (3.21b)

where β = v/cvac ≡ 1 for the muon energy range that is important in this analysis, and
nice ≈ 1.33 as mentioned before. These Cherenkov photons then travel through the ice,
where they are scattered and absorbed, but where they can also be recorded by Digital
Optical Modules in the IceCube detector, as explained in the next chapter.
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Summary

In this chapter, an overview of the underlying physics related to indirect detection of
dark matter from the center of the Earth using muon neutrinos was given.

In the first part of the chapter, it was discussed that neutrinos might be produced
in the decay of the annihilation products of WIMPs in the center of the Earth, and that
their spectrum depends on the annihilation channel of the WIMPs. It was mentioned
that in the work presented in this analysis 100% annihilation into bb̄ is considered as
the soft channel and 100% annihilation into W+W− is considered as the hard channel
if mχ > mW and 100% annihilation into τ+τ− elsewise. This is to compare to other
analyses, in which these annihilation channels were chosen for historical reasons.

Next, an overview of the neutrino-nucleon interactions and the neutrino propagation
through the Earth, in the energy range of interest, i.e. O(GeV-TeV), was given. As
the analysis described in this thesis will search for muons produced in Charged Current
(CC) interactions of muon neutrinos in ice, the main focus in the discussion lied on
muon neutrinos. It was discussed that an important feature of neutrinos with energies
below approximately 100 GeV is that they will oscillate while traveling through the
Earth, resulting in a so-called muon disappearance at the detector, which applies for
both WIMP-induced signal neutrinos and atmospheric background neutrinos.

Finally, a discussion on the energy losses and Cherenkov radiation of the neutrino-
induced muons in the ice was given.

In the next chapter, it is explained how neutrino detectors, such as IceCube, can be
used to detect this Cherenkov radiation and thus the neutrinos.
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Each time we find another way to make a picture of
the sky - using gamma rays, X-rays, radio waves -
you have always been able to see things you never
saw before.

Francis Halzen

4
The IceCube Detector

The data used in this analysis, are recorded by the IceCube Neutrino Detector. Ice-
Cube is a cubic kilometer detector located at the geographical South Pole, which records
the Cherenkov emission (described in the previous chapter) of high-energy charged par-
ticles that cross the detector volume.

The aim of this chapter is to give an overview of the technical aspects of IceCube,
going from the ice properties (Section 4.2) over the sensors that are used (Section 4.3)
to the low level data treatment at the South Pole (Section 4.6).

The low level data treatment starts by digitizing the hits which are recorded by the
sensors (Section 4.3), followed by a local coincidence check, to remove single noise hits.
Next, trigger algorithms are used to further reduce the noise rate of the digitized data,
as described in Section 4.6.1. Data which trigger the detector, i.e. pass the trigger
conditions of at least one trigger algorithm, are then further analyzed. These events are
calibrated, cleaned and reconstructed, as described in Chapter 5, and the rate is further
reduced by applying online filter algorithms. Each online filter is optimized for a certain
class of signal events, of which a general overview is given in Section 4.4, and the aim of
these online filters is to remove background atmospheric events, presented in Section 4.5,
as well as detector noise. The online filter algorithms which are used in this analysis are
presented in Section 4.6.2.

The low level treatment is needed to reduce the data rate before sending it to the
data warehouse in Madison over satellite, after which they can further be processed and
analyzed for a specific analysis, as e.g. the Earth WIMP analysis presented in this thesis.

An overview of this processing chain is given in Fig. 4.2.
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4.1. INTRODUCTION

4.1 Introduction

IceCube is a cubic kilometer neutrino detector located at the geographical South Pole.
It consists of 78 kilometer-length strings, each instrumented with 60 Digital Optical
Modules (DOMs, Section 4.3) vertically spaced by 17 m each. Each DOM houses a
Photo Multiplier Tube (PMT). The strings are lowered into the Antarctic ice at depths
between 1450 meters to 2450 meters. The detector is placed at this depth for two reasons,
namely because the ice at this depth has a high transparency for visible light and because
the upper ice sheet serves as a natural filter against low energy cosmic rays. The strings
are arranged at the apexes of equilateral triangles 125 m on a side (Fig. 4.2b). This part
of the detector is able to detect neutrinos with energies Eν ≥ 100 GeV. The string- and
DOM spacings have been optimized for the primary scientific goal of IceCube, namely
the detection of high-energy extra-solar neutrinos [108, 109].

In the center of the IceCube detector there is a denser infill array called Deep-
Core. This subdetector consists of eight strings with 60 DOMs of higher quantum
efficiency [110]. The eight DeepCore strings have a horizontal spacing of 72 m and the
vertical DOM spacing in this subdetector is 7 m, with a large gap between the positions
of the 10th and 11th DOM, as indicated in Fig. 4.2b. This gap is introduced due to
the presence of the dust layer, which is a region in which the ice is less transparent, as
discussed in Section 4.2. Note that the DOMs in DeepCore only start at a depth of
1.75 km. DeepCore can measure neutrinos with energies down to Eν ∼ 10 GeV, and is
thus of great importance for analyses using low energy neutrinos, such as neutrino oscil-
lation analyses [111, 88] and searches for neutrinos from Dark Matter annihilations [66,
55] which are expected to occur at relatively low energies.

A particle detector called IceTop is located on top of the IceCube detector [112].
This air shower array consists of 81 stations, each hosting two frozen water tanks instru-
mented with two DOMs each. The aim of this array is to measure cosmic rays in the
range of about 300 TeV to 1 EeV and reveal their composition and characteristics [113].
The IceTop data will not be used in this analysis.

An overview of the detector with its different components is given in Fig. 4.2a.
Fig. 4.2b shows a top and side view of the detector, as well as the dust concentration in
the ice as a function of the depth. This is discussed in more detail in Section 4.2.

The detector was built over a time span of several years. Each year (during the South
Pole summer), more strings were added to the detector. The deployment started in 2005,
when the first string was lowered in the ice, and the detector was completed in December
2010. There have been many analyses for each detector configuration, as the detector
started taking data once the first string was deployed. The “Search for Dark Matter
Annihilations in the Sun with the 79-String IceCube Detector” [66] for example used
data recorded with 79 strings.
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The convention that is used within the IceCube collaboration and in this thesis,
is that particles which travel downwards (upwards) in the detector have a zenith angle
θ = 0◦ (θ = 180◦), as indicated in Fig. 4.3.

(a)

(b)

Figure 4.2: Overview of the IceCube detector. A schematic view of the IceCube detector
with its components DeepCore and IceTop is shown in (a). In (b) a top and side view of
the detector, as well as the dust concentration in the ice as a function of the depth are shown.
Figures (a) and (b) are from http://icecube.wisc.edu and [33] respectively.
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Figure 4.3: Diagram
showing the definition
of the zenith angle θ in
the IceCube detector.
Figure from [97].
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4.2 The South Pole ice

IceCube indirectly measures neutrinos, by detecting the Cherenkov light from the
daughter lepton that is produced when the parent neutrino ν` interacts with nucleons in
the detector volume. The lepton and thus neutrino direction is reconstructed by mea-
suring the photon arrival times in different PMTs and linking these to the lepton. It
is thus crucial to understand and describe the propagation of these Cherenkov photons
from their point of emission to the receiving sensor, and hereby take into account the
scattering and absorption effects due to the ice.

It is crucial to understand the propagation effects of photons in both simulation and
reconstruction of IceCube data, hence the scattering and absorption effects should be
modeled carefully. The three main parameters that need to be taken into account in the
modeling are the average absorption distance, the average distance between successive
scatters of photons, and the angular distribution of the photon at each given scattering
point. These parameters have been determined by using flasher run data, in which
photons are emitted by the LEDs in DOMs and recorded by other DOMs, as sketched
in Fig. 4.4.

Figure 4.4: The flasher run
datasets are generated by sending
out photons from the LED in one
DOM and recording these with
other DOMs. Figure from [114].

The flasher run data are used to construct the ice model. The most commonly
used model in IceCube (and baseline model for this work) is SPICE-Mie [114], a six-
parameter model including a detailed parametrization of Mie scattering [115]. This model
describes the ice by a table of depth-dependent parameters be(400) and a(400) related
to scattering and absorption at a wavelength of 400 nm, by the depth-dependent relative
temperature δτ and by six global parameters that are fitted to the flasher run data, as
described in detail in [114]. A wavelength of 400 nm is picked, as this is the wavelength
for which the IceCube sensors have the highest sensitivity.

Recently a slight azimuthal dependence of the light propagation properties has been
observed. This effect could be caused by the preferential alignment of the ice crystals,
possibly resulting in the preferential alignment of the embedded dust particles [116].
This azimuthal dependence is included in the SPICE-Lea simulation, which is the most
recent ice model used in IceCube simulations, and will only be included for the studies
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of systematic uncertainties in this analysis. Including this azimuthal dependence has
a small effect, as can be seen in Fig. 4.5, by comparing the grey (SPICE-Mie) and
purple (SPICE-Lea) distributions for the absorption coefficient be(400) and scattering
coefficient a(400).

Fig. 4.5 shows the scattering and absorption of photons in the IceCube detector as
a function of depth, for both the SPICE-Mie and SPICE-Lea ice models. These plots
show that the ice gets clearer to the bottom of the detector and that there is a layered
structure, causing peaks in the absorption and scattering coefficients between different
layers. The layered structure arises from the fact that the ice of the Antarctic glacier was
formed from snow after it was compacted under its own weight in a very slow process.
Because of the pressure, the air bubble content decreases with depth and at depths below
∼ 1300 m all bubbles have converted to non-scattering air hydrates [117]. This is the
main reason why the IceCube sensors are deployed at depths of 1500 to 2000 m below the
ice sheet. It should be noted that there is a peak in these distributions at depths between
1950 m and 2100 m, where the scattering and absorption are approximately a factor 4
stronger than average. This peak arises from an extra dusty layer, often referred to as
the dust layer, that is very likely indicating the presence of layers of volcanic ash [118].

Fig. 4.5 also shows that the average scattering length λs is about 20 m and the average
absorption length λa is roughly 125 m. For this reason, the horizontal spacing of the
strings in IceCube was decided to be 125 m.

Figure 4.5: The absorption and scattering coefficients, a and be respectively (top axis) and
absorption and scattering lengths, λa and λe respectively (bottom axis) of the South Pole ice as
a function of the depth for the SPICE-Mie (magenta) and SPICE-Lea (black) ice models [116].
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One final property to account for is the so-called hole ice effect [119]. To deploy the
IceCube strings in the ice, 2500 m deep holes are drilled, by melting the ice in columns
of about 60 cm radius with a hot-water drill. When the water refreezes, it is not as pure
as the surrounding ice. The increased amount of scattering due to this impure ice is
taken into account by empirically modifying the effective angular sensitivity curve of the
receiving DOM, as shown in Fig. 4.6. The best fit for the scattering length in these holes
is about 50 cm, which is about a factor of 10 smaller than the scattering length in the
dust layer.

Figure 4.6: Angular sensitivity of
an IceCube DOM where η is the
photon arrival angle with respect to
the PMT axis. The nominal model,
based on a lab measurement, is nor-
malized to 1.0 at cos η = 1. The
area under both curves is the same.
Figure taken from [114].

4.3 Digital Optical Modules

The Cherenkov photons emitted by high-energy charged particles that cross IceCube,
are recorded by Digital Optical Modules (DOMs), making these DOMs the centerpieces
of the IceCube detector. Each DOM contains a downwards oriented 10 inch Photomul-
tiplier Tube (PMT) to record the photons, along with a DOM Mainboard (DOM MB)
to further process and digitize the signal. The PMT and the DOM MB are powered by
a 2 kV high voltage power supply and is housed in a 13 mm thick glass sphere, capable
of withstanding pressures to 70 MPa [120]. There is also a LED flasher board, that is
used for flasher runs as described in Section 4.2.

The PMT is in contact with the glass via a transparent silicone gel and is surrounded
by a mu-metal grid to shield it from the terrestrial magnetic field and improve its per-
formance. A photon is detected in the following way [120]: first it reaches the DOM
and crosses the glass sphere and the silicon gel to arrive at the PMT, where it can then
be absorbed by the photo-cathode. After absorption, a photo-electron (PE) is emitted,
which is amplified by a factor 107 as it passes 10 dynodes. This amplified signal is read
out as a change in voltage of the anode in the PMT and is passed to the DOM MB for
further processing. Further processing is triggered whenever there is a hit, i.e. whenever
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Figure 4.7: Schematic view of a Digital Op-
tical Module (DOM) with its main hardware
components.

the anode voltage exceeds 0.25 PE, where 1 PE is defined as the anode voltage level that
a single photo electron holds after being amplified through all diode stages in the PMT.
The probability that an incident photon produces a PE, called the quantum efficiency
(QE) of a PMT, reaches a maximal value of 25% for light with a wavelength of 420 nm.
IceCube PMTs are sensitive to photons with wavelengths from 300 nm to 675 nm.

Hits get tagged as Hard Local Coincidence (HLC) if 2 or more neighboring and/or
next-to-neighboring DOMs (see Fig. 4.8) record a hit within a time window of ±1 µs.
If no local coincidence is found, the solitaire hit is tagged as Soft Local Coincidence
(SLC). This check is performed by an on-board CPU that communicates with the other
electronics via a Field-Programmable Gate Array (FPGA).

Figure 4.8: If ≥2 neighboring or
next-to-neighboring DOMs are hit
within 1 µs, they are flagged as
Hard Local Coincidence (HLC).
Hits that don’t satisfy this condi-
tion are called Soft Local Coinci-
dence (SLC) hits.

The hits are read out in either high or low resolution mode, depending on the length
of the PMT hit and on the local coincidence [120]. The hits are digitized by a Fast Analog
to Digital Converter (fADC) that samples the PMT waveforms at a rate of 40 MHz. In
case of SLC hits, only 3 samples (the highest amplitude bin and its two neighbors) of
the first 25 samples of the fADC channel are read out. For HLC hits, a high resolution
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digitizer, the Analog Transient Waveform Digitizer (ATWD), is read out on top of the
full fADC channel. This digitizer has a sampling rate of 300 MHz, but can only sample
for 422 ns, so longer signals are read out through the fADC. As the ATWD needs 29 µs
to digitize and clear, two ATWDs are used in alternation to reduce the dead time.

The digitized signals are consequently sent to the surface electronics, where they are
used for further analysis.

Figure 4.9: Average waveforms
observed in a PMT as observed for
3 ns laser light pulses with progres-
sively higher intensity. (a) Main
peak; (b) secondary peak due to
unusual electron trajectories, such
as inelastic scattering on dynodes
(late pulses); (c) pre-pulse; and (d)
after-pulse. Figure from [120].

A typical PMT waveform is shown in Fig. 4.9, where the measured current in the
anode is plotted as a function of time. This is shown for 3 ns laser light pulses with
progressively higher intensity. While the low intensity pulse (220 PEs, solid green curve)
only has one peak, being the main peak, the higher intensity curves clearly show more
peaks. First a pre-pulse (c) is observed, which is coming from PEs that are ejected from
the first dynode on their way in the amplification phase and thus causing a pulse prior
to the main, amplified signal. The second peak (a) is the main peak, which is the actual
physical hit. Directly after this main peak, a secondary peak (b) is observed, which is
believed to be caused by electrons being scattered back from the first dynode to the
photo-cathode, after which they turn around again, initiating a pulse. The final feature,
called an after-pulse (d), is caused by ionization of residual gases by electrons accelerated
in the space between dynodes. The ions can travel to the photo-cathode, where they can
be absorbed, causing the emission of an electron that is then amplified and produces a
signal. These after-pulses are observed in the range of 300 ns to 11 µs, after the physical
signal.

Another effect that is observed in the DOMs is the Dark Rate. This dark current is
recorded by the PMT in absence of light. Although no consensus yet exists on the source,
it is believed to come from a combination of electronics noise, radioactive decays in the

56



4.4. NEUTRINO SIGNATURES IN ICECUBE

glass of both the PMT and pressure sphere and low-quality scintillation and Cherenkov
light production in the glass. This dark noise rate is on average 560 Hz for standard
DOMs with normal quantum efficiency PMTs, and 780 Hz for the DeepCore high
Quantum Efficiency (QE) DOMs.

4.4 Neutrino signatures in IceCube

To identify whether hits belong to physical events rather than to the dark noise, it is nec-
essary to understand how the expected physical events look like. IceCube is a neutrino
observatory, and is able to detect neutrinos with energies ranging from 10 GeV to several
PeV. The topology of the event in the detector will depend on the type of interaction,
i.e. whether it is a charged current (CC) interaction or a neutral current (NC) interac-
tion and in the case of CC interaction it will also depend on the flavor of the charged
lepton and thus its parent neutrino. Remind that the interactions between neutrinos and
nucleons were discussed in Section 3.2. The event topologies can be categorized in two
main classes, tracks and cascades.

Figure 4.10: A sketch of a high-energy muon track in IceCube. Picture from [121].

Track-like events are produced in CC interactions with muon neutrinos: νµ + N →
µ+X. As the muon has a long lifetime and limited energy loss, it travels for a significant
distance in the detector before it decays, hereby producing Cherenkov photons, as is
illustrated in Fig. 4.10. Thanks to the long lever arm of the muon track, its direction
can be reconstructed with a precision that is inversely proportional with its energy. The
angular resolution for TeV muons is better than 1◦. This precision is increasing with
the length of the track and thus the energy of the muon, hence the angular resolution
degrades with decreasing energies. The energy resolution of muons is less precise, as they
are often not fully contained in the detector and thus only deposit part of their energy
inside the detector volume.
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Figure 4.11: A sketch of a high-energy cascade in IceCube. Picture from [121].

Cascades can be of hadronic or electromagnetic type. Hadronic cascades are formed
at the interaction vertex, in all types of interactions (NC, CC and all neutrino flavors),
while electromagnetic cascades come from the interaction of an electron produced in the
CC interaction νe+N → e+X. The spherical shape of these events (shown in Fig. 4.11)
makes the direction reconstruction much harder, leading to a worse angular resolution
than for the tracks. On the other hand it is more probable that events are fully contained,
making it easier to reconstruct the energy.

A third CC event type is a tau neutrino interaction ντ +N → τ +X. The topology
of these events depends on the energy and on the location of the interaction relative to
the detector. For neutrinos in the GeV-TeV range, these events will look like electron
cascades, as the tau lepton will immediately decay. As the higher energy taus are not of
interest in this analysis, they are not discussed here and the interested reader is referred
to [122].

4.5 Physical processes measured by IceCube

The analysis described in this thesis is looking for muon neutrinos νµ coming from the
center of the Earth, where they originate from the decay of annihilation products of
WIMPs. Whenever these neutrinos interact with a nucleon in the detector volume or
the underlying bedrock via the CC interaction, the produced muon can be detected.
The expected event rate of these signal neutrinos is at most at the order of a few µHz
(O(103)/km2/year), as higher rates have been excluded by previous analyses.
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However, most of the muons that IceCube is detecting, are produced in cosmic
ray air showers. The primary cosmic rays are charged particles that are accelerated by
astrophysical sources. When these particles reach the Earth and collide with nuclei in
the atmosphere, jets of hadrons like pions and kaons are produced, which in turn decay
into secondary particles like muons and neutrinos. A typical interaction chain is

p+N → X + π±,K±

↪→ µ± +
(−)
νµ (4.1)

↪→ e± +
(−)
νe +

(−)
νµ

Fig. 4.12 schematically shows the evolution of a cosmic ray air shower.

Figure 4.12: Schematic example of the evolution of a cosmic ray air shower. An extraterrestrial
particle (e.g. proton) enters the atmosphere and collides with a nucleus in the atmosphere (e.g.
Nitrogen). After this collision jets of hadrons, like pions and kaons, are produced, which in
turn decay into secondary particles like muons and neutrinos.

Most of the particles in this shower interact in the atmosphere such that at sea level,
the remaining particles of the shower are dominantly neutrinos and muons, as illustrated
in Fig. 4.131. The flux of the atmospheric muons is strongly reduced once they reach
the surface of the Earth and start to travel through it, but these particles are still the
main background in the IceCube detector, which detects these atmospheric muons at

1Note that the South Pole surface is at 3300 m altitude, so the top DOMs of IceCube are at about
1800 m altitude.
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a rate of roughly 4 kHz. The higher the zenith angle, the lower the atmospheric muon
flux, since more matter should be passed before the detector is reached. This means that
up-going and horizontal muons cannot be atmospheric muons, but have to come from
CC neutrino interactions close to the detector.

Figure 4.13: Vertical fluxes of cos-
mic rays in the atmosphere as a
function of depth, for cosmic rays
with E > 1 GeV. The points show
the measurements of atmospheric
µ−, with Eµ > 1 GeV. The solid
lines show the expected spectra
for different particles, where these
spectra are derived from the mea-
sured muon flux. Figure from [82].

Since neutrinos only interact weakly with ordinary matter, they are able to travel
across the Earth and could interact close to the detector via a CC interaction to produce
up-going and horizontal muons. The up-going and horizontal muons are mainly produced
by CC interactions of atmospheric muon neutrinos, which are also products of the cosmic
ray showers. IceCube is measuring O(103) of these events per day. Fig. 4.14 shows
the atmospheric neutrino energy spectrum measured by different experiments, as well as
several theoretical predictions. As the present analysis is searching for GeV-TeV neutrinos
coming from the direction of the center of the Earth, the atmospheric neutrinos will
represent an irreducible background.

An overview of the different kinds of events detected in IceCube is given in Fig. 4.15.
It shows how the down-going events are dominated by atmospheric muons, while up-going
events are atmospheric neutrinos and extraterrestrial neutrinos.
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Figure 4.14: The atmospheric νµ and νe energy spectra measured by different experiments, as
well as several theoretical predictions. The conventional νµ and νe from Honda are represented
by the blue and red solid line respectively, and the νe spectrum according to Bartol is indicated
by the red dashed-dotted line. The magenta band shows the charm-induced (prompt) neutri-
nos [123]. Previous measurements from Super-K [124], Fréjus [125], AMANDA [126, 126] and
IceCube [127, 128, 129] are also shown. Figure from [129].

4.6 The IceCube data acquisition

The data acquisition (DAQ) at the South Pole goes in three steps [130]. It starts with a
local coincidence check (Fig. 4.8) to reduce the dark-noise rate to 5-25 Hz per DOM for
HLC hits. For the HLC hits all information is kept, while for the SLC hits only the time
stamp and the waveform information around the peak is kept. In a second step these
DOM hits are sent to the surface computers, where trigger algorithms check for a certain
multiplicity of these hits within a given time window to reduce the noise rate even further
(Section 4.6.1). The waveform data and non-HLC hit information of triggered events are
then collected into events that are reconstructed and filtered, reducing the 1 TB/day
raw data stream to approximately 100 GB/day. This first, low level data reduction is
referred to as Level 1.

After this Level 1 filtering, the data are sent to the data warehouse at the University
of Wisconsin (UW) Madison via satellite, where they can be accessed for further pro-
cessing and analysis. At this processing stage, often referred to as Level 2 processing,
more sophisticated reconstructions and variables are calculated for each event. Specific
event selections, such as the analysis presented in this thesis, start after this stage.
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Figure 4.15: Schematic view of the different kind of events measured by IceCube. The down-
going events (South to North) are dominated by atmospheric muons, while up-going events
(North to South) will mainly be atmospheric neutrinos. For the analysis described in this
thesis, these atmospheric muons and neutrinos are background.

4.6.1 Triggering

Trigger algorithms check for a certain multiplicity of HLC hits within a time window
that is set according to the relevant light travel time in the ice and is slightly extended
to allow early and late hits. The three trigger algorithms that are important for this
analysis are

1. The Simple Multiplicity Trigger (SMT, also referred to as the simple majority
trigger) is the workhorse trigger for IceCube. It looks for a multiplicity of N
or more HLC hits within a sliding time window of several µs, without requiring
any topology in the hit patterns. The trigger window is extended as long as the
multiplicity condition is satisfied. The required multiplicity and the length of the
time window depend on the subdetector in which the hit was recorded, as IceCube,
DeepCore, in-ice (=IceCube+DeepCore) and IceTop have different DOM
spacings. An overview of these values is given in Table 4.1.

2. The Volume Trigger looks for 4 HLC hits within a cylinder with a fixed size
(r=175m, h=75m), as shown in the left panel of Fig. 4.16. This locality condition
allows to lower the multiplicity threshold, and thus to look for low energy tracks
and cascades.
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3. The String Trigger requires five HLC hits in seven neighboring DOMs on a single
string (right panel of Fig. 4.16). This trigger looks for low-energy muons that pass
vertically through the detector, and will thus be of great importance in the search
for low energy Earth WIMPs.

Figure 4.16: Schematic repre-
sentations of the Volume Trig-
ger that looks for four HLC
hits in a cylindric volume (left)
and the String Trigger that re-
quires five HLC hits on a single
string (right).

Table 4.1: IceCube trigger parameters (as of May 2013) and typical trigger rates of each
algorithm (most rates have seasonal variations) [130].

Trigger Subdetector N HLC Hits Window (µs) Topology Rate (Hz)
SMT in-ice 8 5 / 2100
SMT DeepCore 3 2.5 / 250
SMT IceTop 6 5 / 25

Volume in-ice 4 1 Cylinder 3700
String in-ice 5 1.5 7 neighboring DOMs on 1 string 2200

Other special-purpose triggers exist besides these three main triggers, but these are
not explained here as they are not used in this analysis. The interested reader is referred
to [130] for more information on these trigger algorithms.

4.6.2 Online filtering

The majority of the triggered events are due to atmospheric muons, which are a back-
ground for most of the analyses in IceCube. To reduce the rate of these events, special
online filters have been developed. These filter algorithms are used to tag events which
fulfill certain conditions on for example the energy, the direction and the topology of the
event. Each filter has its own purpose and is designed to tag a certain type of events.
Out of the 21 dedicated filters that ran online in the first season of the fully deployed
IceCube detector (from now on referred to as IC86-I), which is the dataset used in
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this analysis, four are of interest for this analysis and are explained below. One of these
filters, the Vertical Event Filter (VEF) has been designed specifically for this analysis,
and tags low energetic, vertically up-going events. Examples of the other filters are the
Cascade Filter, which is dedicated to cascade events [131], the High Energy Starting
Event (HESE) filter [108], the Extremely High Energy (EHE) filter [132].

Below, a brief description is given of the four online filters which are used in the
analysis presented in this thesis. The efficiencies on the signal and experimental data, of
the individual filters, as well as the combination of these filters, are presented in Fig. 4.19.

The reconstruction algorithms which are used in the filtering process, are described
in detail in the next chapter.

Vertical Event Filter

The aim of the Vertical Event Filter (VEF) is to tag low energy, vertically up-going muon
tracks, i.e. events of interest for oscillation analyses [88] and Earth WIMP searches. The
IC86-I version of this filter, which is the one used in this analysis, is described in [133].
Events are tagged by the filter if they satisfy the following conditions:

1. The event is string triggered.

2. The event is successfully reconstructed by the low level LineFit reconstruction
(see Section 5.2), and has a reconstructed zenith angle θLineFit > 70◦.

3. The event is successfully reconstructed by the more sophisticated LlhFit recon-
struction (see Section 5.2), and has a reconstructed zenith angle θLlhFit > 140◦.

4. There are no hits in the top 5 DOM layer.

5. The clean TWSRT hits (see Section 5.1.2) are all on one single string.

Remind the zenith angle convention presented in Fig. 4.3.

After a study of data taken for this analysis, the filter has been further optimized for
the next seasons as described in [134]. More precisely, the last condition, the single-string
requirement, was removed. By removing this requirement, the efficiency of the filter in-
creased for vertical events (θν > 170◦) in the studied energy range 10 GeV < Eν < 500 GeV,
as indicated in Fig. 4.17.

As this change was only introduced from IC86-II (the second year of data taking of
the complete IceCube detector), the work described here could not benefit from this
increase in efficiency.

LowUp Filter

The LowUp-Filter is selecting low-energetic, up-going muon events. Contrary to VEF,
it is not looking for vertically up-going events only, but broadens its search window to
more horizontal events also. Thanks to this broad window, the filter is of interest for
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Figure 4.17: Signal (θν > 170◦) efficiency of VEF with (blue dotted bars) and without (black
solid bars) the single-string requirement. The efficiency is calculated w.r.t. string triggered
events. Figure from [134].

many different types of analyses, and is mainly used in (Solar) WIMP searches. To be
tagged by this filter, an event should satisfy the following conditions [135]:

1. It has to be triggered by at least one of the triggers in the list [SMT8, SMT3,
String, Volume trigger] (see Table 4.1).

2. There should be at least 4 DOMs with clean TWSRT hits NCh > 4.

3. The event is successfully reconstructed by either the low level LineFit recon-
struction or the more sophisticated LlhFit reconstruction and the zenith of the
reconstructed track should be θtrack > 80◦, where track is the LlhFit if this re-
construction succeeded, and LineFit otherwise.

4. The average drift of the n TWSRT hits in the vertical (z) direction ztravel =∑n
i=1(zi− < zquartile,1 >)/n should be greater than -10 m.

5. The event should have a duration text = tmax − tmin less than 4000 ns.

6. The extension in the vertical (z) direction zext = |zmax − zmin| should be greater
than 600 m.

65



CHAPTER 4. THE ICECUBE DETECTOR

7. The TWSRT hits should all have a z-coordinate below 440 m,
hence zmax < 440 m.

Muon Filter

The Muon Filter aims to provide a sample of muons useful for analyses over the whole
sky. The conditions required by this filter, are based on the number of DOMs with clean
TWSRT hits NCh, the zenith angles of the low level LineFit reconstruction θLineFit
and the more sophisticated SPE1 reconstruction θSPE1, the total collected charge in the
clean TWSRT hits Qtot and the log-likelihood parameter of the SPE1 reconstruction
loglSPE1, which is a quality indicator of the track reconstruction. The filter checks events
for the following conditions [136]:

1. The event is triggered by SMT8 trigger.

2. NCh ≥ 8 and (NCh ≥ 10 or θLineFit ≥ 70◦),

3. One of the following conditions also needs to be satisfied:

(a) θSPE1 ≤ 60◦ and log (Qtot) ≥ 0.6 cos (θSPE1) + 2.6

(b) 60◦ < θSPE1 ≤ 78.5◦ and log (Qtot) ≥ 3.9 cos (θSPE1) + 2.6

(c) 78.5◦ < θSPE1 and loglSPE1/ (NCh − 3) ≤ 8.7

To save computing time, the trigger check (1) and first base cut (2) are applied prior to
the SPE1 maximum likelihood reconstruction.

DeepCore Filter

The aim of this filter is to select contained and partially contained neutrino-induced
tracks and showers down to neutrino energies of 10 GeV. This filter algorithm applies
a simple veto to the cosmic ray muon background events that dominate the low energy
data set as is described in detail in [110]. The veto algorithm (sketched in Fig. 4.18) goes
in 4 steps:

1. First the HLC hits within the DeepCore subdetector are selected.

2. Next the center of gravity (COG) of these selected hits is calculated.

3. After this, the algorithm loops over all HLC hits in the IceCube detector and
calculates the speed v at which the particle would need to travel to reach the COG
given the relative trigger times, as follows:

v =
~rHLC hit − ~rCOG

tHLC hit − tCOG
(4.2)

4. In the last step, events where this speed v is between 0.25 and 0.40 m/ns are
removed.
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Figure 4.18: A conceptual dia-
gram of DeepCore veto filter al-
gorithm. Picture from [110]

The efficiencies of the individual filters, as well as the combination of the four filters
are shown in Fig. 4.19 for two signal hypotheses and for the experimental data. These
efficiencies are calculated w.r.t. Level 1, i.e. all possible online filters.

All events passing at least one of the online filters are transferred via satellite to
the data warehouse at the University of Wisconsin (UW) Madison, where they can be
accessed for further processing and analysis. More sophisticated reconstructions and
variables are then calculated for each event that is sent North. This step is often referred
to as Level 2 processing. Specific event selections, such as the analysis presented in this
thesis, start with data that has been processed up to Level 2 and further reduce the
data rate. A detailed overview of the specific event selection of the analysis described in
this thesis, is given in Chapter 7.
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Figure 4.19: Efficiencies w.r.t. all online filters of the individual online filters considered for this
analysis and the combination of these four filters. These efficiencies are shown for two different
WIMP models: 50 GeV WIMPs annihilating into τ+τ− (green solid line) and 1 TeV WIMPs
annihilating into W+W− (black solid line), as well as for experimental data (red dashed line).

68



4.6. THE ICECUBE DATA ACQUISITION

Summary

The IceCube neutrino detector is a cubic kilometer neutrino detector located at the
geographical South Pole, 1.5 km beneath the ice surface. It consists of 5160 Digital
Optical Modules, deployed on 86 strings, that record the Cherenkov photons of high-
energy charged particles crossing the detector volume.

The DOMs digitize the triggered hits on board and send the digitized signals to the
surface computers, where trigger algorithms check for a certain multiplicity of these hits
within a given time window. The waveform data and non-HLC hit information of trig-
gered events are then collected into events that are reconstructed and filtered, reducing
the 1 TB/day raw data stream to approximately 100 GB/day. Amongst the online filters,
four filters are used for the presented analysis and these filters were described in detail.

This reduced data stream is then sent to the data warehouse at the University of
Wisconsin (UW) Madison via satellite, where they can be accessed for further processing
and analysis.
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If you do not change direction, you may end up where
you are heading.

Lao Tzu

5
Hit Cleanings and Event Reconstructions

In this chapter, the basics of the event processing are described. These basics consist of
hit calibration and cleaning on one hand, and reconstruction of the direction, starting
and stopping points and energy of the events on the other hand. Some of the described
cleaning and reconstruction algorithms were already used in the online filters, described
in Chapter 4, and the other algorithms will be used in the event selection, which is
discussed in detail in Chapter 7.

The recorded raw IceCube data have to be prepared before they can be used in
analyses. This starts by calibrating the waveforms (Section 5.1.1), i.e. calculating how
many photo-electrons belong to the waveform and at what time they arrived at the DOM.
These calibrated waveforms are then split in individual pulses (Section 5.1.1), which are
then cleaned (Section 5.1.2), such that most of the noise pulses are removed and they
mainly consist of pulses caused by Cherenkov photons.

Some of the events, only consisting of noise pulses, are removed by a dedicated algo-
rithm, as described in Section 5.3.

Consequently several reconstruction algorithms, discussed in Section 5.2, are used to
reconstruct the direction, interaction vertex or length of the charged particle that emitted
these Cherenkov photons.
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5.1 Hit Processing and Cleaning

5.1.1 Waveform Calibration and Fitting

As described in Section 4.3, the Photo Multiplier Tubes (PMTs) in the Digital Optical
Modules (DOMs) in IceCube are detecting Cherenkov radiation of charged particles
which traverse the detector medium. The measured PMT charge pulses are sent to
the surface electronics as digitized waveforms containing time stamps and number of
ADC counts per digitizer bin. First the ADC counts are calibrated by performing a per
DOM baseline subtraction and correcting for the droop that is caused by the transformer
between the High Voltage supply and the PMT, which causes the tails of the waveform to
undershoot. The calibrated ADC counts are translated into their voltage equivalent. In
the next step the start times of the waveforms are calculated by correcting the contained
time stamps for the time a pulse needs to be transmitted from the PMT to the readout
chip.

Next the calibrated waveforms are unfolded into a series of reconstructed pulses by the
WaveDeform [137] algorithm. This algorithm decomposes the waveforms into single
photo-electron pulses with individual amplitudes and arrival times by searching for a set
of pulses that combine linearly and provide a good fit to the fADC and the two ATWD
channels simultaneously. An example result of this unfolding is shown in Fig. 5.1 for a
waveform containing a single PE (Fig. 5.1a) and multiple PEs (Fig. 5.1b).

(a) (b)

Figure 5.1: Examples of waveform unfolding for a waveform containing a single PE (a) and
multiple PEs (b). The solid lines show the data in the ATWD and fADC channels and the
dashed-dotted lines show the best fit through these data. The vertical red lines with crosses at
the top represent the times and amplitudes of the unfolded pulses. Figure from [137].

An extracted single pulse with an associated extracted photon arrival time and inte-
grated charge, is from now on referred to as hit.
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5.1.2 Hit Cleaning and splitting

During the time window of a trigger, all HLC and SLC readouts are stored. While most
of the HLC pulses will generally be associated to real physical events, most of the SLC
pulses are caused by noise. Nevertheless, the SLC pulses caused by physics are of great
importance in the direction reconstructions, mainly for low energy events with only few
associated hits. Cleaning algorithms are used to remove irrelevant noise readouts from
the pulse-series while keeping as many of the physics pulses as possible.

In this analysis two different cleaning algorithms are used, the Time-Window-
Seeded-Radial-Time (TWSRT) cleaning and the more sophisticated HiveSplit clean-
ing.

Time-Window-Seeded-Radial-Time cleaning

This algorithm starts with a Radial-Time (R-T) cleaning of the HLC hits, i.e. by selecting
all HLC hits that have another HLC hit a within 150 m and 1 µs. These R-T-cleaned
HLC hits are then used as a seed in the SRT algorithm, which looks in three iterations
for HLC or SLC hits that satisfy the R-T condition with another hit that is already in
the kept set at the start of the iteration and adds them to the set.

After the SRT cleaning, a static time-window cut is applied, which removes hits that
occurred more than 4 µs before or 10 µs after the event triggering time.

The online filters used in this analysis are based on the TWSRT cleaned pulses,
except for the DeepCore Filter which uses a dedicated veto technique as discussed in
Section 4.6.2. Also the variables that are used for the first levels of the event selection
are based on these cleaned pulses, as this information is available from the beginning of
the processing.

HiveSplit cleaning

This cleaning algorithm takes into account that multiple events could be in the detector
at the same time, i.e. during the same trigger time window. If these coincident events
are not split correctly, they confuse the reconstruction algorithms, leading to wrong
reconstructions. About ten percent of all triggered events in IceCube are coincident
events, so it is important to split them into individual events or at least recognize that
the event consists of multiple particle tracks.

In the HiveSplit algorithm [138, 139], all HLC and SLC hits get an individual active
volume (IAV), which is a volume around the hit, as represented by the colored circles in
Fig. 5.2. An overlap between at least 4 IAV (3 other IAV + the IAV of the hit itself) is
required at the position of the hit, for the hit to be added to the set of cleaned pulses.
This multiplicity requirement is sketched in Fig. 5.2, where the development of a particle
track moving through the detector is shown. The particle starts in the left panel, where
5 hits are recorded. As the first hit does not overlap with the IAV of three other hits it is
excluded, here marked as a hollow black circle. The other four hits satisfy the multiplicity
requirement and are thus marked as clean hits, represented by a solid black circle. This
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multiplicity check goes on for further hits, but as time evolves, the IAV of previous hits
goes to zero as shown in the central and right panel of Fig. 5.2.

Figure 5.2: Overview of the HiveSplit cleaning principle. A hit is kept (marked with a solid
black circle) whenever 4 IAV (colored circles) overlap at its location. If this multiplicity is not
satisfied, hits are removed from the set (marked as a hollow black circle). Picture taken [139]

Unlike its representation in Fig. 5.2 the IAV of a hit is not a filled sphere, but rather a
general mathematical object with a shell-thickness that corresponds to the allowed time
residual, which is the difference between the propagation time of photons in absence of
scattering and absorption, and the observed hit time

tres = thit − tgeo = thit −
(
t0 + rgeo

n

c

)
, (5.1)

with rgeo the geometrical path of an unscattered photon. The mathematical object
should be constructed such that two hits are connected if one of the following conditions
is satisfied, as stated in [138]:

1. hits are located on different geometrical/topological sites of the same light-front
(Cherenkov-cone), thus are spatially separated with no or little time separation,

2. hits are caused by photons of the same light-front traveling between DOMs, thus
hits are connected by the speed of photon propagation,

3. hits are caused by light-emission at different positions along a muon-track, thus
hits are connected by the speed of particle propagation.

These conditions are graphically represented in Fig. 5.3.
Each hit thus has three contributions to the IAV, each one with its own thickness, as

different residual times have to be considered for all of the above listed processes. The
size of the IAV also depends on the detector geometry and thus the location of the hit in
the detector. Hits in DeepCore will have a smaller IAV, as the DOMs are closer together
in this part of the detector. Optimizing this IAV is of great importance, as it will remove
noise hits, which might wash out sharp event characteristics and topologies causing bad
performance of the algorithm.

This algorithm is also used to separate coincident tracks, as is indicated in Fig. 5.4. In
this figure the same hit cleaning is shown as in Fig. 5.2, but this time for two coincident
particles.
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Figure 5.3: Possible light emission topologies for tracks and cascades at the present (blue) and
future (pink) after photon-propagation for a particle (arrow) traversing the detector volume.
Hits are registered on DOMs (circles); their relation is governed by the causal arguments of
spatial separation, photon propagation and particle propagation. Picture from [138].

Figure 5.4: Illustration of how the HiveSplit Cleaning principle works for coincident tracks.
Picture from [139].

The HiveSplit cleaned pulses are used in later stages of the analysis described
in this thesis, as they are not available at low levels and the events thus have to be
reprocessed. The splitting function of the algorithm is not used in this analysis directly,
but the algorithm provides a parameter which indicates how many events were detected
in coincidence, and this parameter is used.

5.2 Event Reconstruction

The cleaned pulses are used to reconstruct the direction, interaction vertex and track
length of the particle to which they are associated. The reconstructions described below
are all used at a certain point in the work described in this thesis.
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5.2.1 LineFit

The first algorithm, LineFit, produces an initial track on the basis of the hit times with
an optional amplitude weight. LineFit does not take into account the geometry of the
Cherenkov cone, nor the optical properties of the medium. It assumes that the (recon-
structed) particle travels through the detector with a velocity ~v along a 1-dimensional
path. DOMs that are located at positions ~ri and are hit at time ti can be connected by
a line [140]

~ri ' ~r0 + ~v · ti, (5.2)

Using Eq. (5.2) a χ2 can be defined that has to be minimized

χ2 =

Nhit∑
i=1

(~ri − ~r0 − ~v · ti)2 ≡
Nhit∑
i=1

ρ2
i (~r0, ~v), (5.3)

where Nhit is the number of hits. Eq. (5.3) is minimized by differentiation with
respect to the free parameters ~r0 and ~v. Solving this analytically, gives{

~r0 = 〈~ri〉 − ~v · 〈ti〉,
~v = 〈~ri·ti〉−〈~ri〉·〈ti〉

〈t2i 〉−〈ti〉2
,

(5.4)

with 〈xi〉 ≡ 1
Nhit

ΣNhit
i=1 xi. The LineFit thus reconstructs

• a vertex point ~r0,

• a direction ~e = ~vLF/|~vLF|, and thus a zenith angle given by

θLF = − arccos(vz/|~vLF|), (5.5)

where vz is the z-component of the velocity vector ~v.

• a speed |~vLF| which represents the mean speed of the particle propagating through
the 1-dimensional detector projection. This speed can be used as a quality param-
eter for long muon tracks, as for these tracks the value of this speed factor will be
close to c, while for cascade like or noisy events, the value will typically be lower.

Recently this model has been improved by giving outliers a linear weight instead of
a quadratic weight [141]. This is done by replacing Eq. (5.3) by

χ2 ≡
Nhit∑
i=1

φ(ρi(~r0, ~v)), (5.6)

where φ(ρ) is the Huber penalty function, and is defined as

φ(ρ) =

{
ρ2 if ρ < µ

µ(2ρ− µ) if ρ ≥ µ
, (5.7)
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where ρi(t0, ~x0, ~v) is the same function as defined in Eq. (5.3) and µ is a constant
that is optimized on the data. Using this function, hits in the near-hit regime (ρ < µ)
get a quadratic weight, while hits in the far-hit regime (ρ ≥ µ) get a linear weight. In
this way the uncorrelated hits (probably noise) are penalized w.r.t. strongly correlated
hits.

The simple, older version of LineFit, of which the χ2 is given in Eq. (5.3) is used
in the online filtering, as the improved version with the χ2 given in Eq. (5.6) was not
available yet at that time of online filtering in IC86-I. The improved version is used for all
higher levels. The LineFit reconstruction is mainly used as a seed for more sophisticated
reconstructions, such as the Likelihood Fit described in the next section.

5.2.2 Likelihood Fit

A more elaborate track reconstruction is obtained by using a Likelihood fit. In this
reconstruction method, the parameters of the track are denoted by the set of values
~a = {ai} and the measured quantities by ~x = {xi}. The likelihood that a set of quantities
x are measured, given the track parameters ~a is given by

L(~x|~a) =
∏
i

p(xi|~a), (5.8)

where p(xi|~a) is the probability density function (PDF) for observing the values {xi},
given the hypothetical track parameters {ai}.

The track parameters used in the likelihood are the vertex time, position and energy
(t0, ~r0, E0) and a direction p̂0 = (θ, φ) as shown in Fig. 5.5. The likelihood PDF can be

Figure 5.5: Schematic illustration
of the parameters that are used to
reconstruct a muon track. Figure
from [33].
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written in terms of time residuals tres, which were defined in Eq. (5.1):

L =
∏
i

P(tres,i|~a), (5.9)

where P is the Pandel function [140], which is an analytic function that takes into account
the absorption and scattering of the Cherenkov photons in the ice:

P(tres,i) =
t
d/λ−1
res,i

Γ(d/λ) ·
(

1
τ + cmedium

λa

)−d/λ · exp

[
−tres,i ·

(
1

τ
+
cmedium

λa

)]
, (5.10)

where d is the the perpendicular distance between the track and the DOM, λa = 98 m
is the average absorption length of the ice, cmedium is the speed of light in the ice and
λ = 33.3 m and τ = 557 ns are constants determined by simulation.

The Pandel function does not take into account the PMT jitter and the potential for
negative time residuals from random noise in the detector, so it has to be convoluted
with a Gaussian with a width σjit and a uniform function to account for the jitter and the
noise respectively [142]. The convoluted function returns the probability of observing the
measured hits at each PMT. Multiplying the likelihoods of all the PMTs yields a total
likelihood Ltot that can be maximized. The muon track that maximizes Ltot or rather
minimizes −Ltot is then the best guess hypothesis.

This reconstruction can either be done by only using the first pulse of each waveform,
so doing a Single PE fit (SPEFit), or by doing a Multiple PE fit (MPEFit), i.e. using
all the pulses in the event and thus correcting the PDF in each DOM according to the
total charge nPE observed by that DOM.

The likelihood based event reconstructions described above require a track vertex
and direction as a seed to determine the initial values in the likelihood space. In the
analysis presented here, the result of the LineFit reconstruction is used as a seed for
the SPEFit, which in its turn is used as a seed for the MPEFit. The MPE tends to
improve the reconstruction, especially when SPE provides a good seed.

These Likelhihood-based reconstructions are used at all levels of the analysis.

5.2.3 Reconstruction of the interaction vertex and the length

The result of the previous reconstructions is a track with a reference point, a time and a
direction, but still with an infinite length. Reconstruction of the starting and stopping
point, and thus the length, of the track is done by the FiniteReco algorithm. This al-
gorithm uses the direction of a previously reconstructed track, and calculates the starting
and stopping point of the muon which travels along this track.

In a first step, the algorithm tries to find the range of the muon assuming no sec-
ondary processes along its path, such that only Cherenkov light emitted by the muon
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is considered. This is done by only using DOMs within a certain radius (200 m in this
analysis, indicated by yellow dashed lines in Fig. 5.6) around the reconstructed track,
and neglecting hits that are further away. The starting point, from now on referred to as
reconstructed vertex, and stopping point are found by projecting the selected hits onto
the track under the Cherenkov angle, as illustrated in Fig. 5.6.

Figure 5.6: Schematic overview of the first step of the FiniteReco algorithm. All hits in
a cylinder with a radius of 200 m around the track are projected onto the track under the
Cherenkov angle. The reconstructed vertex and stopping point are defined by the outermost
projected points. Picture from [121].

The reconstruction of the starting and stopping point is improved in a second step.
This time it calculates the probability that a DOM in the direction of this seed track is not
hit by taking all non-hit DOMs within a certain radius (200 m in this analysis, indicated
in light blue in Fig. 5.7) and calculating the probability P (noHit|Track) of having such
an amount of non-hit DOMs in the assumption of an infinite track. The next step is
to calculate the probability P (noHit|noTrack) with the assumption that the track has a
start and/or stop point within the detector volume. The starting and stopping points
of the muon are then calculated by minimizing the likelihood ratio of the two calculated
probabilities. This step is much more cpu intensive, not only because of the likelihood
calculations, but also because the photon propagation properties in the ice are taken into
account, using tables [119] that contain detailed simulations of the optical properties of
the ice.

The vertex reconstruction of the simple version of this algorithm is used in the first
part of the event selection. The more sophisticated reconstruction is used at a later
stage, to reconstruct the length of the tracks. Both reconstructions use the MPE fit
reconstruction as a seed for reconstructing the starting and stopping points.
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Figure 5.7: Overview of the second, improved step of the FiniteReco algorithm. In this step,
the no-hit probability of all non-hit DOMs around the reconstructed track, P (noHit|Track), is
calculated for the case of a infinite track and for the case of a finite track. The starting and
stopping points of the muon are then calculated by minimizing the likelihood ratio of the two
calculated probabilities. Picture from [121].

5.2.4 MuEx reconstruction

The MuEx reconstruction is a sophisticated and cpu intensive direction reconstruction,
which is based on the Pandel distribution described in Eq. (5.10). Contrary to the
other likelihood reconstructions, MuEx does not start from a seed provided by another
reconstruction, but it creates its own seed. This initial seed is obtained by calculating a
large number of possible tracks, all going through the center of gravity of the event, and
picking the track which corresponds best to the measured data.

In a second step, the event is reconstructed using the Pandel distribution in the SPE
or MPE likelihood (as described in Section 5.2.2), with the obtained seed. This step is
repeated several times (four times in the present analysis), each time for a pulse series
which is randomly resampled from the original pulse-series with the bootstrap method.
Bootstrapping is the process of randomly resampling with replacement until the new
sample has the same size of the original sample. Hence an element of the sample could
occur multiple times in the new sample, while some other elements of the original sample
do not occur in the new sample at all.

In the last step, the average of all the resulting reconstructions of the bootstrapped
samples is used as a seed for the final reconstruction, which is again based on the original
pulse-series.

The reconstruction which has the highest likelihood value out of all reconstructions
that are performed, is then picked as the final result. The reconstruction not only provides
a direction, but also an uncertainty parameter σ, which represents the spread between
the iterations and is thus a quality parameter of the track, as a small value for this σ
parameter corresponds to a stable track reconstruction and thus a clear, high quality
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track.

Depending on the SPE or MPE likelihood is used, the reconstruction is respectively
referred to as MuEx4SPE or MuEx4MPE. As this reconstruction is cpu intensive, it
only enters the event selection at a high level, when the data rate is reduced to roughly
1 Hz.

5.3 Removing Noise Clusters

The previously described cleaning algorithms aim to remove random noise hits, which
occur within the trigger time window of a physical event, from the hit series. Most noise
hits occur randomly, but sometimes noise events come in sequences of short intervals.
This phenomenon is referred to as correlated noise hit clusters. In [143] a study was
performed to model these correlated noise clusters to search for their origin. Thanks to
this study, the correlated noise can be simulated in an accurate way, but unfortunately a
detailed understanding of the underlying physical processes is still missing. The author
concluded that [143]:

The best candidate for the source of the entire process is luminescence triggered by
radioactive decay of elements like Thorium and Uranium in the glass of the DOM.

As the signature in the detector of a noise cluster is very similar to that of a low
energy charged particle, it is important to identify these noise events, such that they can
be removed. This is especially important, as this type of noise is not included in all of
the simulation that is used in this analysis. Not removing these noise clusters would thus
lead to a bad agreement between data and simulations.

NoiseEngine [144] is an algorithm dedicated to look for these correlated noise clus-
ters. In this algorithm the direction of every possible hit pair is evaluated. The algorithm
then checks for a preferred direction in all these hit pairs. If no preferred direction is
found, the event is classified as a noise event. The algorithm is only performed if less
than 30 hits are recorded, as these bright events are very unlikely to be caused by noise
alone.

In this analysis this algorithm is only used for events passing the DeepCore filter,
as this filter only requires four hits, and is thus very vulnerable for these noise clusters.
This cleaning is done at the very beginning of the analysis.
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Summary

In this chapter the basics of event processing were described.
Waveforms that are sent to the surface are first calibrated and decomposed into

individual pulses from which the photon arrival times and intensities at the DOMs are
calculated. These pulses are then cleaned, i.e. the noise pulses are removed, and the
cleaned pulses are used to reconstruct the direction of the charged particle to which the
pulses are associated. Correlated noise can fake real events, so a dedicated algorithm is
used to remove these noise clusters.
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Napoleon Bonaparte

6
The Analyzed IceCube Datasets

The analysis presented in this thesis is based on data recorded by IceCube during the
first year after the detector was completed. The experimental data sample is presented
in Section 6.1.

IceCube is recording events at a rate of about 4 kHz. Most of these events are atmo-
spheric muons produced in cosmic ray air showers. Atmospheric neutrinos are recorded
at a rate of about 5 orders of magnitude lower and are the second biggest contribu-
tion to the data. Both the atmospheric muons and atmospheric neutrinos compose the
background in the present analysis. To find a signal, these background events should
be understood and modeled as good as possible, to check to what extent their contribu-
tions are sufficient to describe the measured experimental data. Only then a potential
additional signal contribution can be identified in the experimental data.

The signal contribution sought after in the data would come from neutrinos which are
produced in the decay of annihilation products from Earth WIMPs. These would show
up as a zenith dependent mismatch between data and the above mentioned background
simulation.

The simulation of these signal and background events is described in Section 6.2.

83



CHAPTER 6. THE ANALYZED ICECUBE DATASETS

6.1 Experimental Data

In the analysis described in this thesis, the first year of data of the full IceCube detector
was analyzed. This period, also referred to as IC86-I, started on the 13th of May in 2011
and lasted until the 15th of May in 2012. The IceCube data is recorded in 8 hour
samples, called runs.

During the IC86-I period, the IceCube detector had clean uptime of roughly 90%,
resulting in about 330 days of data which can be used for the present analysis. More
precisely, the result of the analysis presented in this thesis is based on 28253988 s or
327 days of IC86-I clean data. These clean data are data from which bad runs, like e.g.
test runs or runs with a high fraction of failing DOMs are removed. There is a list in
IceCube, the GoodRunList, which keeps track of which runs can be used for analyses.
The data used in this analysis uses the runs which are indicated as good indicated in this
list.

The variation of the clean data rate of the total rate of all filtered data sent to
Madison, and of the sum of the four online filters used in the present analysis (Vertical
Event Filter, LowUp Filter, Muon Filter, DeepCore Filter, see Section 4.6.2) as a function
of time is shown respectively in Fig. 6.1a and Fig. 6.1b. Each point in this figure is
calculated with the first two minutes of a run.

In Fig. 6.1, several features can be observed. The monthly rise in the rate distribution
is caused by the Moon Filter [145], which is an online filter that only takes data when
the Moon is above the horizon. The blue vertical stripes in Fig. 6.1a show the rates of
this filter as a function of time. Another feature in Fig. 6.1a is the increase in rate during
the Austral Summer, during which the Sun is above the horizon at the South Pole. In
this period, the Sun Filter [145], an online filter that records data only when the Sun is
above the horizon, is active. The rates of the Sun Filter are shown by the red horizontal
stripes in Fig. 6.1a. The Sun and Moon Filter are used to study the shadow of the Sun
and the Moon respectively in down-going muons. Measurements of the Moon shadow in
TeV cosmic rays with IceCube set an upper limit on the absolute pointing accuracy of
the detector of 0.2 degrees [146].

Note the raise in flux in the Austral Summer (green area), which is is due to the fact
that in summer the atmosphere is warmer and consequently less dense during the Austral
Summer. As such the interaction length increases and a larger amount of particles will
reach the detector [147].

The sudden raise at run 118495 (mainly visible in Fig. 6.1b) is due to a change in
the used DOM software. As a result of that change, launch rates increased significantly
for some days, until this was corrected for. The gap starting at around Run 119200 is
because of detector upgrades and tests in the Summer season.
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(a)

(b)

Figure 6.1: The event rate of all filtered data that is sent over to Madison (a), and of the data
after selection of the four online filters used in the present analysis (b), as a function of time.
The period during which the data were taken started on the 13th of May in 2011 and lasted
until the 15th of May in 2012 (IC86-I). Each point in this histogram is calculated with the first
two minutes of an eight hour run. The green area represents the Austral Summer, i.e. the period
from 21st of September 2011 to 21st of March 2012, and the blue areas represent the Austral
winter.
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The work described in this thesis has been developed using only 10%, the so-called
burnsample, of the full data set, to obey the blindness policy. This blindness policy is
introduced to prevent a bias by the researcher. This policy is introduced to prevent that
the researcher adapts his/her analysis unconsciously in such a way that the sought for
result is obtained. Before unblinding the data one has to prove that the atmospheric
background is well understood and under control.

The burnsample is used to verify if the simulation is describing the real data in a
statistically correct way.

6.2 Simulated Data

At trigger level, the experimental data are highly dominated by atmospheric muons,
which are recorded by IceCube at a rate of roughly 4 kHz (O(1011)/year). With a
rate of the order of 25 mHz (O(105)/year), atmospheric neutrinos are the second largest
contribution to the data. At high energies, there is also a non-negligible contribution
from astrophysical neutrinos, but as this is outside the energy range of interest for the
analysis described in this thesis, the contribution of these neutrinos will be neglected.
The atmospheric muons and neutrinos are simulated and compared to the data, such
that the contribution of these background particles can be checked at each level in the
analysis.

The contribution sought after in the data is a possible signal due to neutrinos which
are produced in the decay of annihilation products from Earth WIMPs, which are defined
as the signal in the analysis described in this thesis. The signal would show up as a
zenith dependent mismatch between data and the simulated atmospheric muons and
atmospheric neutrinos, which make up the background for the present analysis. A good
simulation of signal events is important, as the event selection will be optimized on
these signal events. However, the WIMP model is just one possible explanation for the
observed dark matter (Section 2.3). As a result the analysis described in this thesis will
be optimized for this type of dark matter particles, but might thus be less optimal for
other models.

Both the signal and the background simulation proceeds in several stages. In the
first step the primary particles are generated, with their corresponding physical prop-
erties such as their flux, energy and direction. In the second step, these particles are
propagated through various media until they reach the detector. This propagation takes
into account energy losses and production of numerous secondaries, and it also tracks the
Cherenkov photons emitted inside the generated detector volume. The last step consists
of simulating the detector response.
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6.2.1 Generation of events

Three different kind of events need to be considered in this thesis: atmospheric muons,
atmospheric neutrinos and signal neutrinos, each with their own event generation.

Atmospheric Muons are simulated with the program COsmic Ray SImulation for
KAscades (CORSIKA) [148], an extensive air shower generator, describing the shower
development in the atmosphere. In IceCube, an internally released version of COR-
SIKA is used, which includes specific modifications. This version is called dCORSIKA
and is developed by Dmitry Chirkin [149].

The primary cosmic ray particles are generated with a spectrum that is following
the poly-gonato model by Hoerandel [150], which has a primary energy spectrum
roughly proportional to E−2.6. The showers are simulated with energies in the range
600 GeV-1011 GeV. The particles are tracked through the atmosphere and ice until
they undergo reactions with nuclei or decay. The simulation accounts for the fact that
both single muons and muon showers containing multiple muons, reach the detector.

Atmospheric Neutrinos of all flavors are simulated with the programs GENIE [151]
and Neutrino-Generator (NuGen), which is based on ANIS [152]. The atmospheric
neutrino flux is calculated using the parameterization of Honda [153] (recall the at-
mospheric neutrino energy spectrum shown in Fig. 4.14). As the neutrinos are prop-
agated trough the Earth, oscillation effects need to be taken into account. This is
done by calculating the oscillation probabilities on an event basis, with the NuCraft
open-source Python project [154]. The values for the oscillation parameters that were
used for the simulations used in this thesis, are given in Table 6.1. These values
date from 2013 [84], as the data used in the present analysis was simulated at that
time. For this reason they differ from the values indicated in Table 3.1, which are
based on more recent published oscillation parameters [82]. Note that the differences
are very small, and will be accounted for as a systematic uncertainty in the final result.

Both the GENIE and NuGen event generators make use of the neutrino-nucleon cross-
sections from CTEQ6 [155] to generate the interactions in the detector volume. As
neutrinos only interact very rarely, the interactions are forced to happen within a cer-
tain distance to the detector and the event gets a weight which reflects the probability
that this interaction actually took place. This is done to save computing time.

The GENIE event generator is valid for neutrinos with energies from MeV to a few
hundred GeV [156, 157], while NuGen is only valid above approximately 100 GeV.
There is a small discrepancy between the two generators, which is visible in Fig. 6.2a,
where a comparison of the flux of the atmospheric muon neutrinos as a function of their
energy (after online filter selection) is shown. Note that the energy range is chosen to
cover the whole GENIE spectrum. The spectrum continues for NuGen. From this plot
it is clear that the GENIE and NuGen simulations agree from about 100 GeV onwards,
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and that GENIE only simulates neutrinos with energies up to 195 GeV. To take into
account these effects, GENIE is used for neutrinos with energies below 190 GeV and
NuGen for neutrinos with energies above 195 GeV. To have a continuous transition,
a linear combination of the two generators is used for neutrinos with energies in the
range 190-195 GeV, as is shown in Fig. 6.2b. The discrepancy arises from the fact that
ANIS (and thus NuGen) only includes deep inelastic scattering cross-sections, which
is not correct at lower energies, while GENIE uses a mixture of theoretical predictions
and tuning to match the measured data. The atmospheric neutrino simulation used

Table 6.1: Neutrino oscillation parameters used in the simulations. These values come from
the 2012 version of the Particle Data Group report about neutrino oscillations [84].

Parameter value
∆m2

21[10−5eV2] 7.50
∆m2

31[10−3eV2] 2.32
sin2(θ12) 0.311
sin2(θ23) 0.388
sin2(θ13) 0.0251

(a) (b)

Figure 6.2: In the left panel the flux of the atmospheric neutrinos as a function of their energy
is shown for GENIE (solid magenta bins) and NuGen (dashed black bins). For neutrinos with
energies in the range 190-195 GeV a linear combination of the two generators is used, as shown
in the right panel.

in the work presented in this analysis does not include coincident muon events, which
occur about 10% of the time, as presented in Section 5.1.2. The effects of this will be
discussed in more detail in Chapter 7, Chapter 9 and Appendix B.
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Signal Neutrinos, i.e. neutrinos which are produced in the decay of annihilation prod-
ucts from Earth WIMPs, are simulated with the WimpSim simulation package [78],
which is based on DarkSusy [158]. WimpSim is a code that describes the capture and
annihilation of WIMPs inside the Sun or the Earth, collects all neutrinos that emerge
after the consecutive decay and annihilation processes, and lets these propagate out
of the Sun or the Earth to the detector. The code includes neutrino interactions and
neutrino oscillations in a fully consistent three-flavour treatment, with the oscillation
parameters given in Table 6.1. WimpSim provides physical events, with directional
and energy information of the neutrino and the created lepton and hadronic cascade
after interaction in the vicinity of the detector. In the present analysis, only muon
neutrinos reaching the detector are considered.

The interaction vertices of the WimpSim simulated events are spread in a generated
volume Vgen, which is different for every event and depends on the energy and direction
of the neutrino, as described below. Vgen is defined as a box around the detector with
a length L along the neutrino track and the projected area of the sensitive volume as
cross-section, as shown in Fig. 6.3. The length L of the generated volumed depends
on the length over which the neutrino-induced lepton can emit Cherenkov-photons,
and is thus energy dependent. In a second step, Vgen is projected onto the sensitive
volume of the detector Vsens, in which IceCube is positioned (Fig. 6.3). From the
generated volumes of the events, one can derive the effective volume Veff , which is
a measurement of the efficiency of the detector. It can be interpreted as the proper
volume of a detector, which has an ideal efficiency (ε ≡ 1). The effective volume
represents which events are selected out of the total amount of generated events in
the generated volume

Veff =
Nsel

Ngen
Vgen =

∑Ngen
i=1 wi(Eν)δiVgen,i(Eν , θν)∑Ngen

i=1 wi(Eν)
, (6.1)

where wi(Eν) is the weight of the event, δi is either 1 or 0 if the event respectively did
or did not pass the selection criteria (like triggers, online filters, higher levels in the
event selection presented in Chapter 7) and Vgen,i(Eν , θν) is the generated volume of
the event. The weight wi of an event denotes the statistical importance of generated
event i in the total simulated sample. Each generated event i thus corresponds to
wi physical events, where wi is a combination of different weights wχ, wabs, wσ and
wvertex [159], which are described below

• The physical distribution of the WIMP-induced neutrino energy spectrum at the
surface of the Earth is given by dNν

dEν
. This spectrum is however sampled from a

spectrum given by dNν
dEν
×Eαν , where Eαν is chosen such that the low statistics regions

are artificially populated1. In order to correct for the unphysical Eαν factor, each
event is weighted according to E−αν ≡ wχ.

1The cross-section increases almost linearly with neutrino energy, as shown in Fig. 3.5.
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Figure 6.3: The generated volume Vgen for a WIMP neutrino is shown, together with the sen-
sitive volume of the detector Vsens. This generated volume has a length L along the neutrino
track and the projected area of the sensitive volume as cross-section.

• When a neutrino travels through the Earth, it is possible that it gets absorbed
before it reaches the detector. To remove these absorbed neutrinos, a weight wabs
is introduced, which has a value in the range of [0, 1] which reflects the survival
probability.

• The interaction probability depends on the cross-section of the neutrino, so every
event has a different weight wσ, depending on this cross-section.

• As was already mentioned, the generated volume Vgen has to be projected onto
the sensitive volume Vsens, leading to an additional weight wvertex. Consider Ngen
neutrino interactions in a generated volume Vgen, with interaction density ρ =
Ngen/Vgen. In order to distribute these Ngen vertices in the sensitive volume Vsens,
the interactions need to be weighted to recover the correct interaction density:
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Ngen → Nsens = wvertrex ×Ngen, with

ρ = ρ′

Ngen

Vgen
=

Nsens

Vsens

⇒ wvertex ≡
N ′gen
Ngen

=
Vsens
Vgen

.

The total weight of an event is thus given by :

wi = wχ × wabs × wσ × wvertex. (6.2)

6.2.2 Propagators

To propagate the produced muons (atmospheric or coming from neutrino CC inter-
actions) through the detector and its surrounding medium, the Muon Monte Carlo
(MMC) [105] package is used. MMC takes both continuous and stochastic energy losses
into account, which were described in Section 3.4.1.
The propagation of the produced Cherenkov photons in the ice is simulated with the
software package Photon Propagation Code (PPC), which is an IceCube-internal soft-
ware package that takes into account the structure of the ice by varying scattering and
absorption as a function of both wavelength and depth.

6.2.3 Detector simulation

The final step is to simulate the detector response (described in Chapter 4) on the
simulated Cherenkov photons. The photon density at each DOM is retrieved from PPC
and is used to generate a PMT waveform. A simulation of the DOM response is then
performed and random noise hits are added. To add the correlated noise described in
Section 5.3, a dedicated module, called Vuvuzela, is used. Unfortunately, this module
was not available at the time when the IC86-I CORSIKA sets were simulated, so the
atmospheric muon simulation used in the present analysis does not include the coincident
noise events. As a consequence dedicated measures will have to be taken to account for
this. If the simulated event is triggered, the information is read out and processed
identically to experimental data.
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Summary

In this chapter an overview of the analyzed data, which was taken during the first year
of the complete IceCube detector (IC86-I), was given. First, the stability of the ex-
perimental data was checked and confirmed. The clean data sample has a livetime of
28253988 s or 327 days and was measured between the 13th of May in 2011 and the 15th
of May in 2012.

In a second step the simulations that will be used in the analysis presented in this
thesis, were described. These simulations consist of atmospheric muons, atmospheric
neutrinos and neutrinos which are produced in the decay of annihilation products from
Earth WIMPs. The first two make up the background of this analysis and the latter
is the signal. A detailed understanding of the background is important, as the signal
would show up as a zenith dependent mismatch between the experimental data and
the background simulation. Therefore all the effects that occur during the generation,
propagation and detection of these particles are simulated as accurately as possible.
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Once you have commitment, you need the discipline
and hard work to get you there.
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7
Event Processing and Selection

In its full 86 string configuration, IceCube triggers at a rate of roughly 4 kHz (O(1011)/year).
Most of these triggers are due to atmospheric muons and detector noise. The trigger rate
of atmospheric neutrinos is only about 25 mHz (O(105)/year), or 5 orders of magnitude
lower. The expected WIMP-induced muon flux for the work presented in this thesis is at
most at the order of a few µHz (O(103)/km2/year), i.e. 8 orders of magnitude lower than
the trigger rate of IceCube. As the expected signal is hidden in such an overwhelming
background, a dedicated event selection is needed.

In this chapter an overview is given of the selection methods, or filters, which were
used in this analysis to remove the noise and atmospheric particles that trigger the
detector, but at the same time keep as much of the triggered signal events as possible.
The event selection is performed in several steps, as indicated in Fig. 7.1, and at each
step new reconstructions and variables are used to further reduce the background. As
the data rate decreases at each step, the introduced reconstructions and variables can
become more time-consuming and thus precise at each of the steps. This process goes
on until the event sample is dominated by signal-like atmospheric neutrino events.

This final event sample will then be used for a directional search in which the observed
number of events from the direction of the the center of the Earth is compared to the
background-only hypothesis.
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Event selection

Low Energy Optimization
Section 7.7

High Energy Optimization
Section 7.8

General reprocessing : Level 2

Online Filter selection
Section 7.3

Removing Noise Clusters
Section 7.4

Basic Cuts : Level 3
Section 7.5

Energy reconstruction and splitting
Section 7.6

HiveSplit Cleaning
Section 7.7.1

LowE Level 4 : Pre-BDT Cuts
Section 7.7.3

LowE Level 5 : BDT Cut
Section 7.7.4

HighE Level 4 : Track Selections
Section 7.8.1

HighE Level 5 : Pull-Validation
Section 7.8.2

Shape Analysis
Chapter 8

Figure 7.1: Overview of the different steps in the event selection presented in this chapter.



7.1. OVERVIEW

7.1 Overview

The rate at which Earth WIMP-induced muon neutrinos could possibly trigger IceCube
is at most a few µHz (O(103)/km2/year), as obtained from extrapolation of the 90%
Confidence Level (CL) upper-limits set by the AMANDA neutrino telescope [71, 77, 160].
The signal rate is thus roughly 8 orders of magnitude lower than the 4 kHz (O(1011)/year)
trigger rate of the detector. As it is not possible to detect such a small signal in this
enormous background, a dedicated event selection, of which the overview is shown in
Fig. 7.1, has been developed to reduce the background rate.

An event selection is optimized for a certain type of signal and it is thus crucial to
have a clear signal definition, which is not straightforward in the case of Dark Matter
searches as there are many candidates (Section 2.3). As described in Section 7.2.1, the
work presented here will focus on WIMPs with a mass of 50 GeV, annihilating into
τ τ̄ . To increase the sensitivity for high mass WIMPs, an independent analysis has been
developed, which will be performed on a statistically independent sample, focusing on
1 TeV WIMPs annihilating into W+W−.

Besides having a good definition of the signal, it is also necessary to have a clear view
on what the background consists of. IceCube has a zenith dependent efficiency, and
hence the off-source regions are not equivalent to the source region (different acceptance
and effective volume) in the analysis presented here, as described in Section 7.2.2. There-
fore the background is calculated from simulations, which are checked against a fraction
of the experimental data sample, the burnsample, at every step in the event selection.
The reader is referred to Chapter 6 for a description of the experimental data and the
simulated data which are used in the analysis presented in this thesis.

The event selection is done in several steps and continues until the data are domi-
nated by signal-like atmospheric neutrino events, which form an irreducible background.
At every step of the event selection, the data rate is reduced, and better, more time-
consuming reconstructions and variables can be calculated for each event. The first step
consists of a selection of online filters, together with the removal of noise clusters, as
described in Section 7.3. In the second step linear cuts, based on distributions of event
multiplicities and observables from signal and background simulations, are made to re-
duce the content of atmospheric muon events by about an order of magnitude to roughly
3 Hz (Section 7.5). Once the data rate is below 3 Hz, the data are reprocessed using
more precise (and more time-consuming) reconstructions. One of the reconstructions is
an energy reconstruction that is used to split the data into two statistically independent
data sets (Section 7.6). These two samples, a low and high energy sample, are then
further cleaned to search for respectively low (10 GeV < mχ < 250 GeV) and high mass
(250 GeV < mχ < 5 TeV) WIMPs. Both independent analyses use boosted decision trees
(BDTs, Section 7.7.2) to reduce the background until the data samples are dominated
by an irreducible background of signal-like atmospheric neutrino events. The cuts on
the BDT score are chosen such that the sensitivities of the analyses are optimal. These
sensitivities are calculated with a likelihood ratio hypothesis test based on the values
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of the reconstructed zenith. This is done with the use of the Feldman-Cousins unified
approach, as described in Chapter 8.

7.2 Signal and background

7.2.1 The signal definition

The neutrino flux produced by annihilating WIMPs in the center of the Earth scales
linearly with the annihilation rate of these WIMPs, which on itself scales linearly with
the capture rate of WIMPs, as explained in Section 2.6. If the WIMP mass is nearly
identical to that of one of the nuclear species in the Earth, the capture rate, and thus
the neutrino flux in IceCube, will increase considerably, as is shown in Fig. 7.21

Figure 7.2: This figure shows the rate at which dark matter particles are captured to the
interior of the Earth, for a scattering cross-section of σ = 10−42 cm2. The peaks correspond to
resonant capture on the most abundant elements (listed in the table, abundances are given in
weight %) considered in the Earth model [75], 16O, 24Mg, 28Si and 56Fe and their isotopes. A
dark matter halo density of ρX = 0.3 GeV cm−3 is assumed [74].

As the capture is most efficient for WIMPs with a mass close to the mass of the most
1It should be noted that recent direct detection limits [35] exclude cross-sections larger than σSIp =

10−43 cm2 over a wide range of WIMP masses. This implies that the normalization in Fig. 7.2 should
be corrected downward by about an order of magnitude, as the cross-section that is assumed in the
calculation for the capture rate is σ = 10−42 cm2 [74], but this does not affect the overall shape.
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abundant element Iron, the analysis described in this thesis will be optimized for WIMPs
with a mass mχ = 50 GeV that annihilate into τ τ̄ . In this annihilation channel, a hard
neutrino energy spectrum is produced. In Fig. 7.3a, the expected neutrino spectrum
(solid line) and the neutrino-induced muon spectrum (dashed line) at trigger level of 50
GeV WIMPs annihilating into τ τ̄ , are shown. As the expected muon energy for this
channel is lower than 50 GeV, the DeepCore detector will be crucial in a search for
such a signal.

To be sensitive to a wide range of WIMP masses, a complementary analysis has been
developed in parallel which is optimized on 1 TeV WIMPs annihilating intoW+W−. The
expected neutrino spectrum and the neutrino-induced muon spectrum of these WIMPs
at trigger level are shown in Fig. 7.3b.

Fig. 7.4 shows the expected zenith angle distributions, at trigger level, of the WIMP-
induced neutrinos (black) and the daughter muons (green) for 50 GeV WIMPs annihi-
lating into τ τ̄ (a) and 1 TeV WIMPs annihilating into W+W− (b). The shape of the
sharply peaking muon distribution around 180◦ is a consequence of the zenith dependent
trigger efficiency of IceCube. The more vertical the muon track, the more efficient Ice-
Cube will be, as the vertical distance between DOMs is much smaller than the horizontal
distance. Therefore IceCube is only triggering on near-vertical Earth WIMP-induced
events, especially in the case of low energetic tracks, with low light output. The shape of
the neutrino distribution is a consequence of the space angle effect on one hand and of
the distribution of the WIMPs in the Earth, of which the size is inversely proportional
to the mass WIMPs [28], on the other hand.

The neutrino distribution and the muon distribution differ in shape as there is an
energy dependent kinematic angle between the incoming neutrino and its daughter muon
(Eq. (3.16)). Note the different scales on the x-axes in Fig. 7.4a and Fig. 7.4b.

(a) (b)

Figure 7.3: The normalized energy distributions for WIMP-induced signal neutrinos and muons
induced by signal neutrinos at trigger level, for a WIMP mass of 50 GeV (a) and 1 TeV (b).
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(a) (b)

Figure 7.4: The normalized zenith angle distributions for WIMP-induced signal neutrinos
(black dashed lines) and muons induced by signal neutrinos (green solid lines) at trigger
level, for a WIMP mass of 50 GeV (a) and 1 TeV (b).

The two analyses use different data samples and are thus statistically independent as
explained in Section 7.6.

7.2.2 Estimation of the background

In most IceCube analyses the expected background is calculated in a data driven way,
by observing an off-source region in the sky. The signal contribution from the source is
then calculated by observing on-source and subtracting the expected background. This
approach is possible if an off-source region can be defined which has the same character-
istics as the on-source region and for which the detector has the same acceptance. As
IceCube has a zenith dependent efficiency, this off-source region is usually picked by
looking in a region with the same zenith angle as the source, but with a different azimuth
angle. Because of this zenith dependence of the detector, it is not possible to define an
off-source region if the source is located in the center of the Earth, as is the case for the
analysis described here. Therefore this analysis has to rely on simulations to estimate
the background and it is thus of great importance that the simulation of the atmospheric
muon and atmospheric neutrino data is correct.

As the signal rate is only of the order of a few µHz at most, the possible WIMP signal
will not be visible in the experimental data sample until the very last step of the event
selection. There is thus no danger in using the burnsample (10% of the data) to validate
the background during the event selection and to compare the background simulation to
this fraction of the data.

In the statistical analysis that is performed at the very last step (Chapter 8), the
background will be estimated by simulations.

98



7.3. ONLINE FILTER SELECTION

The absolute number of events in each simulation sample at Level 2 is given in
Table 7.1.

Table 7.1: Amount of events of two WIMP models and of the different simulated background
sets at Level 2.

absolute number of events at Level 2

WIMPs mχ = 50 GeV 923290
WIMPs mχ = 1 TeV 601151

atmospheric µ ∼ 2.6× 108

atmospheric
(−)
νµ (NuGen) 9044752

atmospheric
(−)
νe (NuGen) 7872009

atmospheric
(−)
νµ (GENIE) 11505986

atmospheric
(−)
νe (GENIE) 3023948

atmospheric
(−)
ντ (GENIE) 1683104

7.3 Online filter selection

As presented in Section 4.6.2, all events passing one of the online filters are sent from the
South Pole to the data warehouse in the University of Wisconsin, where they are stored.
The first step of the event selection is to select online filters which are tagging events that
are of interest for this analysis. In this selection, a compromise has to be found between
low background rate and high signal efficiency, where efficiency is defined as

efficiency =
event rate after the filter selection

event rate before the filter selection
(7.1)

The four filters that are tagging potentially interesting events are the Vertical Event
Filter (VEF), the LowUp Filter, the Muon Filter and the DeepCore Filter (DC), which
were described in detail in Section 4.6.2. To have a high signal efficiency for all considered
WIMP masses and annihilation channels, every event that is tagged by at least one of the
four considered filters is selected. As can be seen in Fig. 7.5, this selection has a signal
efficiency based on different WIMP models of ∼ 85% or higher. Note that the Vertical
Event Filter has a large contribution for the 50 GeV WIMPs, annihilating into τ+τ−.

The background rates and signal efficiencies after the selection of these four filters,
are presented in Table 7.2.

7.4 Removing Noise Clusters

A fraction of the events that are tagged by the online filters consists mainly of correlated
noise. As explained in Section 5.3, these events are most probably due to luminescence,
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Figure 7.5: Efficiencies (Eq. (7.1)) of individual online filters and combinations of these filters.
These efficiencies are shown for different WIMP masses and annihilation channels (full and
dashed lines), as well as for experimental data (red dots). The full lines show the efficiencies for
the WIMP models that will be used for the low (green line) and the high (black line) energy
optimization.

which is caused by radioactive decay of elements like Thorium and Uranium in the glass
of the DOM. The majority of these noise clusters occur in the DeepCore subdetector, as
there the DOMs are closer to each other and have a higher quantum efficiency. Therefore
the NoiseEngine algorithm is used to evaluate all events passing the DeepCore Filter,
and to remove the events that are tagged as correlated noise.

As discussed in Section 6.2.3, the correlated noise is not well simulated in the atmo-
spheric muon simulation used in this analysis, so while this step reduces the experimental
data rate from 91 Hz to 85 Hz, the rate of the simulated atmospheric muons is unaf-
fected by this cleaning and stays at 81 Hz, as indicated in Table 7.2. The data rate is
thus underestimated by the simulation at a level of about 10%. More investigations on
this will follow at later stages of the event selection.
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Table 7.2: Percentages of the amount of simulated signal (w.r.t. Level 2) for two WIMP
models and rates of the simulated background and burnsample data at different selection levels.
The total simulated background consists of atmospheric muons (µatm) and atmospheric neutrinos
of all flavors (νµ,atm, νe,atm and ντ ,atm)

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV mχ = 1 TeV νatm µatm total

Level 2 100.0 100.0 27× 10−3 650 650 670
Filter Selection 95.4 88.0 25× 10−3 81 81 91
Noise Cleaning 92.5 87.9 24× 10−3 81 81 85

7.5 Reducing the data rate to a few Hz

At this stage, the data are still strongly dominated by atmospheric muons (see Table 7.2).
To reduce the contribution of these atmospheric muon events to a few Hz, linear cuts
based on distributions of event multiplicities and observables from signal and background
are made. This step in the event selection is referred to as the Level 3 selection.

In the remaining of this chapter, all histograms show the distributions for 4 data
samples

• The IC86-I burnsample, i.e. 10% of the experimental data: red dots with error-bars.

• Atmospheric muons simulated with CORSIKA: blue histogram.

• The total sample of atmospheric neutrinos of all flavors simulated with NuGen and
GENIE (combined as described in Section 6.2.1), including oscillation effects in the
Earth: magenta histogram.

• Signal muon neutrinos, produced by 50 GeV WIMPs annihilating into τ τ̄ simulated
with WimpSim: green histogram.

The simulation of the atmospheric muons and atmospheric neutrinos are weighted such
that they represent the true rates in the detector, and can directly be compared to the
burnsample data. The distribution of the simulated signal is scaled up, in order to be
visible. So contrary to the other distributions, the absolute value of the bin heights have
no meaning in case of the signal.

The sum of the simulated atmospheric muons and neutrinos is shown as a gray band,
of which the width represents one standard deviation (statistical) uncertainty on that
sum. At the bottom of each histogram the ratio of the experimental data over the total
background simulation is shown, again with one standard deviation uncertainty.
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7.5.1 The Level 3 cut variables

The aim of the Level 3 filter is to achieve a comparable efficiency for low and high mass
WIMP neutrinos, as the data sample has not been split yet. Therefore the variables
that are chosen, are not based on energy, but rather on the direction and the starting
point of the tracks. Remind that the reconstructions which are used in this chapter were
described in detail in Chapter 5.

SPEFit Zenith Angle

One very straightforward selection to make is a cut on the reconstructed zenith angle.
The angular resolution of all the reconstructions which are available at this stage were
checked and the Single Photo-Electron Fit (SPEFit) turned out to be the reconstruction
with the best angular resolution for signal neutrinos at this stage. Therefore, the zenith
angle of this reconstruction is used. In Fig. 7.6 the distributions of the reconstructed
zenith angle are shown for the different background and signal components. The cut
on this zenith angle must not be too strict, since no off-source region can be defined in
this analysis (see Section 7.2.2). A signal free control region is thus needed in which the
background simulation can be compared to the data.

Based on these considerations, the zenith angle cut is chosen such that all events with
a reconstructed zenith angle < 2.0 rad (∼ 120◦) are removed.

FiniteReco Vertex Point

Signal neutrino-induced muons and atmospheric muons do not only differ in direction,
but also the visible starting point of the muon tracks are expected to be different. The
atmospheric muons always start outside the detector, more precisely in the atmosphere,
whereas muons from neutrino interactions can start in the detector. The position of the
starting point of a muon track may thus be used as a cut variable. The starting points
are reconstructed using the simple version of the FiniteReco algorithm, as the data
rate is still too high to run the more complicated and time-consuming version of this
algorithm.

The position of these reconstructed vertices are shown in Figs. 7.7 and 7.8. In Fig. 7.7
the position in the xy-plane (left) and rz-plane (right) are shown for background (top)
and signal (bottom), where r =

√
x2 + y2, hence the distance to the central axis of

the detector in the xy-plane. Fig. 7.8 shows the distributions of the reconstructed r-
coordinate (left) and z-coordinate (right). Note that these values are calculated with
respect to the center of the detector, in which the (x,y,z) coordinates are chosen to be
(0,0,0).

From Figs. 7.7 and 7.8 it is clear that the reconstructed starting point of the muon
track is mainly concentrated in the lower central part, hence DeepCore, for signal
events, while atmospheric muons mainly have a reconstructed starting point at the top
and side of the detector. This is because the signal neutrinos have low energies (see
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Figure 7.6: The zenith angle distributions for experimental data, simulated background muons
and neutrinos and simulated signal neutrinos, before applying any of the Level 3 cuts.

Fig. 7.3a) and will thus mainly be detected by the DeepCore sub-detector, located in
the center-bottom part of the IceCube detector.

Events with a track that has a reconstructed starting point inside the IceCube
volume but well outside the DeepCore volume, either to the side (rvertex > 490 m) or
above (zvertex > 180 m), are removed.
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Figure 7.7: The reconstructed starting point projected in the xy-plane (left) rz-plane (right)
of the detector for background events (top) and signal events (bottom), before applying any of
the Level 3 cuts. The point density indicates the event rate.
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(a)

(b)

Figure 7.8: Distributions of the r-coordinate (a) and z-coordinate (b) of the reconstructed
interaction vertex, before applying any of the Level 3 cuts.
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Average drift of hits in the vertical direction

The last variable that is used at this Level is ztravel. This is the average drift of hits in
the vertical (z) direction

ztravel =

n∑
i=1

zi − 〈zquartile,1〉
n

, (7.2)

where n is the number of fired DOMs, zi is the z position of the ith hit DOM and
〈zquartile,1〉 is the mean z coordinate of the first quartile of hits in time. This should be
negative for down-going tracks, i.e. background, and positive for up-going tracks, i.e.
signal (see Fig. 7.9).

Events with ztravel < 10 m are removed.

Figure 7.9: Distributions of ztravel, before applying any of the Level 3 cuts.

7.5.2 Selecting the cut values.

The cut values mentioned in the previous section (except the cut on the zenith angle)
are chosen by looping over all possible combinations of values of the variables described
above and checking which combination brings down the background rate below 3 Hz,
while removing as little signal as possible.
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To check which combination suits these criteria best, all cut combinations are plotted
on a background rate versus signal efficiency scatter plot, as shown in Fig. 7.10, where
signal efficiency is calculated as :

εS =
event rate after the linear cuts

event rate at Level 2
(7.3)

The combination that brings down the rate to ∼ 3 Hz and has the highest signal
efficiency is picked. The values obtained for the cuts are summarized in Table 7.3.

Figure 7.10: Background rate versus signal efficiency scatter plot for all combinations of cut
values of the four variables (except the cut on the reconstructed zenith angle, which is fixed at
2 radians) described in Section 7.5.1. Each dot on the plot represents a combination of cuts.

Table 7.3: Cut values of the Level 3 filter.

part of the phase space that is removed
θSPEFit < 2 radians
rFR > 490 m
zFR > 180 m
ztravel < 10 m
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After these cuts, the signal (mχ = 50 GeV) efficiency εS is 41.7% and the background
rate (based on experimental data) is 2.96 Hz. An overview of the signal efficiencies and
of the rate of the different background components after these cuts is given in Table 7.4.
Note that the experimental data rate is still underestimated by the background sim-
ulation. Further investigations on this underestimation, as well as a reduction of this
disagreement, are discussed in Section 7.7.3 of this chapter.

Also note that this step of the event selection is similarly efficient for WIMPs with
masses mχ = 50 GeV and mχ = 1 TeV, as was intended.

Table 7.4: Percentages of the amount of simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at different selection levels.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV mχ = 1 TeV νatm µatm total

Level 2 100.0 100.0 27× 10−3 650 650 670
Level 3 41.7 53.4 5.3× 10−3 2.32 2.32 2.96

7.6 Splitting the data sample

To make the Earth WIMP analysis efficient for both low and high WIMP masses, the
analysis is split in 2 parts, a low and a high energy analysis. The splitting of the samples
is done based on reconstructed energy.

The algorithm that is used for the neutrino energy reconstruction has been opti-
mized for 10-80 GeV muon neutrinos, and has been developed for an IceCube analysis
that measured the neutrino oscillation parameters from atmospheric muon neutrino dis-
appearance [88]. This algorithm is based on the fact that the total energy of a muon
neutrino in a charged current interaction can be estimated as the sum of the energy of
the hadronic cascade Eshower at the interaction point and the energy of the muon Eµ.

Eνµ = Eshower + Eµ (7.4)

First, the energy of the muon Eµ is reconstructed (Fig. 7.11 b)). This is done by
reconstructing its track-length, using the precise version of the FiniteReco reconstruc-
tion. From the length of the muon track L, its energy Eµ can be estimated using the
following relation [161]

Eµ(L) ≈ a

b

(
eb·L − 1

)
, (7.5)

where a ≈ 0.2 GeV·m−1 and b ≈ 3.4 · 10−4 m−1 in the case of water/ice. The length L
of the muon track is calculated with the extended FiniteReco algorithm, which can be
included at this point, as the data rate is now low enough to reconstruct each event with
this time-consuming algorithm in a realistic time span.

Before reconstructing the energy of the hadronic cascade Eshower, the track light has
to be removed from the event, to avoid double counting of pulses. The expected amount

108



7.6. SPLITTING THE DATA SAMPLE

of photons that are created by a muon track and arrive at a DOM can be calculated in
the following way [162]

γµ = 28400 ·
r2
d

2d · sin θC
· ε · exp

(
− d

latt · sin θC

)
, (7.6)

where rd is the radius of a DOM, θC is a Cherenkov angle, ε=0.33 is the overall efficiency
of DOMs in DeepCore, d is the distance from the DOM to the track and latt ≈ 35 m is
the effective attenuation length (including both the absorption and the scattering in the
ice).

The light that is expected from the muon, can thus be calculated using Eq. (7.6).
After removing the hits that are associated to this light, only the cascade charge is left
(Fig. 7.11 d). The energy of the hadronic cascade is reconstructed with the Monopod
cascade reconstruction algorithm [162], based on the remaining pulses. The Monopod
reconstruction uses the fact that for an electromagnetic cascade, the charge recorded by
a DOM scales linearly with the number of photons that arrive to it, given that it does
not reach saturation. The reconstruction looks for the most likely value of the energy of
the electromagnetic cascade EEM , given the overconstrained system of linear equations

Qi = BiEEM , (7.7)

where Qi is the observed charge (PEs) in the ith DOM and Bi is the predicted photon
distribution from an electromagnetic cascade of energy EEM . As the reconstruction
uses a parametrization of an electromagnetic cascade to maximize Eq. (7.7), a correction
factor needs to be introduced to convert this result to the energy of the hadronic cascade.
It has been found empirically that the reconstructed energy needs to be multiplied by a
factor 1.4 to correspond to the true energy of the hadronic cascade [97].

Figure 7.11: Procedure of the energy reconstruction algorithm: a) all hits in the event; b)
reconstructed track through the hits; c) hits associated to the reconstructed track; d) hits that
are not associated to the track and thus belong to the hadronic cascade. Figure from [161].

The energy reconstruction is performing well for low energy neutrinos, for which it has
been optimized. For the neutrinos produced by the 50 GeV WIMPs, the true neutrino
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energy is slightly underestimated by the reconstruction, as can be seen in Fig. 7.12.
When fitting a gaussian distribution to the difference between the true Eν,true and the
reconstructed energies Ereco, a mean (µ) and standard deviation (σ) of respectively -
4.00 GeV and 11.08 GeV are found. This underestimation is also visible in Fig. 7.13,
where a scatter plot of the reconstructed vs. the true neutrino energy is shown.

Figure 7.12: The left panel shows the difference between the true and the reconstructed energies
of a sample of neutrinos originating from 50 GeV WIMP annihilations (blue histogram), as well
as a fitted gaussian distribution (black line) through the [-30 GeV,25 GeV] energy range of this
histogram. In the right panel, the true (solid lines) and reconstructed (dashed lines) energies
are shown for the neutrino (blue), the muon (red) and the hadronic cascade (green).

Fig. 7.14 shows the reconstructed neutrino energy distributions for neutrinos induced
by 50 GeV WIMPs (green) and 1 TeV WIMPs (black). Note that the 1 TeV WIMP-
induced neutrinos mainly have reconstructed energies below 500 GeV, and the reconstruc-
tion algorithm thus underestimates the energy of the neutrinos in the case of this WIMP
model (compare to Fig. 7.3b in Section 7.2.1 of this chapter). This is because the energy
reconstruction performs best on events with contained muon tracks and hadronic cas-
cades, preferably within the dense DeepCore sub-detector, whereas many of the 1 TeV
WIMP-induced neutrinos interact outside the detector, and only part of the Cherenkov
photons emitted by the muon and the hadronic cascade are recorded by the IceCube
and DeepCore DOMs. Another notable feature in the Ereco distribution, is the peak at
748.95 GeV. This energy corresponds to an artificial muon track length of 2 km (eq. (7.5)),
which is the length that is set by the FiniteReco reconstruction if the starting or ending
point of the track cannot be estimated (i.e. long tracks).

As the main focus of this analysis lies on the 50 GeV WIMPs, it is important that
the analysis is as optimal as possible for this WIMP mass, so the value at which the
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Figure 7.13: Scatterplot of the true neutrino energy vs. the reconstructed energy, both shown
in the energy range [0 GeV,50 GeV].

reconstructed energy is split should be such that it keeps most of the 50 GeV WIMP
neutrinos in the low energy sample. Based on the distributions of this reconstructed
energies, shown in Fig. 7.14, it was decided to split the sample as:

1. Eν,reco ≤ 100 GeV→ low energy sample.

Events in this LowE sample will be used in the part of the analysis that is optimized
on 50 GeV WIMPs that annihilate into τ+τ−. This analysis is the core of the
present thesis.

2. Eν,reco > 100 GeV→ high energy sample.

Events in this highE sample will be used in the part of the analysis that is optimized
on 1 TeV WIMPs that annihilate into W+W−.

The numbers of the signal and background data sets after the splitting, are given in
Table 7.5.

After the splitting, further reduction of the background is done independently for the
two samples. The aim of the analysis presented in this thesis, is to search for neutrinos
induced by 50 GeV WIMPs. Therefore the optimization of the low energy sample will be
presented in full detail in the next sections. The optimization of the high energy sample
was first done by Isabelle Ansseau [163] and in a later stage further optimized by Jan
Lünemann [164], in close collaboration with the author. The detailed discussion of the
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Figure 7.14: The reconstructed energy distributions for neutrinos induced by 50 GeV and 1 TeV
Earth WIMPs. The vertical dashed line shows where the data sets are split. The peak at
∼750 GeV comes from tracks with an artificially reconstructed length of 2 km, which is the
value that is set by the algorithm when the length of the muon track cannot be reconstructed
(e.g. when it is not contained in the detector). As these events are generally bright events, it
is a good feature that they end up in the high energy sample.

Table 7.5: Percentages of the amount of simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at different selection levels.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV mχ = 1 TeV νatm µatm total

Level 2 100.0 100.0 27× 10−3 650 650 670
Level 3 41.7 53.4 5.3× 10−3 2.32 2.32 2.96

LowE Level 3 40.84 8.19 2.5× 10−3 1.03 1.03 1.39
HighE Level 3 0.82 45.24 2.8× 10−3 1.29 1.29 1.57

optimization of the low energy sample is given in Section 7.7, and a short overview of
the high energy analysis is given in Section 7.8.
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7.7 The low energy optimization

The data rate in the low energy (LowE) sample is about one Hz (O(108)/year), hence
at least 5 orders of magnitude higher than the expected signal rate, which is at most a
few µHz (O(103)/km2/year). Also, the data are still dominated by atmospheric muons,
so more events have to be removed before being at the scale of the irreducible atmo-
spheric neutrino background. To get parameters which provide a good separation be-
tween WIMP-induced signal neutrinos and atmospheric background events, the remain-
ing events are reprocessed using the sophisticated HiveSplit cleaning, and (new) recon-
structions and variables are calculated using these pulses, as explained in Section 7.7.1.
These variables, as well as previously calculated variables, are then used to train Boosted
Decision Trees (BDTs). As described in Section 7.7.2, a BDT is a machine learning al-
gorithm which is a very powerful tool to separate signal from background. To get a high
separation power, the algorithm needs to be trained (the trees are grown) on subsamples
of the signal and background data.

Before training the BDT, one has to be sure that the simulation is representing the
experimental data in a correct way. For this reason additional linear cuts are made prior
to the BDT training in order to increase the agreement between data and simulation
(Section 7.7.3). After this step, the experimental data rates are on the order of 100 mHz,
and the data are still dominated by atmospheric muons. The BDTs are then trained
on variables that are not too correlated, and that have good data-simulation agreement
(Section 7.7.4).

The cut on the BDT output is then chosen such that the sensitivity of the analysis is
optimal. The sensitivity is calculated with a likelihood ratio hypothesis test based on the
values of the reconstructed zenith. This is done by using the Feldman-Cousins unified
approach, as explained in detail in Chapter 8. The sensitivity will be calculated by using
the zenith distribution of the WimpSim simulation as signal sample and as there is no
off-source region, the background sample will be estimated from the zenith distributions
of the remaining simulated atmospheric muons and neutrinos. Having a good data-MC
agreement is thus of great importance, and this agreement will thus be checked in great
detail in each of the following filter levels.

As the events in this part of the analysis have energies in the O(10−100) GeV range,
several challenges have to be faced. First, the IceCube detector was not built to look for
events with these low energies, so it is not trivial to detect and reconstruct these events.
The DeepCore sub-detector will have an important contribution in the detection and
reconstruction of these events.

Another aspect is that noise has a drastic impact on events with these low energies,
as the events themselves only contain few hits and a small contribution from noise can
thus lead to a different direction reconstruction and event topology.

Also the simulation of atmospheric neutrinos needs to be done carefully as in this
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energy range the largest fraction of atmospheric neutrino events will come from the
Genie simulation, but there will still be a fraction coming from NuGen and the two
samples are combined as explained in Section 6.2. Neutrinos of these energies crossing
the earth will oscillate, so their oscillation probabilities are taken into account as also
described in Section 6.2.

Lastly the systematic effects like e.g. the simulation of the hole ice, ice properties,
DOM efficiency are crucial for these low energy events, as their light output is very
limited. Therefore, the systematic uncertainty on this part of the analysis will be larger
than that of the high energy analysis.

7.7.1 HiveSplit Cleaning

Now that the data rate has been reduced to a bit more than 1 Hz (Table 7.5), the data
are reprocessed with the more sophisticated HiveSplit pulse cleaning and splitting
algorithm, which was discussed in detail in Section 5.1.2. During this reprocessing also
more sophisticated reconstructions as e.g. MuEx (Section 5.2.4) are added to the events,
and every variable is calculated for both the TWSRT pulses and the HiveSplit pulses.

The reconstructions are performing better when the HiveSplit pulses are used, as
can be seen in Figs. 7.15 and 7.16. In Fig. 7.15, the HiveSplit (left panel) and TWSRT
(right panel) cleaned pulses are shown for the same event, with the true atmospheric
muon track indicated in green, and the MuEx4MPE reconstructed muon track in red.
For this particular event, the TWSRT cleaning is harsher than the HiveSplit cleaning,
resulting in the false removal of physics hits in the case of TWSRT cleaning.

A quantitative proof of the better performance of the HiveSplitter algorithm is
given in Fig. 7.16, which shows the distributions of the zenith angle reconstructed by the
MuEx4MPE reconstruction algorithm after running the reconstruction on the HiveS-
plit pulses (Fig. 7.16a) and on the TWRST pulses (Fig. 7.16b). When using HiveS-
plit pulses, most of the atmospheric muons are correctly reconstructed as down-going,
i.e. θMuEx4MPE < π/2, while this is not the case when using the TWSRT pulses. The
performance of the reconstruction on the signal and on the atmospheric neutrinos is
comparable for both types of pulse-series.

It should be noted that not all variables have a better separation power between signal
and background when the HiveSplit pulses are used. For some variables, the TWSRT
pulses are still providing a better separation power. In the next step, Boosted Decision
Trees (BDTs, Section 7.7.2) will be used to clean the sample. As was mentioned in the
introduction of this section, a BDT is a machine learning algorithm which is trained
(the trees are grown) on subsamples of the signal and background data, to get a high
separation power. All the variables using both HiveSplit and TWSRT pulses will be
used in the training of the BDT and the variables that have the largest contribution in
the construction of the tree will be kept.
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(a) (b)

Figure 7.15: HiveSplit pulses (a) and TWSRT pulses (b) of an muon track event, of which
the true direction is indicated in green. The resulting MuEx4MPE reconstruction, based on
the clean pulses, is indicated by the red arrow.
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(a)

(b)

Figure 7.16: Reconstructed zenith angle distributions of the MuEx4MPE reconstruction
based on the HiveSplit pulses (a) and the TWSRT pulses (b).
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7.7.2 Introducing Boosted Decision Trees

At this point, the data are still dominated by atmospheric muons (Table 7.5 and Fig. 7.16)
by several orders of magnitude. To remove most of these muons in an efficient way without
removing too much signal, a more sophisticated method is needed. As the data rate has
been reduced to roughly 1 Hz, machine learning algorithms like Boosted Decision Trees
(BDTs) can be used to remove (most of the) remaining atmospheric muon background.
In a first step, the trees are grown by using a subsample, the training sample, of the signal
and background data. This growing of the tree, referred to as training, is done such that
the separation power of the tree is optimal, as described below. After the trees have
been trained, the BDT algorithm is applied on a statistically independent subsample,
the testing sample, to check whether the BDT is giving similar results for the training
and the testing sample. If this is true, the BDT is trustworthy, if not, the BDT has been
overtrained and needs to be retrained with different parameter settings.

Within the IceCube framework, a tool called pyBDT [165] has been developed,
which is an algorithm that is comparable to the BDT algorithm provided by ROOT-
TMVA [166].

Decision Trees (DTs) are well known classifiers that allow a straightforward interpre-
tation as they can be visualized by a simple two-dimensional tree structure (see Fig. 7.17).
The DTs can be used to look for the ideal cuts to make on a set of parameters in order
to separate the signal from the background. A DT consists of several nodes, and at each
node, starting with the root node, a cut on a specific parameter is made, after which
the node is split into two child nodes. This split is determined by finding the parameter
and its corresponding cut value that provides the best separation between signal and
background, as explained below. Once certain criteria are satisfied (as discussed below),
child nodes are no further split and the final nodes are referred to as leaves. A leaf is
called a signal leaf or a background leaf (respectively indicated as S and B in Fig. 7.17)
according to the class the majority of events in the leaf belongs to.

Events can then be categorized as either signal or background by tracing their path
through the DT.

The node splitting can be done in different ways of which one, the one used in this
work, is described below. The reader is referred to [166] for an overview of other methods.

The quality of the separation between signal and background can be checked by
looking at the purity p.

p =

∑
sws∑

sws +
∑

bwb
(7.8)

where ws(b) is the signal (background) event weight and the sums are taken over the
signal (s) and background (b) events.
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Figure 7.17: Scheme of
a decision tree. Picture
from [166].

It follows that

• p = 0.5 when the samples are purely mixed,

• p > 0.5 for signal-leaves,

• p < 0.5 for background-leaves.

The cuts should be chosen in such a way that they separate background and signal as
well as possible. This means that they should create pure leaves:

• p→ 1 for signal-leaves,

• p→ 0 for background-leaves.

In order to get this good result, an impurity measure has to be defined. In this analysis,
the Gini Index g is used

g ≡
( n∑
i=1

wi

)
· p · (1− p), (7.9)

where n is the number of events on that branch.
Using g, the separation gain ∆S is calculated for each cut considered

∆S = gparent − (gdaughter, left + gdaughter,right) (7.10)

The cut that maximizes the separation gain ∆S will be selected.
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In principle, a perfect discrimination between signal and background could be reached,
by continuing the splitting until leaves would be pure background and pure signal like.
This would however lead to decision trees which are fine-tuned on statistical fluctuations
(or atypical events) in the training sample, leading to a performance of the tree on the
unknown test sample which is inconsistent with its performance on the training sample,
a phenomenon referred to as overtraining. To avoid this overtraining, the splitting stops
whenever one of the following criteria is met:

• A maximum tree depth is reached (set to 3 in this analysis).

• A minimum number of events in a node is reached.

• A node has either only signal or only background training events remaining.

Depending on whether an event falls in a signal or a background leave, an event gets a
discrete score s of respectively +1 or -1.

Another useful tool to reduce or eliminate overtraining is Pruning. Pruning is defined
as the process of cutting back a tree from the bottom up after it has been built to its
maximum size [166]. Its purpose is to remove statistically insignificant nodes and thus
reduce the overtraining of the tree. Pruning a decision tree thus consists of identifying
splits that are less important by some metric, and converting those split nodes into
leaf nodes. There are several ways to introduce the pruning process. In this analysis
CostComplexity pruning is used. This is a process in which subtrees that add more
leaves but not much separation are identified. The algorithm defines a pruning sequence,
where the first step prunes the most expendable subtree, and the last step would leave
only the root node. The pruning sequence is calculated by pruning a copy of the tree
until the root is reached, noting the node at which each prune operation takes place in
the copy. Afterwards, the desired percentage (set to 35% in this analysis) of the prune
sequence is executed on the original tree.

To see what is the gain of adding extra nodes, the weighted separation gain ∆S,
defined in Eq. (7.10), is calculated for each node. The cost complexity for this node is
defined as

ρ =
∆S

nleaves − 1
, (7.11)

where nleaves refers to the number of leaves in the subtree below this split node. By recur-
sively pruning away the nodes with the smallest value of ρ, the problem of overtraining
is avoided.

Another problem about decision trees is that they are very unstable with respect to
statistical fluctuations in the training sample from which the tree is derived. This problem
can however be overcome by constructing a forest of decision trees and classifying an event
on a majority vote of the classifications done by each tree in the forest. In the forest,
each tree is derived from the same training ensemble, but the events in this ensemble are
reweighted for the growing of every tree. The reweighting of events is called boosting,
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as it boosts the weights of misclassified training events, as explained below. The output
of all the individual trees is then combined into a single classifier which is given by a
(weighted) average of the individual decision trees.

The boosting method that was used in this analysis is AdaBoost. In this method,
the scores si of each event in training sample are compared with the true identities yi
of the training sample after a tree is trained. Next a function I(s, y) is used to indicate
whether an event is classified correctly or incorrectly :

• I(s, y) = 0 if s = y, so the event is classified correctly

• I(s, y) = 1 if s 6= y, so the event is classified incorrectly

These values are then used to calculate the error rate e and the boost factor α for the
tree:

e =

∑
iwi · I(si, yi)∑

iwi
(7.12)

α = β · ln
(

1− e
e

)
, (7.13)

where β is the boost strength, set to 0.7 in this analysis. The weights are then adjusted
to

wi → wi · exp (α · I(si, yi)) (7.14)

Finally, the weights are renormalized so that
∑

iwi = 1. The new weights are used to
train the next tree. After that, the weights are boosted again and this process continues
until the desired number of trees m have been trained (m =400 in this analysis).

At the end of this training, each event has a score si that is calculated as:

si =

∑
m αm(si)m∑

m αm
, (7.15)

which is a number between -1 and +1, where

• -1 = most probably a background event,

• +1 = most probably a signal event.

The BDT score distributions can be used to separate the background and the signal
in an efficient way.

Once the BDT has been trained, the score distributions of the training sample are
compared with the score distributions of the testing samples. This comparison can be
done by e.g. doing a Kolmogorov-Smirnov test, which is a goodness of fit test that
compares the cumulative distributions of the two samples [167]. It returns a p-value
which represents how probable it is that two samples are identical, hence this value is
close to one in case of no overtraining.
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7.7.3 Cuts prior to the BDT

Before training the BDT, one has to be sure that the simulation is representing the
experimental data in a correct way. Discrepancies between the data and the simulation,
from now on referred to as data-MC discrepancies, should be removed prior to training
the BDT. This is because in this analysis, the background sample in the BDT is taken
from experimental data (50% of the burnsample), while the signal training sample is (of
course) a simulated WIMP sample. An error, referred to as data-MC overtraining, could
be introduced,if the BDT trains on differences between data and simulations, rather than
on differences between signal and background. This type of overtraining is more subtle
than the standard overtraining, as it will not be detected by standard overtraining checks
as the Kolmogorov-Smirnov test.

One of the main sources for the data-MC discrepancies is coming from the incor-
rect/insufficient simulation of detector noise in the MC datasets, as described in Sec-
tion 6.2.3. So to remove the data-MC discrepancy, one has to look for variables in which
the noise can be caught, i.e. the noise shows up in an isolated region of the parameter
value distribution, rather than being smeared out over the whole distribution.

Four cuts have been made to reduce the data-MC discrepancy in combination with
reducing the data rate prior to the BDT training. This selection level is referred to as
the LowE Level 4.

Distribution of the first 3 HLC hits.

A first way to isolate the wrongly simulated or unsimulated detector noise which could
induce the data-MC discrepancy, is by looking at the distribution of the first three Hard
Local Coincidence (HLC, see Section 4.3) hits in an event. More specifically, by looking
into the ratio of the hypothetical speeds of the signal between the first two HLC hits
and between the first and the third HLC hit

v12

v13
=

d(HLC1,HLC2)/∆t(HLC1,HLC2)

d(HLC1,HLC3)/∆t(HLC1,HLC3)
, (7.16)

where d(HLCi,HLCj) is the distance between the DOMs which recorded the ith and
the jth HLC hits, and t(HLC1,HLC2) is the time difference between the ith and the
jth HLC hit. If the HLC hits are produced by the Cherenkov photons of a muon, this
value will be close to one. This should hold especially in the case of vertically up-going
tracks, for which the distance between two neighboring DOMs is small, and hence not a
lot of scattering is expected. The distribution for this variable is shown in Fig. 7.18. As
expected, the distribution of the signal neutrinos peaks nicely around a value of one, just
as the distribution of the atmospheric neutrinos. The experimental data, however, has a
first peak around zero, which does not show up in the simulated muons or neutrinos. This
peak around zero can be explained by noise hits, that are present in the experimental
data, but not in the simulation.
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Figure 7.18: v12
v13

distribution
for the Low Energy sample.

Part of the data which is not reproduced properly by the atmospheric muon simula-
tions, can thus be removed by cutting away events with v12

v13
< 0.5.

Distribution of the number of direct hits Ndir.
Another method to catch badly simulated events, is by looking at the number of direct
hits. A hit is considered direct when the time residual tres falls within a specified time
window. The time residual is defined as the observed time of a hit minus the expected
time, based on a charged particle emitting unscattered light at the Cherenkov angle. In
IceCube, four time windows are used to define directs hits:

1. Time window A : [-15 ns, 15 ns]

2. Time window B : [-15 ns, 25 ns]

3. Time window C : [-15 ns, 75 ns]

4. Time window D : [-15 ns, 125 ns]

In the present analysis, the residual time between the HiveSplit pulses and the
MuEx4MPE track reconstruction on those pulses was used.

The distributions of the direct hits within time window D are shown in Figs. 7.19a
and 7.19b, respectively before and after the cut on v12

v13
. It follows that most of the

data-MC discrepancy has already been removed by the cut on v12
v13

, but the data is still
underestimated by the simulation for low values of Ndir, an effect that could be caused
by noise.

In order not to remove too many signal events, only events with Ndir < 3 are removed.
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(a)

(b)

Figure 7.19: The distributions of the direct hits in time window D before (a) and after (b) the
cut on v12

v13
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Distribution of the reconstructed zenith.
Since the signal which is sought for is coming from the center of the Earth, and thus
has zenith angles close to π radians, events which have a reconstructed zenith angle
far away from the center of the Earth should be removed. A cut on the reconstructed
SPEFit zenith angle has already been made as one of the Level 3 cuts (Section 7.5.1).
At this stage, better reconstructions like MuEx4MPE are available. Contrary to the
SPE reconstruction which was performed on TWSRT pulses, the MuEx4MPE track
reconstruction has also been performed on HiveSplit Pulses.

As was already mentioned in Section 7.5.1, the zenith angle cut can not be too strict as
we aim to retain a signal free control region. Therefore only events with a MuEx4MPE
reconstructed zenith angle < 2.0 rad (∼ 120◦) are removed, just as was done earlier
for the SPEFit. From Fig. 7.20b it can be seen that this cut also removes part of the
data-MC discrepancy. The discrepancy shows up in the down-going region (θ < π/2),
i.e. the region in which the SPEFit was misreconstructing these down-going events
to be up-going. So for these events SPEFit on TWSRT pulses and MuEx4MPE on
HiveSplit pulses give very different results.

A possible explanation for this is that the HiveSplit pulses are on the one hand more
noise free than the TWSRT pulses and on the other hand, HiveSplit pulses recover
signal pulses which were not part of the TWSRT pulses (see Fig. 7.15).

(a)
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(b)

Figure 7.20: The distributions of the MuEx4MPE reconstructed zenith angle before (a) and
after (b) the cuts on v12

v13
and Ndir,D

Distribution of the HLC hits in the z direction.
The last variable that is used to reduce the data-MC discrepancy is zpattern

zpattern =
∑
i

sign ((∆z)i) , (7.17)

where (∆z)i is the difference between the z-coordinates of two temporally succeeding
HLC hits. zpattern will thus have positive values for up-going tracks and negative values
for down-going tracks.

It can be seen from the transition from Fig. 7.21a to Fig. 7.21b that most of the
data-MC discrepancy has already been removed by the previous cuts, but the data is not
well described by the simulation for negative values of zpattern, an effect that could again
be caused by badly simulated noise.

By removing events with zpattern < 0, the data-MC discrepancy is further decreased.
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(a)

(b)

Figure 7.21: zpattern distributions before (a) and after (b) the cuts on v12
v13

, Ndir,D and
θMuEx4MPE−HiveSplit.



7.7. THE LOW ENERGY OPTIMIZATION

After these cuts (the LowE Level 4), which are summarized in Table 7.6, the
data/MC ratio is reduced from a factor 1.345 (see e.g. Table 7.5) to a factor 1.002. The
numbers of the signal and background data sets after this cuts, are given in Table 7.7.
Note that the background has been reduced by a factor of about 20, while only 20% of
the signal neutrinos in the low energy sample were removed in this step.

Table 7.6: Values of the pre-BDT cuts.

part of the phase space that is removed
v12
v13

< 0.5
Ndir < 3
θMuEx < 2 radians
zpattern < 0

Table 7.7: Percentages of the amount of simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at different selection levels.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV νatm µatm total

Level 2 100.0 27× 10−3 650 650 670
LowE Level 3 40.84 2.5× 10−3 1.03 1.03 1.39
LowE Level 4 31.2 1.5× 10−3 74.4× 10−3 75.9× 10−3 76.0× 10−3

7.7.4 Moving towards a neutrino pure sample: the BDT

Training the BDT

Now that the data-MC disagreement has been removed, a Boosted Decision Tree (Sec-
tion 7.7.2) can be trained on the remaining signal and background samples. For the
training of the BDT, half of the 50 GeV WIMP neutrino simulation (O(105) events)
was used as signal sample, and half of the remaining events of the burnsample (O(105)
events) were used as background sample.

The other half of these datasets are then used as testing samples, i.e. to test for
overtraining, as well as in the next steps of the analysis.

In a first step, the BDT is trained on a large set of potentially good variables, which
show good data-MC agreement. Some of the variables are highly (anti-)correlated and do
thus not really add information to the BDT, but only increase the complexity. Whenever
two variables are (anti-)correlated by (less) more than 60%, the one with the lowest
importance in the BDT training process is removed. The importance of the variable in
the BDT is reflected in a ranking of the variables which is returned after the BDT has
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been trained. This ranking is derived by counting how often a variable is used to split
decision tree nodes and by weighting each split occurrence by the separation gain-squared
it has achieved and by the number of events in the node.

After the removal of correlated variables, a set of nine variables is left. An overview
of these variables, together with their importance in the BDT, is given in Table 7.8.
The distributions of these variables are shown in Figs. 7.22a till 7.22i, where the order
of the figures corresponds to their importance in the BDT2. The correlations between
the variables are shown in Figs. 7.23a and 7.23b for the background and the signal
respectively.

Note that the reconstructed zenith angles of high quality reconstructions as MuEx,
the SPEFit or the MPEFit are not used in the BDT training, as these would remove the
signal free control region that has been conserved up to this point and will be important
to check the data-MC agreement after the cut on the BDT-score distribution.

Table 7.8: Overview of the variables used for the BDT training, with a brief explanation of
each variable and its importance in the BDT training.

variable brief explanation BDT
importance

zpattern,HLC Eq. (7.17) calculated with the HLC pulses 0.29

rfirst 5 hits
r-coordinate of the center of gravity 0.23of the first five HiveSplit pulses

σ(MuEx4MPE)
σ-parameter of the MuEx reconstruction 0.15on HiveSplit pulses (see Section 5.2.4)

ztravel Eq. (7.2) calculated with the HiveSplit pulses 0.11

zfirst 5 hits
z-coordinate of the center of gravity 0.08of the first five HiveSplit pulses

NHiveSplit events
the amount of splits the HiveSplit algorithm 0.08proposes for an event.

smoothness measure of how the charge in the HiveSplit hits 0.05is distributed along the MuEx reconstructed track

θLineFit zenith of the LineFit reconstruction on HiveSplit pulses 0.02

vLineFit
particle speed from the LineFit reconstruction on TWSRT hits 0.01(see Section 5.2.1)

The sum of the simulated atmospheric muons and neutrinos is shown as a gray band,
of which the width represents the one standard deviation (statistical) uncertainty on that
sum. At the bottom of each histogram the ratio of the experimental data over the total
background simulation is shown, again with one standard deviation uncertainty.

2The same distributions are shown in Appendix A, where they are shown on a larger scale.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.22: Distributions of the variables used for the BDT training after the BDT precuts,
ordered by their importance in the BDT training. The plots show the rates in Hz of the
experimental data (red error-bars), atmospheric µ (blue line), atmospheric ν (magenta line), the
total atmospheric background (gray) and signal-induced muon neutrinos (green) as a function of
the considered variable, as well as the ratio of the experimental data over the total background
simulation. A brief explanation of the variables is given in Table 7.8.
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(a)

(b)

Figure 7.23: Correlation matrices showing the correlation between the variables used in the
BDT for background (a) and signal (b), after the BDT precuts.
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Verifying the BDT-output

The output BDT score distributions and the integrated rates are shown respectively in
Fig. 7.24a and Fig. 7.24b. An overtraining check using the Kolmogorov-Smirnov (KS)
test was done, by comparing the BDT score output of the training sample to that of the
testing sample, as shown in Fig. 7.25. From this figure, and from the KS p-values which
are close to one, it can be concluded that there is negligible or no overtraining.

(a) (b)

Figure 7.24: The BDT score distributions (a) and the integrated rate (b), where in the latter
figure, the integral is calculated from the indicated BDT score to a BDT score value of +1. In
these figures, the distribution of the atmospheric neutrinos is decomposed into the individuals
distribution of each flavor νµ (magenta), νe (gray) and ντ (yellow). This is done to visualize
the contribution of each neutrino flavor.

Figs. 7.24a and 7.24b show that there is a good data-MC agreement in the region
where the BDT scores are negative and hence the background atmospheric muons domi-
nate, but that the simulation is overestimating the experimental data in the positive part
of the score distribution. As this is the interesting region, in which the events are more
signal-like, steps have to be taken to understand and reduce this disagreement.

The disagreement gets larger when the data gets more neutrino-dominated (larger
BDT scores), so the most likely explanation is that the neutrino simulation is still slightly
off. The neutrino simulation for example does not take into account events in which the
atmospheric neutrino is in coincidence with an atmospheric muon, as mentioned in Sec-
tion 6.2.1. As explained in Section 5.1.2, about 10% of the events triggered by IceCube
are coincident events. If events which contain both an atmospheric neutrino and an at-
mospheric muon are rejected by the event selection, this could lead to a disagreement
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Figure 7.25: Comparison of the BDT score distributions of the training (solid line) and the
testing (dots) samples for signal (blue) and background (red). The left plot shows the compar-
ison in linear scale, and the right plot shows it in logarithmic scale. A KS test is performed on
these samples, and the returned p-value is indicated in the legend.

between the data and neutrino simulation of at least 10%. This 10% factor is an over-
all factor, so as IceCube is detecting more low energy events, this factor is higher for
event samples which are dominated by low energetic events, as is the case for the LowE
sample. As will be discussed later, the non-simulation of coincident atmospheric muons
is probably the (main) reason for the disagreement between the data and the simulated
atmospheric neutrinos.

Other factors could come from the predicted atmospheric neutrino flux used in the
simulation, which has different values for different models (see Section 4.5), or wrongly
simulated detector effects, such as e.g. the ice model, the hole ice or the DOM efficiency.

All of the above mentioned effects are taken into account in the systematic uncer-
tainties, which are presented in more detail in Section 9.1, and for now the atmospheric
neutrino simulation is rescaled such that it matches the experimental data.

Scaling the simulation sets

To overcome the disagreement between data and simulation of a factor of roughly 0.7 in
the neutrino-pure region, the simulation sets are scaled to match the burnsample data.
This scaling is done on the BDT-score distribution, as in this variable, there is a muon-
dominated region (negative score values) and a neutrino dominated region (positive score
values), such that both samples can be scaled independently and in the correct way. It
is of course important that the background simulation is fit to the data in a signal-free
(off-source) region, as otherwise the signal would be hidden by fitting the background
to the data. therefore , only events with θMuEx4SPE < 2.3 rad are used to do the
fit, as in this way only 5% of signal could be contaminating the experimental data, as

132



7.7. THE LOW ENERGY OPTIMIZATION

indicated in Fig. 7.26a. The reason why θMuEx4SPE is used, is because MuEx4SPE is
the reconstruction with the best resolution at this level of the analysis.

(a) (b)

Figure 7.26: In panel (a), the distribution of the MuEx4SPE reconstructed zenith angle is
shown. The red box on this plot indicates the region from which events are excluded to make
the fit. The BDT score distributions of the remaining events (θMuEx4SPE < 2.3 rad) are shown
in panel (b). The arrows indicate schematically that all the different datasets are corrected
with an individual scaling factor.

A scaling factor ωi is then introduced for every component of the atmospheric back-
ground simulation i, i.e. atmospheric muons µ, atmospheric muon-neutrinos νµ, atmo-
spheric electron-neutrinos νe and atmospheric tau-neutrinos ντ . Each set is rescaled such
that the BDT score distribution of the sum of the simulation matches the BDT score
distribution of the burnsample for all events with θMuEx4SPE < 2.3 rad, as illustrated in
Fig. 7.26b. The scaling factors are calculated by fitting the bin heights of the weighted
sum of the background simulation samples to the bin heights of the experimental data
Nexp. data

Nexp. data(bini) =
∑

k∈{µ,νµ,νe,ντ}

Nk(bini) · ωk (7.18)

The algorithm then checks which combination of scaling parameters gives the best result
for all considered bins.

The resulting scaling factors are summarized in Table 7.9. Note that the atmospheric
muons are not rescaled (ωµ =1.00), which was expected, as there is no data-MC dis-
agreements at low BDT score values; and that the largest effect of the rescaling is in the
atmospheric muon neutrino sample (ωνµ=0.68), which is the dominating sample at high
BDT score values.
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Table 7.9: Scaling factors of the simulation sets.

scaling factor value
ωνµ 0.68
ωνe 0.94
ωντ 0.99
ωµ 1.00

When applying these factors on the whole dataset (all zenith angles), the BDT score
distribution and integrated rate have a much better data-MC agreement over the whole
range, as can be seen in Fig. 7.27.

(a) (b)

Figure 7.27: The BDT score distributions (a) and the integrated rate (b) after applying the
scaling factors given in Table 7.9.

These scaling factors are applied in the remainder of this thesis, so for the calculation
of the final numbers (presented below), of the sensitivity (Chapter 8) and the result
(Chapter 9). Now that there is a good data-MC agreement, a cut on the BDT score
value can be defined. The cut is chosen such that it optimizes the sensitivity of the
analysis to the volumetric flux Γν→µ. Γν→µ is a quantity which represents how many
signal-like neutrinos µs would convert into muons during a certain time tlive, in a detector
with an effective volume Veff

Γν→µ =
µs

tlive × Veff
(7.19)

The best sensitivity of the analysis is achieved by minimizing this quantity in the
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background-only scenario, as discussed in Section 8.3. This sensitivity is a balance be-
tween having a low background rate and a high signal efficiency. Both these measures go
down when one starts cutting harder on the BDT-score distributions, and the optimal
cut value is given by the cut which minimizes Eq. 7.19. The sensitivity is calculated with
a likelihood ratio hypothesis test based on the values of the reconstructed zenith, using
the Feldman-Cousins unified approach, as explained in detail in Chapter 8.

The best sensitivity is obtained when events with a BDT score distribution < 0.28
are removed.

7.7.5 Rates, efficiencies and angular resolution of the final LowE
sample

LowE final Level
An overview of the rates and efficiencies of events after the cut is given in Table 7.10.

Note that roughly 2/3rd of the experimental data are atmospheric neutrinos and 1/3rd
are atmospheric muons, hence the data is 68% neutrino pure. The distributions after the
BDT cut of the variables that were used in the BDT training are shown in Fig. 7.283.

After the BDT-cut, a very last selection is made based on the zenith angle. The
zenith angle distribution which will be used to calculate the sensitivity of the present
analysis, is the MPEFit based on the HiveSplit pulses. Depending on the energy of
the primary neutrino, either this MPEFit or the MuEx4SPE reconstruction has the
best angular resolution of the available reconstructions at the final level, as indicated
in Fig. 7.30. Note that in the present analysis, the angular resolution is calculated
as the median of the difference in zenith between the true incoming neutrino and the
reconstructed muon track. Only the zenith angle is thus considered in the calculation
of the angular resolution, as this is the only directional information which matters in
this particular analysis. The angular resolution in Fig. 7.30 is calculated using all the
simulated atmospheric neutrinos (of all flavors) which are left after the LowE BDT cut.

The MPEFit reconstruction has the advantage that the remaining simulated atmo-
spheric muons are spread over the whole considered zenith range, as shown in Fig. 7.29b,
while for the MuEx4SPE reconstruction many of the atmospheric muons are recon-
structed in the signal region, as can be seen in Fig. 7.29a. As there are only very few
simulated muons left (a total of 37 simulated events, as indicated in Table 7.11), the
distribution of these muons suffers from very large statistical fluctuations. Therefore,
the simulated atmospheric muon distribution is smoothened using Kernel Density Esti-
mation (KDE) [168, 169], which is a method that smoothens each observed data point
over a local neighborhood of that data point, as presented in Section 8.1.

The results of the smoothening of the simulated atmospheric muon distribution and
the total simulated background distribution is indicated by the dashed lines in Figs. 7.29a

3The same distributions are shown in Appendix A, where they are shown on a larger scale.
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and 7.29b respectively for the MuEx4SPE reconstruction and the MPEFit reconstruc-
tion. From these figures it is clear that even the smoothened histograms predict a back-
ground sample with a high atmospheric muon contribution in the signal region in the case
of the MuEx4SPE reconstruction, while the atmospheric muons are spread out evenly
when using the MPEFit reconstruction. Therefore, the MPEFit reconstruction is used
for the statistical analysis of the final sample. Only events with a reconstructed zenith
angle θMPEFit_HiveSplit > 2.3 rad (132 degrees) are considered for the final fit, such
that the region which is considered for the statistical analysis is concentrated around the
signal region and contains roughly 95% of the simulated WIMP-induced neutrino signal.

The efficiencies and rates at this LowE final level are presented in the last row of
Table 7.10 and the absolute amount of events of simulated signal-induced neutrinos and of
the different simulated backgrounds are summarized in Table 7.11. The effective volume
Veff of the detector (Section 6.2.1) and the angular resolution of the LowE final sample
for different WIMP models are presented in Table 7.12. In this table, the median of
the difference in zenith between the true incoming neutrino and the reconstructed muon
track, as well as the median of the difference in zenith between the true zenith angle of
the neutrino induced muon and the reconstructed muon track. At these low energies,
the kinematic angle between the incoming muon neutrino and the induced muon is quite
large, as discussed in Section 3.4. This is the reason for the difference between the values
of median(θνtrue − θµreco) and median(θµtrue − θµreco) in Table 7.12.

For the calculation of these numbers, the scaling factors, presented in Table 7.9, are
taken into account. The effective volume is rescaled by the same factor as the atmospheric
muon neutrinos, ωνµ = 0.68, as this rescaling is most probably due to unsimulated
coincident muon events.

Table 7.10: Percentages of the amount of simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at different selection levels.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV νatm µatm total

Level 2 100.0 27× 10−3 650 650 670
LowE Level 3 40.84 2.5× 10−3 1.03 1.03 1.39

LowE BDT 17.3 0.26× 10−3 0.12× 10−3 0.38× 10−3 0.39× 10−3

LowE final 15.6 0.20× 10−3 0.08× 10−3 0.28× 10−3 0.28× 10−3
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.28: Distributions of the variables used for the BDT training, after applying a cut on
the BDT score distribution of 0.28. A brief explanation of the variables is given in Table 7.8.
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(a)

(b)

Figure 7.29: The MuEx4SPE (top) and MPEFit (bottom) reconstructed zenith angle dis-
tribution for the signal and atmospheric background samples. The solid lines indicate the
histograms, and the dashed lines represent the smoothened (KDE) atmospheric muon simula-
tion (blue) and the smoothened total atmospheric background simulation (gray).
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Figure 7.30: Angular resolution (considering only the zenith angle) of the MuEx4SPE recon-
struction on the TWSRT pulses (dashed-dotted black line) and the MPEFit reconstruction
on the HiveSplit pulses (dashed magenta line). This is calculated using all the simulated
atmospheric neutrinos (of all flavors) which are left after the LowE BDT cut.

Table 7.11: Amount of events of signal-induced neutrinos and of the different simulated back-
grounds in the final LowE sample.

absolute number of events in the final LowE sample
WIMPs mχ = 50 GeV 122376

atmospheric µ 37
atmospheric

(−)
νµ (NuGen) 126548

atmospheric
(−)
νe (NuGen) 36810

atmospheric
(−)
νµ (GENIE) 269326

atmospheric
(−)
νe (GENIE) 50301

atmospheric
(−)
ντ (GENIE) 21983
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Table 7.12: Angular resolutions and effective volume of the detector for all considered WIMP
models in the final LowE sample.

WIMP model median(θνtrue − θµreco) median(θµtrue − θµreco) Effective Volume (km3)
mχ = 10 GeV χχ→ τ+τ− 20.8◦ 15.8◦ 4.5× 10−4

mχ = 20 GeV χχ→ τ+τ− 16.2◦ 12.5◦ 1.5× 10−3

mχ = 35 GeV
χχ→ τ+τ− 9.5◦ 7.1◦ 3.5× 10−3

χχ→ bb̄ 22.1◦ 15.8◦ 0.7× 10−3

mχ = 50 GeV
χχ→ τ+τ− 6.7◦ 4.8◦ 5.8× 10−3

χχ→ bb̄ 17.0◦ 11.8◦ 1.5× 10−3

mχ = 100 GeV
χχ→W+W− 3.3◦ 1.9◦ 2.1× 10−2

χχ→ bb̄ 6.7◦ 4.5◦ 6.6× 10−3

mχ = 250 GeV
χχ→W+W− 3.1◦ 1.7◦ 3.3× 10−2

χχ→ bb̄ 4.1◦ 2.3◦ 2.1× 10−2

mχ = 500 GeV
χχ→W+W− 3.3◦ 1.8◦ 2.6× 10−2

χχ→ bb̄ 3.8◦ 2.0◦ 2.8× 10−2

mχ = 1 TeV
χχ→W+W− 3.3◦ 1.8◦ 1.8× 10−2

χχ→ bb̄ 3.8◦ 1.9◦ 3.1× 10−2

mχ = 3 TeV
χχ→W+W− 3.4◦ 1.9◦ 1.4× 10−2

χχ→ bb̄ 3.9◦ 1.9◦ 2.4× 10−2

mχ = 5 TeV
χχ→W+W− 3.5◦ 1.9◦ 1.5× 10−2

χχ→ bb̄ 3.9◦ 1.9◦ 2.2× 10−2
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7.8 The high energy optimization

An optimization for the more energetic WIMPs was done in parallel to the low energy
optimization by other analyzers. This analysis starts with the HighE Level 3 sample
(see Table 7.5), which contains the events with a reconstructed neutrino energy greater
than 100 GeV, as explained in Section 7.6 of this chapter. The HighE part of the analysis
is optimized on a WIMP model in which the WIMPs have a mass of 1 TeV and annihilate
100% into W+W− (the hard channel).

A first optimization was done by Isabelle Ansseau [163] and this was further opti-
mized by Jan Lünemann [164], both in close collaboration with the author. The latter
optimization is summarized below, and the sensitivities and results based on these fi-
nal event samples will be combined with the sensitivities and results of the low energy
analysis, as explained in Chapter 8 and Chapter 9.

Note that the HighE part of the analysis is less sensitive to noise and systematic
detector effects, as the events in the TeV energy range are much brighter. It also benefits
from the fact that the IceCube detector is better adapted to events in this energy range.

Contrary to the LowE part, the atmospheric neutrino background in this energy
range can be estimated completely by NuGen simulations (same NuGen datasets as in
the LowE part), and neutrino oscillations in Earth are negligible. The atmospheric
muon background is calculated with the same simulated datasets as were used in the
LowE analysis, and the burnsample data which is used for verification of the simulation
is coming from the same 10% of experimental data as in the LowE analysis.

7.8.1 Selecting up-going tracks

The first step of this part, the HighE Level 4, of the selection consists of selecting up-
going, track like, events. This selection is based on a common filter in IceCube, called
the Offline Muon Filter, which is described in detail in [170]. The Offline Muon Filter is
used in many IceCube analyses, as it is optimized to search for neutrino-induced muon
tracks from the full sky, with energies in the TeV to PeV range.

Only events which pass the Offline Muon Filter and are reconstructed as up-going
are kept, since down-going events are of no interest in this analysis. The rates of the
different background components, as well as the signal efficiency after this selection level,
are summarized in Table 7.13.

7.8.2 Pull-Validation

To get to neutrino level, the Pull-Validation method [164, 171] is used. In this method
several BDTs (200 in the case of the present analysis) are trained on small subsets that
are randomly resampled from the complete dataset. The variation of the BDT output
between the different training sets can be interpreted as a probability density function
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(PDF) for each event. This PDF can be used to calculate a weight wPV (see Eq. 7.20)
that is applied to each event instead of making a binary cut decision. Prior to the BDT
training, additional linear cuts are made to reduce the data-MC disagreement, similar to
the low energy optimization.

Using the Pull-Validation method, the BDT score distributions, shown in Fig. 7.31a
for a single BDT, are smoothened and broadened, as can be seen in Fig. 7.31b. Not
only the BDT score distributions are smoothened, but also the variable distributions.
In particular the reconstructed zenith distributions which will be used to calculate the
sensitivity (Chapter 8) are smooth, as events that would be removed when using a single
BDT could now be kept, albeit with a smaller weight.

In analogy to the LowE analysis, the cut on the BDT score is chosen such that the
sensitivity of the analysis is optimal for the benchmark model, namely 1 TeV WIMPs
annihilating 100% into W+W−. The value for this cut is 0.16. After this cut, all the
events are reweighted by a Pull-Validation weight wPV , which reflects how many of the
200 BDT scores of the event are above the cut threshold

wPV =
# scores above cut threshold

200
. (7.20)

The rates of the background and efficiencies of the signal after applying this weight to
the events, are summarized in Table 7.13. Note that about 90% of the events in the final
HighE sample are atmospheric neutrinos, so this sample has a very high neutrino purity.
The absolute amount of events of simulated signal-induced neutrinos and of the different
simulated backgrounds in the final HighE sample are summarized in Table 7.14. These
numbers represent all the event with wPV > 0.

Table 7.13: Percentages of the amount of simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at different selection levels.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 1 TeV νatm µatm total

Level 2 100.0 27× 10−3 650 650 670
HighE Level 3 45.2 2.5× 10−3 1.03 1.03 1.39
HighE Level 4 32.1 1.05× 10−3 12.0× 10−3 13.1× 10−3 15.2× 10−3

Pull-Validation cut 17.0 0.46× 10−3 0.06× 10−3 0.52× 10−3 0.56× 10−3

The effective volume Veff of the detector and the angular resolution of the HighE
final sample for different WIMP models are presented in Table 7.15. As there are
(almost) no WIMP-induced events from WIMPs with masses below 100 GeV in the
final HighE sample, the effective volumes for these WIMP models are negligible and
thus not presented here. Most, or even all, of the events from WIMPs with these low
masses, will be in the LowE sample, making the two analyses very complementary.
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In Fig. 7.32, the effective volumes Veff of the final LowE and final HighE samples are
shown for the hard channel and soft channel.

(a) .

(b)

Figure 7.31: Panel (a) shows the score distribution for a single BDT, trained on a complete
dataset available for training. In the panel (b), the sum of 200 BDT score distributions, each
trained on 10% of the training data, is shown. Figures taken from [171].
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Table 7.14: Amount of events of signal-induced neutrinos and of the different simulated back-
grounds in the final HighE sample.

absolute number of events in the final HighE sample
WIMPs mχ = 1 TeV 135342

atmospheric µ 487
atmospheric

(−)
νµ (NuGen) 273183

atmospheric
(−)
νe (NuGen) 36064

Table 7.15: Angular resolutions and effective volume of the detector for all considered WIMP
models in the final HighE sample.

WIMP model median(θνtrue − θµreco) median(θµtrue − θµreco) Effective Volume (km3)

mχ = 100 GeV
χχ→W+W− 4.67◦ 3.91◦ 4.2× 10−4

χχ→ bb̄ 4.53◦ 4.83◦ 2.4× 10−5

mχ = 250 GeV
χχ→W+W− 2.51◦ 2.25◦ 3.7× 10−2

χχ→ bb̄ 3.03◦ 2.75◦ 1.5× 10−3

mχ = 500 GeV
χχ→W+W− 2.11◦ 1.85◦ 9.7× 10−2

χχ→ bb̄ 2.39◦ 2.11◦ 1.3× 10−2

mχ = 1 TeV
χχ→W+W− 1.63◦ 1.45◦ 1.7× 10−1

χχ→ bb̄ 1.97◦ 1.73◦ 4.1× 10−2

mχ = 3 TeV
χχ→W+W− 1.17◦ 1.09◦ 3.1× 10−1

χχ→ bb̄ 1.57◦ 1.37◦ 1.1× 10−1

mχ = 5 TeV
χχ→W+W− 1.09◦ 1.03◦ 5.0× 10−1

χχ→ bb̄ 1.43◦ 1.25◦ 1.5× 10−1

mχ = 10 TeV
χχ→W+W− 0.89◦ 0.87◦ 5.0× 10−1

χχ→ bb̄ 1.25◦ 1.13◦ 1.5× 10−1
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Figure 7.32: The effective volumes Veff of the final LowE (solid) and final HighE (dashed) sam-
ples for the hard channel (black) and soft channel (green).
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Summary

In this chapter an overview was presented which shows how the data is reduced from a
few kHz (O(1011)/year) to less than a mHz (O(104)/year). A schematic overview of this
event selection is shown in Fig. 7.1.

The first step in the process consisted of selecting which online filters are of interest
for this analysis. Next a noise filter was used to remove noise clusters which mainly
show up in the DeepCore event stream. The data rate was further reduced to roughly
3 Hz by applying linear cuts on the direction and starting point of the event. After
this step, the sample was split in two statistically independent data sets, based on the
reconstructed energy of the event. The data rate of each of the samples was consequently
further reduced in two independent event selections, a low energy event selection and a
high energy event selection, optimized for signal neutrinos from 50 GeV WIMPs and
1 TeV WIMPs respectively.

Both analyses made use of Boosted Decision Trees (BDT), which is a machine learning
technique that is designed to optimally separate signal from background by assigning a
score between -1 (background-like) and +1 (signal-like) to each event. Before training the
BDT, one has to be sure that the simulation is representing the experimental data in a
correct way. For this reason additional linear cuts were made prior to the BDT training
in order to get good agreement between data and simulation. While the low energy
optimization only used one single BDT, the high energy part used the Pull-Validation
method, in which 200 BDTs are trained and applied to each event. The cut on the BDT
score distributions were selected such that the best sensitivities for the WIMP signals
were achieved. The final numbers are summarized in Table 7.16.

Table 7.16: Percentages of the amount of simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at Level 2 and at the final level.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV mχ = 1 TeV νatm µatm total

Level 2 100.0 100.0 27× 10−3 650 650 670
final lowE sample 15.6 - 0.20× 10−3 0.08× 10−3 0.28× 10−3 0.28× 10−3

final HighE sample - 17.0 0.46× 10−3 0.06× 10−3 0.52× 10−3 0.56× 10−3

These final event samples will be used for a directional search in which the ob-
served number of events from the direction of the center of the Earth is compared to the
background-only hypothesis, in order to estimate the sensitivity of IceCube to Earth
WIMPs in the range 10 GeV < mχ < 10 TeV. This will be explained in the following
chapter.
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It is a capital mistake to theorize before one has data.
Insensibly one begins to twist facts to suit theories,
instead of theories to suit facts.

Sir Arthur Conan Doyle

8
Estimation of the Sensitivities

In the previous chapter the data was reduced by roughly seven orders of magnitude,
leading to two independent final event samples, the LowE and the HighE samples, each
containing roughly O(104) events/year, dominated by atmospheric neutrinos. These
samples can now be analyzed to look for a contribution of muons from Earth WIMP-
induced neutrinos (at most O(103)/km2/year) on top of the atmospheric background.
Recall that the LowE sample was optimized on neutrinos induced by 50 GeV WIMPs,
annihilating purely into τ+τ−, and that in this sample the background consists of low
energetic atmospheric neutrinos (∼ 70%) and muons (∼ 30%). The HighE sample was
optimized on WIMPs with a mass of 1 TeV, which annihilate 100% into W+W−, and
in this sample the background consists of higher energy atmospheric neutrinos (∼ 90%)
and some atmospheric muons (∼ 10%).

The analysis method presented below, uses the reconstructed zenith angle distribu-
tions (θ) of the signal and background as Probability Density Functions (PDFs, Sec-
tion 8.1) to test hypotheses with µs signal events in the final dataset. This method
is explained in Section 8.2 and has already been used successfully in several IceCube
analyses [172, 66, 55].

In Section 8.3, the sensitivity of the analysis for one year of data is calculated by
testing the background-only hypothesis, based on background simulations.

In the next chapter, the full sample of the IC86-I data will then be analyzed, to see
which signal hypothesis fits the data best.
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8.1 Probability densities

The reconstructed zenith angle distributions are used as Probability Density Functions
(PDFs) in this analysis. For the signal, the zenith angle distribution at each WIMP mass
is calculated with WimpSim and for the background the zenith angle distributions of the
remaining simulated atmospheric muons and neutrinos are used1. These distributions are
shown in Fig. 8.1a and Fig. 8.1b for the low and high energy sample respectively. The
reconstructions that are used here are MPEFit2 for the LowE sample and SplineMPE3

for the HighE sample, as these yield the best angular resolution and provide an evenly
distributed atmospheric muon background at this level of the analysis (see the discussion
in Section 7.7.5).

While the signal and background PDFs of the HighE sample are smooth, this is not
the case for the PDFs in the LowE sample, at least not for the background PDF of that
sample. The background PDF is a combination of simulated atmospheric muons and
atmospheric neutrinos, of which the individual PDFs for the LowE sample are shown
in Fig. 8.2. In the final LowE sample there are only 37 simulated atmospheric muon
(CORSIKA) events left.

The high energy sample does not suffer from the problem of low statistics, as it used
the Pull-Validation method, which artificially increases the statistics (Section 7.8.2).

Remind that the neutrino purities, P, of the final LowE and HighE samples are
respectively 71% and 88% (Table 7.16), where P is defined as

P =
atmospheric ν rate

atmospheric µ rate + atmospheric ν rate
, (8.1)

and is estimated from simulations. The high purity of the samples is the reason for the
low number of simulated atmospheric muons left in the final samples.

In the LowE analysis, special measures are taken to deal with the low number of
simulated atmospheric muon events. Large statistical fluctuations in the PDF might have
consequences on the shape analysis, therefore the reconstructed zenith angle distribution
of the simulated atmospheric muons, in he LowE sample, is smoothened using Kernel
Density Estimation (KDE) [168, 169], which is a method that smoothens each observed
data point over a local neighborhood of that data point, as described hereafter.

Assume a set of n measurements {X1, X2, ..., Xn} of a random variable with density
f . The kernel density estimate of f at a point x is given by

f̂h(x) =
1

nh

n∑
i=1

K

(
x−Xi

h

)
, (8.2)

1Both the signal and background simulations were described in detail in Chapter 6.
2This reconstruction was described in Section 5.2.2.
3The SplineMPE reconstruction, is just like the SPEFit or MPEFit reconstruction, a likelihood

fit, which uses tabulated and parametrized light yields for the computation of the most probable track.
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(a)

(b)

Figure 8.1: The normalized signal (green) and background (gray) distributions of the recon-
structed zenith for the LowE sample (top) and the HighE sample (bottom).
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Figure 8.2: The normalized distributions of the reconstructed zenith angle for the signal
(green), atmospheric muon background (blue), atmospheric neutrino background (magenta)
and total background (gray) in the LowE sample.

where K is the kernel, satisfying
∫
K(x)dx = 1, and h is the smoothing parameter,

also referred to as the bandwidth. In this analysis, the most popular choice for K is
considered [173], namely the Gaussian kernel around zero, with standard deviation σ = 1

K(x) =
1√
2π

exp

(
x2

2

)
. (8.3)

Silverman showed that in the case of this Gaussian kernel, the optimal choice for the
bandwidth h is given by [173]

h =
1.06 · σ(X)

n1/5
, (8.4)

where n is the number of measurements {Xi} and σ(X) is the standard deviation of
the sample. Contrary to histograms, in which a distribution of parameter f is described
by bins with a certain height that depends on the amount of measurements in that bin
(left panel of Fig. 8.3), this method smears out the measurements and describes the
distribution of f by the sum of these smeared out points (right panel of Fig. 8.3).

The background PDF fBG(θ) of the low energy sample is smoothened using the
described KDE method. In order to save computing time, only the atmospheric muon
distribution is smoothened, and this smooth muon PDF fµ(θ) is then added to the
already smooth atmospheric neutrino background PDF fν(θ), by weighting each sample
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Figure 8.3: Comparison of the histogram (left) and kernel density estimate (right) constructed
from the same dataset. The six individual kernels are represented by the red dashed curves and
their sum, i.e. the kernel density estimate, by the blue curve. The data points are indicated by
vertical bars on the horizontal axis. Figure from https://en.wikipedia.org/wiki/Kernel_
density_estimation.

according to their relative contribution nµ and nν respectively

fBG(θ) =
nµ(θ) · fµ + nν · fν(θ)

nµ + nν
. (8.5)

The resulting, smooth background PDF fBG(θ), shown in Fig. 8.4, will be used in the
shape analysis.

Events which are reconstructed with high zenith angle values (vertically up-going
events) have to be treated properly, as the individual kernels might continue outside the
physical region (θ > 180◦), a phenomenon referred to as overflow. As events are no longer
represented by points, but rather by a kernel with a certain width, it can happen that
part of the kernel is outside the physically allowed space, so greater than 180◦ in case of
the reconstructed zenith angle. Whenever this happens, the overflow part is reflected and
summed with corresponding values of the physically allowed space. For the reconstructed
zenith angle, this means that values y > 180◦ are reflected as follows

y = 180◦ + x→ y′ = 180◦ − x, (8.6)

for x ∈ [0, 180◦]. This method is just one of the possible solutions to the problem, other
solutions are e.g. the use of non-symmetrical kernels or the re-norming of kernels [173,
174], but these were not considered in this work.
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Figure 8.4: The normalized distributions of the reconstructed zenith angle for the signal (green)
and total background (gray), as well as the kernel density estimate of the background (gray-
dashed) in the low energy sample.

8.2 Shape analysis

In the present analysis, the sensitivity of the detector is estimated as the median upper-
limit at 90% confidence level (CL) on the amount of signal events, µ̄90%

s , in a background
only scenario (i.e. absence of signal, indicated by the bar (¯) above the quantity in the
remainder of this chapter), divided by the effective volume, Veff, and the livetime, tlive

Γ̄90%
ν→µ =

µ̄90%
s

tlive × Veff
. (8.7)

Γν→µ is thus a quantity which represents how many signal-induced neutrinos would
convert into muons, µs, during a certain time tlive, in a detector with an effective volume
Veff. This quantity is referred to as the volumetric flux.

The lower the median upper-limit on the amount of signal events, µ̄90%
s , and the higher

the effective volume, Veff, the better the sensitivity of the analysis on the volumetric flux.
Therefore, for each cut on the BDT score (see Chapter 7), µ̄90%

s and Veff are calculated
for the remaining sample, and the cut value for which the combination of these quantities
minimizes Γ̄90%

ν→µ is selected as final cut. The effective volume of each sample is calculated
as explained in detail in Section 6.2.1 and the µ̄90%

s is estimated with 10000 pseudo-
experiments, as described hereafter.

To derive the amount of signal events µαs compatible with the observed data sample at
a certain confidence level α, the PDFs, described in Section 8.1, are used. The probability
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to observe an event with a reconstructed zenith angle θi, when µs signal events are present
among a total number of observed events, nobs, is given by

f(θi|µs) =
µs
nobs

fS(θi) +

(
1− µs

nobs

)
fBG(θi), (8.8)

where fS(θi) and fBG(θi) are respectively the signal and the background PDF. The
likelihood of the presence of µs signal events in an experiment that observed nobs events
with an ensemble of zenith angles {θi}, is given by the product of all individual event
probabilities

L(µs) =

nobs∏
i=1

f(θi|µs). (8.9)

This likelihood, L(µ), can be used in the likelihood-ratio test statistic, suggested by
Feldmann and Cousins (FC) [175]

R(µs) =
L(µs)

L(µ̂s)
, (8.10)

where µ̂s is the result of the best fit to the observed ensemble of zenith angles, maximiz-
ing the likelihood L(µs). So R(µs) ≤ 1 for all physical values of µs ∈ [0, nobs].

Feldmann and Cousins used this likelihood-ratio, R(µs), as a rank, since starting
at high values, it ranks the experimental results in order of inclusion in the acceptance
interval. In this method, the parameter µs is bound to physical values, so µs ∈ [0, nobs],
while in the standard χ2 frequentist approach, non-physical best fits (µs /∈ [0, nobs]) could
arise at the boundaries of the interval.

The acceptance intervals in this approach at the desired α confidence level are

[Rαcrit(µs), 1] , (8.11)

where Rαcrit(µs) is defined such that the acceptance interval contains a fraction α of the
R(µs)-values.

Once this Rαcrit(µs) value is known, the confidence interval [µαs,low, µ
α
s,up] for a certain

number of signal events µs can be calculated

[µαs,low, µ
α
s,up] = {µs| lnR(µs) ≥ lnRαcrit(µs)}. (8.12)

153



CHAPTER 8. ESTIMATION OF THE SENSITIVITIES

To calculate this confidence interval, the R(µs) distribution needs to be known. The
procedure to get this R(µs) distribution has been used in many IceCube/AMANDA
WIMP searches [172, 66, 55], and goes as follows:

For each value of µs ∈ [0, 400]4, with step-size ∆µs = 1

1. for each pseudo-experiment k = 1,..., 10000

(a) sample a set of nobs zenith angles, {θi}k, from Eq. (8.8), with µs signal events,
and nobs − µs background events,

(b) calculate the likelihood Lk(µs) with Eq. (8.9),
(c) find which value of µ̂sk maximizes the likelihood Lk(µ̂sk) as in Eq. (8.9),
(d) calculate lnRk(µ) as in Eq. (8.10),

2. find the critical value lnRαcrit(µs) following the FC ordering principle (Eq. (8.11)).

The output of the procedure is shown in Fig. 8.5, which shows − lnR(µs) as a func-
tion of the simulated amount of signal µs. This output is calculated for the final LowE
sample, with the zenith angle distribution of muons induced by neutrinos from 50 GeV
WIMPs annihilating into τ+τ− as signal PDF and the smoothened zenith angle distribu-
tion of the simulated atmospheric background as background PDF, and with nobs = 7911,
i.e. the expected amount of events in the final LowE sample IC86-I sample (311 days,
see Chapter 9), extrapolated from the burnsample (see Table 7.16). The solid red line in
this figure indicates the critical value at 90% confidence level, − lnR0.9

crit(µs), as a func-
tion of µs. Hence, 90% of all pseudo-experiments have − lnR(µs) values above this line.
The dashed red line shows the χ2 approximation to this function. Wilks’ Theorem [176]
states that −2 lnR becomes χ2 distributed in a Gaussian scenario (nobs → ∞). In this
case, where there is one degree of freedom, this theorem states that5

− 2 lnRαcrit(µs) = χ2(α, 1) (8.13)

This approximation is valid once µ is far enough from the physical boundary region. In
the case of Fig. 8.5, Eq. (8.13) is valid for µs & 50, where lnR0.9

crit(µ) = −0.5 ·χ2(0.9, 1) =
−1.35.

Also shown in this figure are the output of two example pseudo-experiments, one
with µs,true = 0 and the other µs,true = 200, both indicated by the blue dashed lines.
As described by Eq. (8.12), the 90% CL intervals of these experiments are given by the
region where lnR(µs) ≥ lnR90%

crit (µs), so [µ90%
s,low, µ

90%
s,up]=[0,69] in the case of µs,true = 0 and

[µ90%
s,low, µ

90%
s,up]=[146,291] for µs,true = 200. Note that in the example of µs,true = 200 the

best fit value (the value which maximizes the likelihood), µ̂k, does not exactly correspond
to its simulated value, but the 90% CL interval contains the true value.

4a maximum of 400 signal muons in the final sample is thus considered.
5This form of Wilks theorem is for the case of no assumed physical boundary of the scanned parameter,

in this case µs. When a boundary is imposed, dedicated methods exist to deal with this boundary [177].
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Figure 8.5: Output of the procedure described in the text, resulting in a − lnR(µs) as a
function of the simulated amount of signal µs. The solid red line indicates the critical value
lnR0.9

crit(µs) at 90% confidence level and the dashed red line shows the χ2 approximation. The
output of two example pseudo-experiments, one with µs,true = 0 and the other µs,true = 200,
are indicated by the blue dashed lines. This figure is made using the final samples of the LowE
analysis, using the zenith angle distribution of neutrinos from 50 GeV WIMPs annihilating into
τ+τ− as signal PDF and the smoothened zenith angle distribution of the simulated atmospheric
background as background PDF.

As mentioned before, µ̄90 is defined as the 90% CL median upper-limit on the number
of signal events in a background only scenario. This is thus given by the median value
of the upper endpoint of the confidence interval, µ90%

s,up in Eq. (8.12), of 10000 pseudo-
experiments, generated with µs,true = 0. The resulting lower and upper endpoints of
the confidence intervals of the 10000 background-only pseudo-experiments, are shown
in Fig. 8.6. In this plot, the blue and the red histograms show the distributions of
respectively the lower endpoint, µ90%

s,low, and the upper endpoint, µ90%
s,up. The vertical

solid line represents the value of µ̄90%
s , and the dashed lines indicate the one standard

deviations (statistical) uncertainties on µ̄90%
s .

The 90% CL median upper-limit on the number of signal events in a background
only scenario, µ̄90%, of the final LowE sample, for the 50 GeV WIMPs annihilating into
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τ+τ− signal scenario, in the final IC86-I sample (311 days), is expected to be

µ̄90% = 65+41
−33 events, (8.14)

Figure 8.6: Distributions of the lower (blue) and upper (red) endpoints of the 90% CL intervals
of [µ90%

s,low, µ
90%
s,up] of 10000 background-only pseudo-experiments. This output is calculated for the

final LowE sample, with the zenith angle distribution of neutrinos from 50 GeV WIMPs
annihilating into τ+τ− as signal PDF and the smoothened zenith angle distribution of the
simulated atmospheric background as background PDF, for one year of IceCube data. The
vertical lines indicate the 90% CL median upper-limit on the number of signal events in a
background only scenario, µ̄90% (solid line), and its 68% standard deviations (dashed lines).

8.3 Sensitivity

With the above information, the sensitivity of the analysis can be calculated. As men-
tioned at the beginning of the previous section, the cut value on the BDT score is chosen
such that it minimizes the value of the volumetric flux in the background-only scenario,
Γ̄90%
ν→µ, given by Eq. (8.7).

In Fig. 8.7a and 8.7b the value of Γ̄90%
ν→µ as a function of the value of the cut on

the BDT scores are shown for the LowE sample and the HighE sample respectively.
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In Fig. 8.7a, two distributions are shown, showing the effect of the scale factors in the
LowE analysis on the sensitivity. In the lower (red) distribution, no rescalings (see
Section 7.7.4) have been taken into account for the background or the signal samples,
while in the upper (gray) distribution, the rescaling factors of Table 7.9 were used for the
background, and a rescaling of 0.68 was used for the signal. As in the present analysis,
the rescaling factor of the background atmospheric muon neutrinos is assigned to the lack
of coincident muon events, a similar scaling factor should indeed be introduced for the
signal muon neutrinos. The same would be true in the case that the factor would be due
to wrongly simulated detector effects, which would affect the signal-induced neutrinos in
a similar way as the atmospheric neutrinos. If, on the other hand, the rescaling of the
background atmospheric muon neutrinos is coming from a wrong normalization of the
assumed flux model, no rescaling is needed for the signal-induced muon neutrinos. Note
that the rescaling of the signal corresponds linearly to a rescaling of the effective volume,
Veff, which is inversely proportional with the resulting sensitivity of Γν→µ (Eq. 8.7).
Assuming a rescaling of 0.68 for the signal is thus the most conservative case, so this
scaling factor will be used in the calculation of the sensitivities and results (Chapter 9)
of the LowE sample.

As can be seen from those plots, the minima are not really explicit, but in both cases
there is a region in which the cut is optimal.

For the LowE sample, this region is between 0.23 and 0.35, independent of whether
or not the samples are rescaled, hence the rescaling has no effect on the choice of the
cut value. The sudden jumps in the distribution are due to the removal of simulated
atmospheric muon events with high weights. For high cut values on the BDT score
(>0.35), only very few events are left in the samples, so those results might be sensitive
to statistical fluctuations.

For the HighE sample, the optimal cut value lies in the range between 0.14 and 0.20.

To have a final sample with high enough statistics, the low energy sample is cut in
the middle of the region of the minima, hence at a BDT score value of 0.28, whereas the
cut on the high energy sample was selected at the true minimum of the distribution, thus
at 0.16.

Now that the cut values are fixed, the Γ̄90%
ν→µ factor can be calculated for a range of

different WIMP masses and channels, for both the low and the high energy samples. The
mass range which is scanned is 10 GeV-10 TeV, as this is where the analyses described
in this work have sensitivity. The calculation is performed for the most (hard) and least
(soft) energetic neutrino spectrum (at generation level) for each of these masses. The
softest spectrum is given by 100% annihilation into bb̄ and the hardest spectrum is given
by 100% annihilation into W+W− if mχ > mW and 100% annihilation into τ+τ− in the
other cases. As an example, the neutrino spectra of 50 GeV WIMPs, of the soft channel
(χχ → bb̄) and the hard channel (χχ → τ+τ−) were shown respectively in Fig. 3.2 and
Fig. 3.3. Other choices of branching ratios are expected to have intermediate energy
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spectra and would thus provide intermediate sensitivities.

Fig. 8.8a shows the resulting sensitivities Γ̄90%
ν→µ as a function of the WIMP mass of

the LowE analysis and the HighE analysis. For the calculation of the sensitivities of the
LowE analysis, the rescaling factors are applied to the background simulation sets, and
a rescaling of 0.68 is applied to the signal-induced neutrinos, by rescaling the effective
volume by this factor of 0.68, as was done in the previous chapter in Tables 7.10 and 7.12
and Fig. 7.32. The resulting values of µ̄90%

s (extrapolated to a full year of data), Veff and
Γ̄90%
ν→µ of the LowE analysis for the considered WIMP models are presented in Table 8.1.

As expected, the low energy sample yields a better sensitivity for low mass WIMP
models, while the high energy analysis gets more sensitive for masses of 250 GeV and
higher. Finally, the analysis with the best sensitivity at each WIMP model is selected,
as shown in Fig. 8.8b.

In a next step, the full IC86-I data sample is analyzed for the presence of a WIMP
signal, as described in the next chapter, Chapter 9.

158



8.3. SENSITIVITY

(a)

(b)

Figure 8.7: Γ̄90%
ν→µ sensitivity (dots), as a function of the value of the cut on the BDT scores

are shown for the LowE (a) sample and the HighE (b) sample. In panel (a), the sensitivity
is calculated with (gray) and without (red) rescaling, the one standard deviation (statistical)
uncertainty is indicated by the shaded regions.
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Table 8.1: µ̄90%
s , Veff and Γ90%

ν→µ of the LowE analysis for different WIMP models.

WIMP model µ̄90% Veff Γ̄90%
ν→µ

(events/yr) (km3) (events/km3/yr)

mχ = 10 GeV χχ→ τ+τ− 532+330
−268 4.5× 10−4 1.17+0.73

−0.59 × 106

mχ = 20 GeV χχ→ τ+τ− 232+145
−120 1.5× 10−3 1.54+0.96

−0.80 × 105

mχ = 35 GeV
χχ→ τ+τ− 104+64

−53 3.5× 10−3 3.00+1.83
−1.52 × 104

χχ→ bb̄ 310+197
−158 0.7× 10−3 4.56+2.89

−2.32 × 105

mχ = 50 GeV
χχ→ τ+τ− 77+48

−40 5.8× 10−3 1.33+0.83
−0.68 × 104

χχ→ bb̄ 127+80
−64 1.5× 10−3 8.55+5.40

−4.32 × 104

mχ = 100 GeV
χχ→W+W− 52+32

−26 2.1× 10−2 2.42+1.50
−1.23 × 103

χχ→ bb̄ 65+41
−33 6.6× 10−3 9.77+6.17

−4.98 × 103

mχ = 250 GeV
χχ→W+W− 42+26

−21 3.3× 10−2 1.29+0.80
−0.67 × 103

χχ→ bb̄ 47+29
−24 2.1× 10−2 2.20+1.35

−1.13 × 103

mχ = 500 GeV
χχ→W+W− 38+24

−19 2.6× 10−2 1.49+0.93
−0.75 × 103

χχ→ bb̄ 42+26
−22 2.8× 10−2 1.49+0.93

−0.77 × 103

mχ = 1 TeV
χχ→W+W− 34+22

−18 1.8× 10−2 1.86+1.18
−0.96 × 103

χχ→ bb̄ 40+25
−20 3.1× 10−2 1.30+0.82

−0.66 × 103

mχ = 3 TeV
χχ→W+W− 32+20

−16 1.4× 10−2 2.24+1.41
−1.16 × 103

χχ→ bb̄ 36+23
−18 2.4× 10−2 1.52+0.96

−0.78 × 103

mχ = 5 TeV
χχ→W+W− 30+18

−15 1.5× 10−2 2.00+1.25
−1.04 × 103

χχ→ bb̄ 35+22
−18 2.2× 10−2 1.57+0.98

−0.82 × 103
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(a)

(b)

Figure 8.8: Γ̄90%
ν→µ as a function of the WIMP mass of the LowE analysis (gray and green lines)

and the HighE analysis (blue and brown lines). In the top panel, the sensitivities of the analyses
are shown individually on the soft channel (LowE : green, highE : brown) and on the hard
channel (LowE : gray, highE : blue). The bottom panel shows the combined sensitivities on
the soft channel (green) and on the hard channel (gray). The shaded regions indicate the one
standard deviation uncertainty on the sensitivity. These sensitivities and their uncertainties are
calculated without including systematic uncertainties.
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Summary

In this chapter, the sensitivities of the analyses described in this work were calculated. In
the present analysis, the sensitivity is defined as the median upper-limit at 90% confidence
level of the volumetric flux in a background-only scenario, Γ̄90%

ν→µ.
The calculation of the sensitivities were based on the reconstructed zenith angle

distributions, θ, of the simulated signal and background events, which were used as
Probability Density Functions in a shape analysis. As these PDFs should be smooth,
the background sample of the LowE analysis was smoothened using a Kernel Density
Estimator algorithm.

The smooth PDFs were then used to calculate the volumetric flux, Γν→µ, which
depends on the final sample and thus on the cut on the BDT score described in the
previous chapter. The cuts on the BDT scores were chosen such that they minimized
Γ̄90%
ν→µ, to optimize the sensitivities.
The sensitivities of both the LowE and HighE analysis were then calculated for

different WIMP masses in the range 10 GeV-10 TeV, and were combined by selecting the
analysis with the best sensitivity at each mass.
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However beautiful the strategy, you should occasion-
ally look at the results.

Winston Churchill

9
Measurement of the WIMP annihilation rate and

related physical quantities

After having defined the event selection procedure and the signal search method in the
two previous chapters, the zenith distribution of the complete IC86-I dataset can be
analyzed to see if there is an excess from the direction of the center of the Earth. The
excess is defined with respect to the expected atmospheric background, which is obtained
from simulated data.

Before comparing the experimental data with the background simulation, the uncer-
tainties on the latter distributions need to be studied, as presented in Section 9.1. The
data are then compared to the simulated background, as presented in Section 9.2. All
data are in agreement with the background expectation within one standard deviation
uncertainty.

Finally, upper-limits on the WIMP annihilation rate and related physical quantities
are calculated and compared with the upper-limits set by other experiments, as presented
in Section 9.3.

Throughout this chapter, the LowE part of the analysis will be handled in more
detail than the HighE part, as the latter part was not the main work of the author of
this thesis.
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9.1 Systematic Uncertainties

Several sources of systematic uncertainties need to be taken into account, some of which
act both on the signal and the background samples, while others just need to be consid-
ered in one of both samples.

A first class of uncertainties, acting in a similar way on both the signal and the
background, are detector effects. These consist of limitations in the detector simulation
and uncertainties in the detector calibration.

The second class of the systematic uncertainties are parametrization uncertainties on
particle fluxes, cross-sections and neutrino properties. These effects will be different for
the signal neutrinos and the background events.

A last class of systematics that needs to be considered are non-simulated coincident
events in the atmospheric neutrino samples and the WIMP-induced signal neutrinos.
As this is a lack of simulation of real physics, this is a systematic error rather than a
systematic uncertainty.

All three classes will affect the simulated zenith angle distributions and need to be
taken into account in the shape analysis which was described in Section 8.2. An overview
of the values of the systematic uncertainties which apply for the final LowE sample is
given in Table 9.1.

Detection uncertainties

These uncertainties include the actual DOM sensitivity (Section 4.3), the optical
properties of the glacial ice and the propagation of the Cherenkov photons through
the medium (Section 4.2). They affect all the different simulations, be it atmospheric
muons, muons (and other leptons) induced by atmospheric neutrinos or muons (and other
leptons) from WIMP-induced neutrinos.

The baseline atmospheric νµ data used in this study, are not rescaled (see Sec-
tion 7.7.4). This is because the simulation sets used for the study were simulated in
the same way as the baseline set, except that some particular parameters were varied.
All the obtained values discussed, below and presented in Table 9.1, are thus w.r.t. the
unscaled baseline set.

To estimate the dependence of the simulated zenith angle distributions on the DOM
sensitivity, this sensitivity was varied with an overall shift of ±10% around its baseline
value. This 10 % variation corresponds to the actual uncertainty on the DOM efficiency.
Varying the sensitivity with ±10% has a ±10% effect on the event rate, as illustrated
by the yellow band in Fig. 9.1, in which the rate of atmospheric neutrinos with energies
below 190 GeV (GENIE) is shown as a function of the reconstructed zenith angle.

There are different sources of uncertainty in modeling the ice and the propagation
of Cherenkov photons in it. The uncertainties on the optical properties of the ice were
estimated in several ways. As described in Section 4.2, the baseline ice model that
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was used in this analysis was Spice-Mie. In that same section, an updated ice model,
Spice-Lea, was described. Recall that the Spice-Lea ice model includes an azimuthal
dependence of the light propagation properties, which is not included in the Spice-Mie
ice model.

When considering the Spice-Lea ice-model, the expected event rate is roughly 10%
lower than in the case of Spice Mie as shown by the red distribution in Fig. 9.1. Another
effect comes from the diameter of the hole ice, which was also mentioned in Section 4.2.
The effect of the variation of the hole ice is adopted from the detailed study in [97],
where it was shown that varying the radius of the hole ice from 0 cm to 100 cm has a
±10% effect on the event rates. The last considered detection uncertainty is given by
the absorption and scattering coefficients of the photons in ice. The values for these
uncertainties have been adopted from another, similar analysis [33], where a ±10% effect
on the event rate was reported.

These detector uncertainties need to be considered for all different simulated data
types, atmospheric muons, atmospheric neutrinos and WIMP-induced neutrinos.

Concerning the atmospheric muons, the detector uncertainties are the only effects
which are considered as systematic uncertainties. As mentioned in the previous chapter,
the final event sample of the LowE analysis, only has very few (37) CORSIKA events
left, and the sensitivity was calculated by smoothening the atmospheric muon events with
the KDE method. In what follows, the contribution of the CORSIKA events to the total
background zenith distribution is also estimated by smoothening the CORSIKA events,
as presented in Figs. 9.4a and 9.4b. The total uncertainty on this smooth distribution
is calculated by summing the mean of the statistical uncertainty of each bin with a
systematic uncertainty of 20% (see Table 9.1) in quadrature, as shown in Eq. (9.1).

Physics uncertainties

Contrary to the detection uncertainties, physics uncertainties only apply for a cer-
tain type of events, so there are different effects for atmospheric neutrinos, atmospheric
muons and WIMP-induced signal neutrinos. For the atmospheric muons, no physical
uncertainties are considered.

The first uncertainty comes from the absolute scale of the atmospheric muon-neutrino
flux. According to [97], this absolute scale of the atmospheric muon-neutrino flux has
been measured to an accuracy of roughly 30%, in the energy range between 10 GeV and
100 GeV, which is the dominating range in the LowE sample. An uncertainty of 30%
on the atmospheric neutrino event rate is thus assumed.

In [33] the uncertainties on the ν-nucleon cross-sections σν−N and on the neutrino
oscillation parameters were studied and were estimated to have an overall effect on the
neutrino event rate of the order of 6% each. This effect depends of course on the energy
of the neutrino, but the 6% value is conservatively considered as a global uncertainty on
the neutrino event rate in the present analysis. These uncertainties apply for both the
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atmospheric neutrinos and the signal neutrinos.

As explained in Section 2.4, there is an uncertainty on the velocity distribution of the
WIMPs in the galaxy, which has a direct impact on the capture rate of the WIMPs in
the Earth and thus on the expected neutrino flux. This type of theoretical uncertainty is
not taken into account in this work, and the results presented below are for a standard
velocity distribution, which is shown in Fig. 2.5.

Figure 9.1: The distribution of the reconstructed zenith angles of the simulated atmospheric
νµ events in the final LowE sample. The magenta distribution shows the atmospheric νµ event
rate for the baseline (GENIE) dataset used in the present analysis, the yellow area indicate
the effect on the atmospheric νµ event rate when varying the DOM sensitivity with ±10%, the
red distribution shows the expected atmospheric νµ event rate when using the SPICE-Lea ice
model and the green distribution shows the expected atmospheric νµ event rate when considering
coincident atmospheric muons.

Unsimulated coincident events
As discussed in Section 7.7.3 and Section 5.1.2, about 10% of the events triggered

by IceCube are coincident events. This effect is bigger for low energy event samples,
as IceCube is measuring more of these low-energy events (the atmospheric neutrino flux
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decreases steeply with increasing energies, as shown in Fig. 4.14.). Coincident events
were not included in the neutrino simulation samples (both atmospheric and signal) that
were used for this analysis, because no correct, reviewed coincident baseline samples are
existing for IC86-I. Recently, simulated atmospheric neutrino samples including coinci-
dent muon events have been created, but the results of those are still preliminary, as the
samples still have to be tested in more detail. These preliminary samples are used here
to get an idea of the effect that atmospheric coincident muons might have.

The green distribution in Fig. 9.1 shows the effect on the reconstructed zenith dis-
tribution. This distribution shows that the event rate of the atmospheric νµ in the low
energy sample of this analysis is lowered by 20-30% when coincident atmospheric are
considered. A more detailed study on this subject is presented in Appendix B. Coinci-
dent muons were only simulated in the atmospheric muon simulation (CORSIKA), but
not in the atmospheric neutrino simulation, nor in the signal neutrino simulation.

The total systematic uncertainty for each simulation sample, is then estimated by
adding all of the above effects in quadrature. The total uncertainties, as well as an
overview of the individual uncertainties, are given in Table 9.1.

Table 9.1: Relative systematic uncertainties on the event rates, for all the considered effects,
and the total systematic uncertainties for each simulated dataset for the Final LowE sample.

Uncertainty class Source Relative uncertainty Affected simulation

Detector
uncertainties

DOM sensitivity ±10% atmospheric µ,
atmospheric ν,

signal ν

ice-model −10%
hole ice ±10%

γ propagation in ice ±10%

Physics
uncertainties

νatm flux ±30% atmospheric ν
ν oscillations ±6% atmospheric, ν

signal νσν−N ±6%

Unsimulated coincident events −30% atmospheric ν, signal ν

Total systematic uncertainty : σsyst,tot
+17%− 20% atmospheric µ
+19%− 37% signal ν
+36%− 48% atmospheric ν

As mentioned above, the values presented in Table 9.1 are w.r.t. the unscaled baseline
datasets. In the LowE part of the analysis, the datasets were rescaled, such that the
simulated background matches the burnsample data in a signal-free region, as discussed
in Section 7.7.4. The main effect of this rescaling was in the atmospheric νµ sample,
which was rescaled by a factor ωνµ = 0.68. In Fig. 9.2, the zenith angle distributions for
the rescaled (solid magenta line) and non-rescaled (dashed magenta line) baseline atmo-
spheric νµ (GENIE) dataset are shown, together with the distribution of the atmospheric
νµ dataset which contains coincident atmospheric muon events (solid green line). This
figure shows that there is a good agreement (within uncertainties) between the rescaled
baseline dataset and the dataset containing coincident atmospheric muons.
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Figure 9.2: The distribution of the reconstructed zenith of the simulated atmospheric νµ event
for the rescaled (solid magenta line) and non-rescaled (dashed-magenta line) baseline dataset
used in the present analysis. The green distribution shows the expected atmospheric νµ event
rate when considering coincident atmospheric muons.

As was mentioned before, the absence of coincident atmospheric muons in the baseline
atmospheric neutrino simulation is thus a plausible explanation for the mismatch between
the experimental data and the atmospheric neutrino simulation. As the neutrino datasets
containing coincident events have not been reviewed and approved by the collaboration,
the datasets with the coincident muons are not used in the background PDFs in the
likelihood fit described in Chapter 8, but it justifies the introduced reweighting factor.
A more detailed study on this subject is presented in Appendix B.

The rescaling factor is included in the systematic uncertainties on the muon neutrinos
by scaling down the atmospheric νµ with the fitted scaling factor ωνµ = 0.68, and then
assuming an upwards uncertainty of 47% (=1/0.68) on the atmospheric νµ event rate
calculated from the rescaled baseline set. As this 47% is already a large uncertainty, which
is comparable in size to the total upwards systematic uncertainty on the atmospheric νµ
rate (see Table 9.1), it is considered that this value covers all the systematic uncertainties.
The downwards systematic uncertainty on the atmospheric νµ rate is considered to be
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37%, to take into account all the systematic uncertainties listed in Table 9.1, except the
uncertainty coming from the unsimulated coincident events.

The systematic uncertainties are then added to the statistical uncertainties in quadra-
ture to get the total uncertainty on the distribution

σtot =
√
σ2
syst,tot + σ2

stat. (9.1)

The total uncertainty is then taken into account in the shape analysis, which was ex-
plained in Section 8.2. As explained in that section, the pseudo-experiments are sampled
according to the signal and background PDFs. To include the uncertainty in the calcula-
tion, the height of these PDFs is smeared with a gaussian with a width that corresponds
to the uncertainty. This method is based on the method described by Conrad et al, who
worked this out for the case of a cut-and-count approach in [178].

The effect of the value of the assumed uncertainty on the sensitivity of the LowE
sample, is shown in Fig. 9.3.

For the HighE sample, no in-depth study on the systematic uncertainties has been
done yet. The assumed values for this sample are based on the obtained values of the
systematic uncertainties of the LowE, and on the uncertainties quoted in [33], and are
summarized in Table 9.2. Note that the uncertainty of coincident events is not considered
for the HighE sample. This is because for this sample, no rescaling was needed, so the
effect of the coincident events is probably much smaller than for the LowE sample.

The preliminary values of Table 9.2 will be used in the remainder of this chapter,
for the calculation of the sensitivities and upper-limits set by the HighE part of the
analysis.

Table 9.2: Relative systematic uncertainties on the event rates, for all the considered effects,
and the total systematic uncertainties for each simulated dataset for the Final HighE sample.
These values are preliminary, as an in-depth study still needs to be done.

Uncertainty class Source Relative uncertainty Affected simulation

Detector
uncertainties

DOM sensitivity ±10% atmospheric µ,
atmospheric ν,

signal ν

ice-model −10%
hole ice ±10%

γ propagation in ice ±5%

Physics
uncertainties

νatm flux ±30% atmospheric ν
σν−N ±3% atmospheric, ν signal ν

Total systematic uncertainty : σsyst,tot
+15%− 18% atmospheric µ
+15%− 18% signal ν
+34%− 35% atmospheric ν
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Figure 9.3: Effect of the value of the assumed uncertainty on the sensitivity. In this figure,
the values of the sensitivity on Γν→µ for 50 GeV WIMPs annihilating into τ+τ− are calculated
for the LowE sample. The gray points (with one standard deviation uncertainties indicated
by the gray region) indicate the sensitivities in the case of rescaling, and the red points (with
one standard deviation uncertainties indicated by the red region) are calculated assuming no
rescaling.
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9.2 The Unblinded Zenith Angle Distributions

Up to this point, only the burnsample (10% of the experimental data) was used in the
event selection part (Chapter 7). This was done to check the simulated background
samples. The sensitivities were calculated using simulations (Chapter 8). After approval
of this analysis by the IceCube Collaboration, the full IC86-I sample was unblinded.
The zenith distribution of this unblinded IC86-I data sample can now be compared to the
simulated background distribution, to check for an excess from the direction of the center
of the Earth. The full IC86-I sample has a livetime, tlive, of 28253988 s (or 327 days),
and from this sample the part of the burnsample that was used for the BDT training
(half of the burnsample, or roughly 5% of the total set) is removed, resulting in a final
sample with a livetime of 26883324 s or roughly 311 days.

The final zenith angle distributions of the LowE and HighE samples are shown
respectively in Fig. 9.4 and Fig. 9.5. In the top panels in these figures, only the statistical
uncertainty of the simulated background samples is considered, while in the bottom
panels, also the systematic uncertainties on the simulated background samples, discussed
in Section 9.1, are taken into account.

As can be seen from these plots, both the LowE and HighE final unblinded samples
are in agreement with the simulated background samples within less than one standard
deviation, over the whole zenith range, when considering the systematic uncertainties.

The shape analysis, described in Section 8.2, is then performed on the zenith distri-
bution of the unblinded data sample, and the resulting best fit for the amount of signals
in the final sample, µ̂90%

s , is compared to the median upper-limit on this quantity µ̄90%
s .

This is repeated for all considered WIMP models (masses and channels). As described in
the previous chapter, the mass range which is scanned is 10 GeV-10 TeV and the shape
analysis is done for the hardest (100% annihilation into W+W− if mχ > mW and 100%
annihilation into τ+τ− for the other cases) and softest (100% annihilation into bb̄) energy
spectrum for each of these masses.

The total uncertainty which is taken into account on the PDFs in the likelihood cal-
culation, is 40% for the LowE sample and 35% for the HighE sample. This assumed
value of the uncertainty corresponds to the (conservatively rounded) mean total uncer-
tainty on the total atmospheric background in each bin. All values presented below (in
the tables and in the figures) are thus calculated assuming this 40%. Considering these
uncertainties in the shape analysis scales up the sensitivities and the limits by roughly
30% for the LowE sample and roughly 25% for the HighE sample, as can be seen in
Fig. 9.3.

It is found that for each model, the result of the fit, µ̂90%
s , is in agreement with

the background-only scenario, µ̄90%
s , within two standard deviations, and most of the

models even within one standard deviation uncertainty. The results of the LowE sample
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are presented in Fig. 9.6 and Table 9.3. Note that the quantities are presented as the
limits on the amount of signal events per year, µ̄90%

s /tlive, hence they were obtained
by extrapolation of the livetime of the final sample (tlive = 311 days) to a full year
(tlive = 365 days). The results of the HighE sample are not presented in detail here, but
are included in Figs. 9.7 till 9.11.

Table 9.3: µ̄90%
s , µ̂90%

s , Γ̄90%
ν→µ and Γ̂90%

ν→µ of the LowE analysis for different WIMP models,
assuming an uncertainty of 40% on the signal and background PDFs in the likelihood fit.

WIMP model µ̄90%
s µ̂90%

s Γ̄90%
ν→µ Γ̂90%

ν→µ
(events/yr) (events/yr) (events/km3/yr) (events/km3/yr)

mχ = 10 GeV χχ→ τ+τ− 657+326
−359 586 1.45+0.72

−0.79 × 106 1.29× 106

mχ = 20 GeV χχ→ τ+τ− 308+287
−182 209 2.04+1.90

−1.21 × 105 1.39× 105

mχ = 35 GeV
χχ→ τ+τ− 135+129

−78 202 3.89+3.71
−2.25 × 104 5.81× 104

χχ→ bb̄ 415+272
−242 405 6.10+4.01

−3.56 × 105 5.59× 105

mχ = 50 GeV
χχ→ τ+τ− 100+98

−57 189 1.71+1.68
−0.98 × 104 3.25× 104

χχ→ bb̄ 167+160
−95 253 1.12+1.08

−0.64 × 105 1.71× 104

mχ = 100 GeV
χχ→W+W− 67+64

−39 148 3.16+3.00
−1.83 × 103 6.96× 103

χχ→ bb̄ 85+79
−49 172 1.28+1.20

−0.75 × 104 2.60× 104

mχ = 250 GeV
χχ→W+W− 55+52

−32 116 1.69+1.57
−0.97 × 103 3.53× 103

χχ→ bb̄ 61+56
−35 128 2.85+2.62

−1.63 × 103 5.99× 103

mχ = 500 GeV
χχ→W+W− 50+45

−29 96 1.94+1.77
−1.12 × 103 3.78× 103

χχ→ bb̄ 55+51
−32 111 1.94+1.79

−1.12 × 103 3.93× 103

mχ = 1 TeV
χχ→W+W− 44+40

−25 78 2.42+2.18
−1.40 × 103 4.28× 103

χχ→ bb̄ 51+48
−29 101 1.68+1.56

−0.96 × 103 3.32× 103

mχ = 3 TeV
χχ→W+W− 41+37

−24 70 2.92+2.66
−1.68 × 103 4.93× 103

χχ→ bb̄ 47+43
−27 87 1.99+1.82

−1.15 × 103 3.67× 103

mχ = 5 TeV
χχ→W+W− 39+35

−22 62 2.62+2.34
−1.51 × 103 4.15× 103

χχ→ bb̄ 46+42
−26 83 2.04+1.87

−1.18 × 103 3.71× 103
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(a)

(b)

Figure 9.4: Distributions of the reconstructed zenith angles of the final LowE samples. The
gray band represents the one standard deviation uncertainty on the background simulation,
calculated by only assuming the statistical uncertainties in the top panel, and also the systematic
uncertainties in the bottom panel.
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(a)

(b)

Figure 9.5: Distributions of the reconstructed zenith angles of the final HighE samples. The
gray band represents the one standard deviation uncertainty on the background simulation,
calculated by only assuming the statistical uncertainties in the top panel, and also the systematic
uncertainties in the bottom panel.
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(a)

(b)

Figure 9.6: Sensitivities (dashed line) and 90% CL upper-limits (solid line) of the LowE analy-
sis on µ90%

s /tlive as a function of the WIMP mass, for the hard (top) and soft (bottom) annihila-
tion spectra. The shaded regions indicate the one (darker band) and two (lighter band) standard
deviation uncertainties on the sensitivity. These results have been calculated considering a 40%
uncertainty on the signal and background PDFs.
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9.3 Flux Limits

As no excess has been found, 90% CL upper-limits on the volumetric flux, Γν→µ, and
related physical quantities can be calculated. As discussed in Section 8.3, rescaling factors
(Section 7.7.4) are applied in the LowE analysis to calculate the sensitivities and the
limits. This is done by rescaling the background simulation sets according to the values
presented in Table 7.9 and rescaling the effective volume by a factor of 0.68, to account
for the rescaling of the signal.

In the figures which are presented below, the sensitivities and limits, respectively in-
dicated by the dashed lines and solid lines, are shown for the LowE and HighE analysis.
The shaded regions in the figures indicate the one standard deviation uncertainties on
the sensitivities.

9.3.1 Upper-Limit on the Volumetric Flux

First, an upper-limit on the volumetric flux, Γν→µ, is calculated and compared to the
sensitivity. Recall that the volumetric flux is a quantity that represents how many signal-
induced neutrinos would convert into muons, µs, in a detector with a livetime tlive and
an effective volume Veff,

Γν→µ =
µs

tlive × Veff
. (9.2)

Both the HighE and LowE event selections were optimized to minimize this quantity.
The 90% CL upper-limit on the volumetric fFlux, Γ90%

ν→µ, thus directly follows from
the limit on the number of signal events per year, µ̂90%

s /tlive, presented in Fig. 9.6 and
Table 9.3.

The 90% CL upper-limits of the LowE analysis and HighE analysis on Γν→µ as a
function of the WIMP model are shown in Fig. 9.7. An overview of the values obtained
for the LowE analysis is given in Table 9.3.

9.3.2 Upper-Limit on the Annihilation Rate

The upper-limit on Γν→µ can be converted to an upper-limit on the WIMP annihilation
rate in the center of the Earth ΓA, since [28]

Γν→µ =
ΓA

4πD2

∫ ∞
0

dEν · σνN (Eµ > Ethr|Eν) · ρN ·
∑
X

BX

(
dN

dEν

)
X

, (9.3)

where D is the distance between the WIMP population and the detector, hence the
radius of the Earth, σνN is the neutrino-nucleon cross-section, ρN is the nucleon density
at the detector, Ethr is the muon energy threshold of the simulation (this is 1 GeV in the
simulation), and BX is the branching ratio for the annihilation channel X with associated
neutrino spectrum

(
dN
dEν

)
X
.
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Figure 9.7: Sensitivities (dashed lines) and 90% CL upper-limits (solid lines) on Γν→µ as a
function of the WIMP mass of the LowE analysis (gray and green lines) and the HighE analysis
(blue and brown lines). The sensitivities and limits of the analyses are shown individually for
the soft channel (LowE : green, highE : brown) and for the hard channel (LowE : gray,
highE : blue). The shaded regions indicate the total one standard deviation uncertainty on
the sensitivity. For the calculation of all the presented curves, both systematic and statistical
uncertainties on the background and signal PDFs were taken into account.

The total neutrino spectrum dNν/dEν is given by(
dNν

dEν

)
=
∑
X

BX

(
dN

dEν

)
X

. (9.4)

This spectrum depends on theWIMPmass and composition. In this calculation, the same
WIMP models (masses and channels) as before, listed in e.g. Table 9.3, are considered.

The sensitivities, Γ̄A, and 90% CL upper-limits, Γ̂A, on ΓA as a function of the
WIMP model are presented in Fig. 9.8a and Table 9.4. The 90% CL upper-limits of
the LowE analysis and HighE analysis on ΓA as a function of the WIMP model are
shown in Fig. 9.8. In Fig. 9.8a, the results of the LowE analysis and HighE analysis are
shown individually. An overview of the values obtained for the LowE analysis is given
in Table 9.4.
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Note that the detector efficiency and energy threshold are taken into account in the
calculation of the annihilation rate, ΓA (Eq. (9.3)). Therefore, the upper-limits on the
annihilation rate of Earth WIMPs, can be directly compared to previously published
results. The most recent, still preliminary, limit comes from ANTARES [70], and prior
to this result, one has to go back to AMANDA analyses [71, 179]. As the ANTARES
limit is still preliminary, it is not included in Fig. 9.8b, but the results presented in [70]
indicate that the ANTARES Earth WIMP search, based on 5 years of data, has similar
sensitivities than the IC86-I (1 year) analysis presented in this thesis.

The combined result of the LowE and HighE analyses on the hard channel is shown
in Fig. 9.8b, where it is compared to the AMANDA limit [71, 179]. The presented
AMANDA limit is a combination of two analyses, of which one is optimized for low mass
(50 GeV<mχ<250 GeV) WIMPs and based on three years of data [179] and the other
analysis is optimized on a broad WIMP mass spectrum and used one year of data [71].
In the following figures, the AMANDA analysis with the best limit is picked for each
WIMP mass for comparison to the IC86-I result.

The 90% CL upper-limit of the present analysis is about an order of magnitude
lower than the AMANDA limit over the whole mass range, except for mχ = 100 GeV.
The smaller difference between the limits in this point is due to the combination of an
underfluctuation in the AMANDA result [179] and an overfluctuation in the IC86-I result
for this WIMP model.

9.3.3 Upper-Limit on the Muon Flux

Once the limit on the WIMP annihilation rate is known, the upper-limit on the muon
flux, caused by WIMP-induced neutrinos, can be calculated [28]

Φµ(Eµ > Ethr) =
ΓA

4πD2

∫ ∞
Ethr

dEµ
dNµ

dEµ
, (9.5)

where dNµ
dEµ

is the neutrino-induced muon energy spectrum at the detector, and Ethr is
the considered muon energy threshold. For the calculation of the presented limits, this
threshold is set to a “standard” value of Ethr = 1 GeV, such that the obtained results
can be compared to the upper-limits set by other experiments. Fig. 9.9a shows the
sensitivities and 90% CL upper-limits of the individual IC86-I analyses. An overview of
the values obtained for the LowE analysis is given in Table 9.4.

In Fig. 9.9b, the combined IC86-I results for the hard annihilation channel are pre-
sented, and again compared to the AMANDA 90% CL upper-limits.
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(a)

(b)

Figure 9.8: Sensitivities (dashed lines) and 90% CL upper-limits (solid lines) on ΓA as a func-
tion of the WIMP mass. In the top panel, the individual results of the LowE and HighE IC86-I
analyses are shown. The bottom panel shows the combined IC86-I results on the hard channel
and the most stringent 90% CL upper-limits set by AMANDA [71, 179] (dashed-dotted line).
For the calculation of all the presented curves, both systematic and statistical uncertainties on
the background and signal PDFs were taken into account.
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(a)

(b)

Figure 9.9: Sensitivities (dashed lines) and 90% CL upper-limits (solid lines) on Φµ as a func-
tion of the WIMP mass. In the top panel, the individual results of the LowE and HighE IC86-I
analyses are shown. The bottom panel shows the combined IC86-I results on the hard channel
and the most stringent 90% CL upper-limits set by AMANDA [71, 179] (dashed-dotted line).
For the calculation of all the presented curves, both systematic and statistical uncertainties on
the background and signal PDFs were taken into account.
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Table 9.4: Γ̄90%
A , Γ̂90%

A , Φ̄90%
µ and Φ̂90%

µ of the LowE analysis for different WIMP models,
assuming an uncertainty of 40% on the signal and background PDFs in the likelihood fit.

WIMP model Γ̄90%
A Γ̂90%

A Φ̄90%
µ Φ̂90%

µ

(ann./s) (ann./s) (events/km2/yr) (events/km2/yr)

mχ = 10 GeV χχ→ τ+τ− 3.38+1.68
−1.85 × 1016 3.01× 1016 1.73+0.86

−0.94 × 104 1.54× 104

mχ = 20 GeV χχ→ τ+τ− 1.33+1.24
−0.79 × 1015 0.90× 1015 5.26+4.89

−3.11 × 103 3.57× 103

mχ = 35 GeV
χχ→ τ+τ− 1.57+1.50

−0.91 × 1014 2.35× 1014 1.50+1.43
−0.87 × 103 2.52× 103

χχ→ bb̄ 4.16+2.73
−2.42 × 1016 4.05× 1016 8.92+5.86

−5.20 × 103 8.70× 103

mχ = 50 GeV
χχ→ τ+τ− 5.89+5.77

−3.39 × 1013 11.17× 1013 8.52+8.36
−4.90 × 102 16.17× 102

χχ→ bb̄ 5.19+4.98
−2.97 × 1015 7.88× 1015 2.54+2.43

−1.45 × 103 3.85× 103

mχ = 100 GeV
χχ→W+W− 1.47+1.40

−0.85 × 1013 3.25× 1013 3.68+3.50
−2.14 × 102 8.12× 102

χχ→ bb̄ 2.58+2.42
−1.51 × 1014 5.24× 1014 6.70+6.28

−3.90 × 102 13.59× 102

mχ = 250 GeV
χχ→W+W− 3.36+3.13

−1.93 × 1012 7.04× 1012 5.59+5.20
−3.22 × 102 11.72× 102

χχ→ bb̄ 2.00+1.84
−1.15 × 1013 4.22× 1013 3.47+3.19

−1.99 × 102 7.30× 102

mχ = 500 GeV
χχ→W+W− 1.98+1.81

−1.14 × 1012 3.85× 1012 1.23+1.13
−0.71 × 103 2.41× 103

χχ→ bb̄ 6.77+6.26
−3.90 × 1012 13.75× 1012 4.16+3.85

−2.40 × 102 8.45× 102

mχ = 1 TeV
χχ→W+W− 1.26+1.13

−0.73 × 1012 2.22× 1012 2.77+2.50
−1.61 × 103 4.90× 103

χχ→ bb̄ 3.17+2.94
−1.81 × 1012 6.25× 1012 6.19+5.74

−3.54 × 102 12.18× 102

mχ = 3 TeV
χχ→W+W− 5.31+4.84

−3.06 × 1011 8.98× 1011 7.38+6.73
−4.26 × 103 12.48× 103

χχ→ bb̄ 1.62+1.48
−0.94 × 1012 2.99× 1012 1.57+1.43

−0.91 × 103 2.89× 103

mχ = 5 TeV
χχ→W+W− 2.99+2.67

−1.73 × 1011 4.74× 1011 9.05+8.09
−5.23 × 103 14.34× 103

χχ→ bb̄ 1.19+1.09
−0.69 × 1012 2.16× 1012 2.18+2.00

−1.26 × 103 3.96× 103
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9.3.4 Upper-Limit on the Spin-Independent cross-section

The previously discussed quantities can only be compared with the results of Earth
WIMP searches performed by other neutrino detectors. To be able to compare these
results to other direct and indirect searches, an upper-limit on the WIMP-nucleon cross-
section should be calculated.

In Section 2.6, it was explained that the relation between the WIMP annihilation
rate, ΓA(t), and the WIMP capture, CC , at a time t, is given by

ΓA(t) =
1

2
CC tanh2

(
t
√
CCCA

)
, (9.6)

where CA is given by [28]

CA =
〈σAv〉 · (mχ/(10 GeV))3/2

2
√

8 · 1025 cm3
, (9.7)

with 〈σAv〉 the velocity-averaged self-annihilation cross-section.
The capture rate (CC) of WIMPs mainly depends on the WIMP-nucleon cross-section

σχ−N , the WIMP mass mχ and the mass and distribution of the elements in the Earth,
as described in detail in [28]. For capture in the Earth, the main contribution will thus
come from the spin-independent component σSIχ−N which is quadratically proportional to
the atomic mass of the elements in the Earth, i.e. to A2.

Contrary to the Sun, there is no equilibrium between WIMP capture and annihilation
in the Earth, as the effective capture volume of the Earth is too small for the establish-
ment of such an equilibrium over the lifetime of the Earth. Therefore the Earth WIMP
analysis is sensitive to both σSIχ−N and 〈σAv〉, which respectively determine the capture
and the annihilation rate. For a particular WIMP model (mass and channel) the 90%
confidence interval upper-limits on the WIMP annihilation rate, Γ̄90%

A , can be converted
to a bound in the CA − CC plane. This is obtained by scanning over a range of values
of 〈σAv〉 (and thus CA (Eq. 9.7)) and calculating CC through Eq. (9.6). The obtained
value of CC can then be translated to σSIχ−N [28], yielding a bound in the 〈σAv〉 − σSIχ−N
plane.

This is shown in Fig. 9.10, where the IC86-I Earth WIMP limit is plotted for 50 GeV
WIMPs annihilating into τ+τ− (black solid line) and 1 TeV WIMPs annihilating into
W+W− (green solid line). As a comparison, the limits of LUX, which are the current
best limits on σSIχ−N for the considered WIMP models (horizontal dashed lines), are
shown. Note that the LUX limits are independent of 〈σAv〉 as LUX is not sensitive to
this quantity.

As other experiments are in general only sensitive to 〈σAv〉 or σSIχ−N and the present
Earth WIMP analysis is sensitive to both these quantities, the results from our analysis
provide a natural bridge between the different dark matter experiments.
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Figure 9.10: 90% CL upper-limits in the 〈σAv〉−σSIχ−N plane for two WIMP models. The IC86-
I Earth WIMP limit is plotted for 50 GeV WIMPs annihilating into τ+τ− (black solid line)
and 1 TeV WIMPs annihilating into W+W− (green solid line). As a comparison, the limits of
LUX, which give the current best limits on σSIχ−N for these WIMP models (horizontal dashed
lines), are shown. The vertical red dashed line indicates the thermal annihilation cross-section
〈σAv〉 = 3 · 10−26cm3s−1.

To convert the limit on ΓA (Fig. 9.8b) to a limit on σSIχ−N , an assumption needs to
be made on the value of 〈σAv〉. As an example, the thermal annihilation cross-section
〈σAv〉 = 3 · 10−26cm3s−1 (indicated by the vertical dashed line in Fig. 9.10) is assumed.
The resulting 90% CL upper-limit on the spin-independent cross-section σSIχ−N of the
combined IC86-I analysis is shown in Fig. 9.11. This figure also includes the current
best results of direct detection experiments, as well as the preliminary results of the
5 year ANTARES Earth WIMP search and the most recent IceCube Solar WIMP
searches [138, 180] based on 3 years of IceCube data. The ANTARES limit in this
figure was adopted from [70], in which the preliminary result of an Earth WIMP search
based on 5 years of ANTARES data is presented. This ANTARES limit is roughly a

183



CHAPTER 9. MEASUREMENT OF THE WIMP ANNIHILATION RATE AND
RELATED PHYSICAL QUANTITIES

factor of 2-3 better than the IC86-I Earth WIMP analysis in the WIMP mass range
10 − 150 GeV. This is mainly due to the longer livetime of the considered data sample.
For WIMP masses above ∼150 GeV, the IceCube result is slightly better than the
ANTARES result.

Note that, under the considerations made above on 〈σAv〉, the analysis presented in
this thesis provides the best IceCube limits on σSIχ−N for WIMP masses around 50 GeV
and below 20 GeV, hence the IC86-I Earth WIMP analysis is complementary to the
IceCube Solar WIMP analyses.

The shape of the IC86-I Earth WIMP analysis 90% CL upper-limit, reflects the A2

dependence of σSIχ−N and thus on the capture of WIMPs in the Earth, which was also
demonstrated in Fig. 7.2.

Figure 9.11: 90% CL upper-limits on σSIχ−N as a function of the WIMP mass for several direct
and indirect detection experiments. In this figure, the IC86-I Earth WIMP limit, including
statistical and systematic uncertainties, is compared to the current best results of direct de-
tection experiments, set by CDMSlite [42] and LUX [36], as well as the preliminary results of
the most recent IceCube Solar WIMP searches [138, 180] and the preliminary result of the 5
year ANTARES Earth WIMP search [70].
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Summary

In this chapter, the reconstructed zenith angle distribution of the complete IC86-I data
set was compared to the background expectation. It was found that the distribution
of the experimental data agrees with the background-only scenario within one standard
deviation uncertainty over the whole zenith range.

The systematic uncertainties for the LowE sample were studied in detail, and were
calculated to be +47% − 37% for the rescaled atmospheric neutrino simulation, and
+17%− 20% for the atmospheric muons. The systematic uncertainties of the simulated
atmospheric muons and neutrinos in the HighE sample were calculated to be +15%−18%
and +34%− 35% respectively. In the likelihood analysis, a total uncertainty of 40% for
the LowE sample and 30% for the HighE sample, was considered.

As no signal was observed, 90% CL upper-limits were set on the volumetric flux,
Γν→µ, the Earth WIMP annihilation rate, ΓA, and the muon flux, Φµ, from WIMP-
induced neutrinos at the detector. The derived upper-limits were compared to the limits
set by Earth WIMP searches done with other neutrino telescopes, and were found to be
comparable to the upper-limits set by a similar analysis using five years of ANTARES
data and roughly a factor of ten better than the AMANDA Earth WIMP limits.

The limits were interpreted in the 〈σAv〉 - σSIχ−N phase space for hard annihilating
50 GeV and 1 TeV WIMPs. Contrary to other experiments, which in general are only
sensitive to one of these quantities, the Earth WIMP analysis is sensitive to both these
quantities, as there is no equilibrium between WIMP capture and annihilation in the
Earth.

Finally, a 90% CL upper-limit on the spin-independent cross-section was calculated,
assuming the thermal annihilation cross section 〈σAv〉 = 3 · 10−26cm3s−1. This limit was
compared to the limit set by the most recent IceCube Solar WIMP searches, and it was
found that the IC86-I Earth WIMP analysis provides better limits for WIMP masses
below 100 GeV. The current best direct detection limits on this quantity are however
still more than an order of magnitude better.
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Life is like riding a bycicle. To keep your balance, you
must keep moving.

Albert Einstein

10
Summary and Outlook

10.1 Summary

Understanding the nature of dark matter is one of the major challenges in modern physics.
Many effects caused by this mysterious matter have been seen, but until today, there is
no clear idea on what this dark matter is made of. The current best model to describe our
Universe, the Lambda Cold Dark Matter model, naturally incorporates a dark matter
component, which makes up about 27% of all the energy in the Universe and roughly
80% of all the matter.

In the most popular models, the dark matter is made up of particles, which are
stable, slowly moving (cold), heavy and only interact weakly and gravitationally with
ordinary baryonic matter. These particles are therefore calledWeakly Interacting Massive
Particles (WIMPs). An excellent candidate for the WIMP is the hypothetical neutralino,
the Lightest Supersymmetric Particle (LSP), arising in supersymmetric theories beyond
the Standard Model of particle physics.

A dense WIMP population is expected in the center of heavy celestial bodies such as
the Earth, which arises when dark matter particles from the galactic halo become bound
in the gravitational potential of the solar system as it passes through the galaxy. These
particles may then scatter weakly on nuclei in the Sun or Earth and loose energy, after
which they get trapped. Over time, this leads to an accumulation of dark matter in
the center of the celestial body. If the accumulated dark matter density reaches a high
enough value, it may self-annihilate, generating a flux of Standard Model particles which
is spectrally dependent on the annihilation channel and WIMP mass. A thick dark disc
in the Milky Way would enhance the WIMP capture in the Earth, which would lead to
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a higher neutrino flux than expected from the Standard Halo Model.

Neutrino telescopes are the only detectors which are able to observe these signals,
as neutrinos are the only Standard Model particles which can travel from the center
of the Earth to the detector, with a low probability to interact on their path. Only
few experiments have looked for an excess of neutrinos from WIMP annihilations in the
center of the Earth. The most recent (yet unpublished) limit comes from the ANTARES
neutrino telescope Prior to this result, one has to go back to AMANDA, the predecessor
of IceCube. The fact that there has not been a search for Earth WIMPs with IceCube,
together with the indication of the possible existence of a dark disc, and hence an expected
increase of the Earth WIMP-induced neutrino flux, were the main motivations to perform
the first search for Earth WIMP-induced neutrinos with the IceCube neutrino detector.

In this thesis, the first Earth WIMP search with IceCube was presented. In the
present analysis, the first year of data recorded with the full 86-string IceCube detector
was used.

The cleaned data sample has a livetime of 327 days and was measured between the
13th of May in 2011 and the 15th of May in 2012.

The main goal of the work presented in this thesis, was to search for the presence of
neutrinos induced by 50 GeV Earth WIMPs, annihilating to a τ+τ− pair. This WIMP
mass was chosen, as for this mass the WIMP capture in the Earth is most efficient, due
to the high Iron abundance in the Earth. To be sensitive to a wider range of WIMP
masses, a statistically independent analysis, optimized on 1 TeV WIMPs annihilating
into W+W−, was done in parallel by Isabelle Ansseau and Jan Lünemann.

Both analyses searched for an excess of neutrinos from the center of the Earth above
the expected atmospheric background, hence this was an indirect search for dark matter.

IceCube triggers on atmospheric particles and detector noise at a rate of roughly
4 kHz (O(1011)/year), while the expected WIMP-induced muon flux is at most at the
order of a few µHz (O(103)/km2/year). To reduce the overwhelming background, a
dedicated and sophisticated event selection was necessary.

Due to the zenith dependent acceptance of the detector, it was not possible to define
an off-source dataset for the Earth WIMP analysis. Therefore this analysis had to rely
on simulations to estimate the background and it was thus of great importance that
the simulation of the atmospheric muon and atmospheric neutrino data was correct. To
check if the background simulation was correctly describing the experimental data, 10%
of the data were used, and at each step of the event selection the simulated background
was compared to these data. A lot of effort went into the reduction of the disagreement
between data and the background simulation, here referred to as data-MC disagreement.

In a first step, the data rate is reduced from O(4) kHz to O(1) kHz by removing
obvious noise triggers and bad, low quality events. The “cleaned” data are then sent
to the data warehouse in Madison, where they are stored and reprocessed. Dedicated
analyses, such as the present analysis, start from this level, referred to as Level 2,
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onwards.
The Earth WIMP event selection process started by selecting online filters and re-

moving correlated detector noise clusters. The data rate was further reduced to roughly
3 Hz by applying linear cuts on the direction and starting point of the event. After this
step, the sample was split in two statistically independent data sets, based on the re-
constructed energy of the event. The data rate of each of the samples was consequently
further reduced in two independent event selections, a low energy event selection and
a high energy event selection, optimized for signal neutrinos from 50 GeV WIMPs and
1 TeV WIMPs respectively.

Both analyses made use of Boosted Decision Trees (BDT), which is a machine learning
technique that is designed to optimally separate signal from background by assigning a
score between -1 (background-like) and +1 (signal-like) to each event. Before training the
BDT, one has to be sure that the simulation is representing the experimental data in a
correct way. For this reason additional linear cuts were made prior to the BDT training
in order to get good agreement between data and simulation. While the low energy
optimization only used one single BDT, the high energy part used the Pull-Validation
method, in which 200 BDTs are trained and applied to each event. The cuts on the BDT
scores were selected such that the best sensitivities for the WIMP signals were achieved.
The final numbers in each sample are summarized in Table 10.1.

Table 10.1: Efficiencies in selecting the simulated signal (w.r.t. Level 2) and rates of the
simulated background and data events at Level 2 and at the final level.

# WIMP (%) Simulated Background (Hz) Data (Hz)
mχ = 50 GeV mχ = 1 TeV νatm µatm total

Level 2 100.0 100.0 27× 10−3 650 650 670
final lowE sample 15.6 - 0.20× 10−3 0.08× 10−3 0.28× 10−3 0.28× 10−3

final HighE sample - 17.0 0.46× 10−3 0.06× 10−3 0.52× 10−3 0.56× 10−3

After reducing the data samples to roughly O(104) events/year, the sensitivities of
the final samples for a contribution of muons from Earth-WIMP-induced neutrinos on
top of the atmospheric background, were calculated. As it was not possible to define an
off-source dataset, the background was calculated from simulated atmospheric muons and
neutrinos. In the present analysis, the sensitivity was defined as the median upper-limit
at 90% confidence level of the volumetric flux in a background-only scenario, Γ̄90%

ν→µ.
The calculation of the sensitivities was based on the reconstructed zenith angle distri-

butions, θ, of the simulated signal and background events, which were used as Probability
Density Functions (PDFs) in a shape analysis. The PDFs were then used to calculate
the volumetric flux, Γν→µ, which depends on the final sample and thus on the cut on the
BDT score. The cuts on the BDT scores were chosen such that they minimized Γ̄90%

ν→µ,
to optimize the sensitivities.

The sensitivities of both the LowE and HighE analysis were then calculated for
different WIMP masses in the range 10 GeV-10 TeV, and were combined by selecting the
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analysis with the best sensitivity at each mass.

In the final chapter, the reconstructed zenith angle distribution of the complete IC86-I
data set was compared to the background expectation. It was found that the distribution
of the experimental data agrees with the background-only scenario within one standard
deviation uncertainty over the whole zenith range.

The systematic uncertainties were studied, and were calculated to be of the order of
+50%− 37% for the rescaled atmospheric neutrino simulation. The main source of this
systematic uncertainty is caused by the non-simulation of coincident atmospheric muons
in the available atmospheric neutrino simulation. The effects of these coincident muons
were absorbed in a scaling factor which was applied to both the atmospheric neutrinos
as well as the signal neutrinos, and lead to a large systematic uncertainty.

Based on the studies of the systematic uncertainties on the atmospheric neutrinos, a
systematic uncertainty of 20% was assumed for the atmospheric muon background. In the
likelihood analysis, a total uncertainty of 40% was used, containing both the statistical
and the systematic uncertainty

As no signal was observed, 90% CL upper-limits were set on the volumetric flux,
the WIMP annihilation rate and the muon flux from WIMP-induced neutrinos at the
detector. The derived upper-limits were compared to the limits set by Earth WIMP
searches performed by other neutrino telescopes, and were found to be comparable to
the upper-limits set by a similar analysis using five years of ANTARES data and roughly
a factor of ten better than the AMANDA Earth WIMP limits.

The limits were interpreted in the 〈σAv〉 - σSIχ−N phase space for hard annihilating
50 GeV and 1 TeV WIMPs. Contrary to other experiments, which in general are only
sensitive to one of these quantities, the Earth WIMP analysis is sensitive to both these
quantities, as there is no equilibrium between WIMP capture and annihilation in the
Earth. This way, the obtained results from this analysis provide a natural bridge between
the different dark matter experiments.

Finally, 90% CL upper-limit on the spin-independent cross-section was calculated,
assuming the thermal annihilation cross section < σAv >= 3 · 10−26cm3s−1. This limit
was compared to the limit set by the most recent IceCube Solar WIMP searches, and it
was found that the IC86-I Earth WIMP analysis provides better limits for WIMP masses
around 50 GeV and is sensitive to WIMP masses down to 10 GeV, hence these analyses
are very complementary.

10.2 Outlook

The present analysis was the first Earth WIMP analysis with IceCube. Even though
this analysis gives very competing limits, there is still room for improvement.

The main improvement would come from better simulations of both the WIMP-
induced neutrinos and the atmospheric background muons and neutrinos. The WIMP-
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induced neutrino simulation as well as the atmospheric neutrino simulation should con-
tain coincident atmospheric muon events, as it became clear in this thesis, that these
coincident particles have a big impact on the final samples. Including coincident parti-
cles in the simulation, would give more correct results, and thus no need of rescaling and
a much lower systematic uncertainty on the final samples.

Another improvement would come from an accurate simulation of correlated detector
noise in the atmospheric muon sample. As this correlated noise was not well simulated,
there was a large data-MC disagreement in the low levels of the present analysis, mainly
in the LowE part of the analysis, where the noise has a high impact. Special efforts had
to be put in the reduction of this disagreement, and during this reduction, the signal rate
was also reduced, leading to a less efficient final sample.

Finally, this type of analysis needs more atmospheric muon statistics, as this analysis
has to rely on simulations to estimate the background. In the present analysis, special
methods were used to smoothen the simulated atmospheric muon distributions, but these
methods would not be necessary if more statistics would be available.

Improvements in the simulation would thus provide better sensitivities and limits, as
more signal could be kept in the event selection, and the systematic uncertainty would
be reduced.

The sensitivity of the present analysis would also improve, if more data were used.
This analysis is based on one year of IceCube data, but in the meanwhile, the full 86-
string IceCube detector already recorded over four years of data. The addition of more
years to the analysis would improve the sensitivity, and thus either point to a WIMP
signal, or improve the upper-limits.

Another point on which people can focus in the (near) future is the interpretation
of the results of the analysis presented in this thesis. It was discussed several times
that a dark disc would boost the expected muon flux. Hence, as the set limits are the
current best upper-limits on the Earth WIMP-induced muon flux, one can verify what
the consequences of these limits are on the features of a possible dark disc.
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A
Distributions of the Variables used in the BDT

The histograms in this appendix show the distributions of the variables used for the BDT
training in the LowE analysis (Section 7.7.4), before (a) and after (b) the BDT cut. In
each figure, 4 data samples are shown

• The IC86-I burnsample, i.e. 10% of the experimental data: red dots with error-bars.

• Atmospheric muons simulated with CORSIKA: blue histogram.

• The total sample of atmospheric neutrinos of all flavors simulated with NuGen and
GENIE (combined as described in Section 6.2.1), including oscillation effects in the
Earth: magenta histogram.

• Signal muon neutrinos, produced by 50 GeV WIMPs annihilating into τ τ̄ simulated
with WimpSim: green histogram.

The simulation of the atmospheric muons and atmospheric neutrinos are weighted such
that they represent the true rates in the detector, and can directly be compared to the
burnsample data. The distribution of the simulated signal is scaled up, in order to be
visible. So contrary to the other distributions, the absolute value of the bin heights have
no meaning in case of the signal.

The sum of the simulated atmospheric muons and neutrinos is shown as a gray band,
of which the width represents one standard deviation (statistical) uncertainty on that
sum. At the bottom of each histogram the ratio of the experimental data over the total
background simulation is shown, again with one standard deviation uncertainty.
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(a)

(b)

Figure A.1: zpattern distributions before (a) and after (b) the BDT cut.



(a)

(b)

Figure A.2: rfirst 5 hits distributions before (a) and after (b) the BDT cut.
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(a)

(b)

Figure A.3: σ(MuEx4MPE) distributions before (a) and after (b) the BDT cut.



(a)

(b)

Figure A.4: ztravel distributions before (a) and after (b) the BDT cut.
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(a)

(b)

Figure A.5: zfirst 5 hits distributions before (a) and after (b) the BDT cut.



(a)

(b)

Figure A.6: NHiveSplit events distributions before (a) and after (b) the BDT cut.
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(a)

(b)

Figure A.7: Smoothness distributions before (a) and after (b) the BDT cut.



(a)

(b)

Figure A.8: θLineFit distributions before (a) and after (b) the BDT cut.
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(a)

(b)

Figure A.9: vLineFit distributions before (a) and after (b) the BDT cut.



B
The effect of coincident events on the neutrino

flux

As described in Section 9.1 of Chapter 9 coincident events were missing in the baseline
neutrino simulation sets used in the presented analysis. Roughly 10% of all the events
detected by IceCube are coincident events. This factor increases when only the more
abundant low energetic events are considered as is the case in the work described in this
thesis.

In this appendix, the baseline atmospheric neutrino simulation sample (Genie) used
in this work is compared to a sample which was simulated (Genie) with the inclusion of
coincident events. The latter sample was not used as baseline in this work, as it has not
been reviewed and tested by the IceCube collaboration and could thus contain errors.
For this reason, the effect of coincident events is considered as a systematic error.

The true energy spectra after the online filter selection of the baseline set and the
coincident set are shown in Fig. B.1 in magenta and green respectively. Note that the
overall offset between the distributions is about 10 %, but is increasing with decreasing
energies.

Low energetic neutrinos only produce a small amount of light in the detector, so if
there is a coincident muon and the event is not properly split, the hit cleaning might
remove the hits produced by the neutrino and the reconstructions will give more weight
to the muon track and thus wrongly reconstruct the event as down-going. These events
are then removed in the online filter selection step (Section 7.3), causing the effect seen
in Fig. B.1.

The effect of coincident events gets even bigger after the Level 3 filter (Section 7.5.1),
yielding the distributions of the variables (defined in Chapter 7) shown in Fig. B.2. The
reason for this is the cut on the z-position of the reconstructed vertex of the event,
which removes more atmospheric neutrinos if coincident muons are present, as shown in
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Figure B.1: Distribution
of the true energy of the
atmospheric neutrinos
after the online filter
selection for the baseline
dataset (magenta) and
the dataset containing
coincident events (green).

Fig. B.2c. This effect can again be explained by the reconstruction giving more weight
to the muon track than to the low energetic atmospheric neutrino if these particles are
not split.

The final step of the low energy event selection was a cut on the BDT score distribu-
tion. In this distribution the experimental data were overestimated by a factor of roughly
1.5 (=1/0.7) in the neutrino dominated part of the distribution (high BDT scores), and
rescaling factors were introduced to get data-MC agreement (Section 7.7.4 of Chapter 7).
The inclusion of coincident events explains part of the offset. In Fig. B.3 the BDT score
distribution of the different data samples with (dashed) and without (solid) coincident
muons are shown. The data-MC ratios are calculated with the baseline neutrino datasets
in Fig. B.3a and with the coincident neutrino data sample in Fig. B.3b. The latter shows
a better data-MC agreement.

The reconstructed zenith angle distributions of the final samples also show a better
data-MC agreement if the coincident events are taken into account, as can be seen in
Fig. B.4 where the baseline dataset (without rescaling factors) is used for the atmospheric
neutrinos in Fig. B.4a and the coincident sample in Fig. B.4b.

To conclude, it is important that future IceCube simulations contain coincident muon
events.
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(a) (b)

(c) (d)

Figure B.2: Atmospheric neutrino distributions of the variables used for the Level 3 selection
for simulations with (green) and without (magenta) coincident atmospheric muons.



APPENDIX B. THE EFFECT OF COINCIDENT EVENTS ON THE NEUTRINO
FLUX

(a)

(b)

Figure B.3: BDT score distribution of the different data samples with (dashed) and without
(solid) coincident muons. The data-MC ratios are calculated with the baseline neutrino datasets
in (a) and with the coincident neutrino data sample in (b).



(a)

(b)

Figure B.4: Reconstructed (MuEx4SPE) zenith angle distribution of the different data sam-
ples without (a) and with (b) coincident muons.
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