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Abstract

Vacuum Transitions and Eternal Inflation

by

Matthew C. Johnson

In this thesis, we focus on aspects of inflation and eternal inflation arising in scalar field theories

coupled to gravity which possess a number of metastable states. Such theories contain instantons

that interpolate between the metastable potential minima, corresponding to the nucleation of

bubbles containing a new phase in a background of the old phase. In the first part of this

thesis, we describe the classical dynamics and quantum nucleation of vacuum bubbles. We

classify all possible spherically symmetric, thin-wall solutions with arbitrary interior and exterior

cosmological constant, and find that bubbles possessing a turning point are unstable to aspherical

perturbations. Next, we turn to the quantum nucleation of bubbles with zero mass. Focusing

on instantons interpolating between positive and negative energy minima, we find that there

exists a ”Great Divide” in the space of potentials, across which the lifetime of metastable states

differs drastically. Generalizing a semi-classical Hamiltonian formalism to treat the nucleation

of bubbles with nonzero mass, we show that a number of tunneling mechanisms can be unified in

the thin-wall limit, and directly compare their probabilities. In the second part of this thesis, we

discuss the measure problem in eternal inflation. We give a detailed analysis of the prospects for

making predictions in eternal inflation, and describe the existing probability measures and the

connections between them. We then show that all existing measures exhibit a number of rather

generic phenomena, for example strongly weighting vacua that can undergo rapid transitions

between eachother. It is argued that making predictions will require a measure that weights

histories as opposed to vacua, and we develop a formalism to addresses this. Finally, we assess



the prospects for observing collisions between vacuum bubbles in an eternally inflating universe.

Contrary to conventional wisdom, we find that under certain assumptions most positions inside

a bubble should have access to a large number of collision events. We calculate the expected

number and angular size distribution of such collisions on an observer’s “sky”, finding that for

typical observers the distribution is anisotropic and includes many bubbles, each of which will

affect the majority of the observer’s sky.
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Chapter 1

Introduction

In the absence of extremely fine tuned initial conditions and correlations over causally

disconnected parts of the early universe, the universe as we see it today cannot be explained by

the standard big bang cosmology. The theory of inflation [3] was introduced to explain some

of these long standing problems, and has subsequently become a key ingredient of the standard

cosmological model. Inflation postulates a period of super-accelerated expansion at some time

in the past of our universe. The standard lore posits that this epoch generically produces

an isotropic, homogenous, flat universe in which regions that are now causally disconnected

could at some time in the past have been in causal contact. It does all of this by stretching:

inhomogeneities and anisotropies are diluted, curvature is stretched flat, and causally connected

regions are stretched out to produce many causally disconnected regions.

The basic idea is simple, but its implementation has a surprisingly rich phenomenology.

Literally hundreds of models of inflation have been postulated. There is old inflation, new

inflation, open inflation, hybrid inflation, chaotic inflation, racetrack inflation....the list goes

on and on. All of these models share some very basic characteristics, most importantly that

somehow a region of space finds itself with an equation of state in which the pressure is negative,

1



and equal in magnitude to the energy density. This negative pressure (which can be caused by

the vacuum expectation value of a scalar field, a fundamental cosmological constant, or perhaps

by other means), causes the exponential expansion known as inflation. However, this epoch must

end, and inflation must ”gracefully exit” to the standard post-big bang cosmological evolution.

In fact, inflation does much more than just sweep a few outstanding problems with

Big-Bang cosmology under the rug. There are small inhomogeneities produced during inflation,

which are predicted to have a nearly scale-invariant spectrum. Inhomogeneities in the tempera-

ture of the cosmic microwave background (CMB) with just such a spectrum have been detected.

Eventually, these inhomogeneities grow, and serve as the seeds for the formation of galaxies and

large scale structure. The departure from scale invariance is model-specific, and the fact that

many models of inflation can be constructed which agree with observations can be viewed as a

dramatic theoretical success.

At the end of inflation, copious amounts of particles are produced, and the universe

is ”reheated” to some very high temperature. It is thought that at this time the matter and

energy which fills our universe is created, and some mechanism operates which produces much

more matter than antimatter. The production of light elements during this epoch, known as

Nucleosynthesis, can be modeled very accurately, and compared with the observed abundences.

Many models of inflation have the ability to reheat the universe to sufficiently high temperatures

to explain the observed elemental abundances, and perhaps provide the correct environment to

generate the matter-antimatter asymmetry.

Using constraints from observational cosmology, we can estimate the energy scale at

which inflation must occur. This is of course model dependent, but present understanding

dictates that inflation must occur at scales normally associated with particle-physics (energies

of order TeV and higher). Complementing this is the fact that inflation takes very small scales

and blows them up to cosmological sizes (the observed inhomogeneities in the CMB are thought
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to have been produced by quantum fluctuations in the field responsible for inflation), which

effectively renders it a cosmic microscope into the realm of high energy physics. We are therefore

presented with an arena in which we can probe physics at energy scales much higher than will

be accessible in any conceivable future particle accelerator.

However, all of this excitement must be taken with a grain of salt: for all of its ex-

planatory power, inflation suffers from a number of discontents [4, 5, 6, 7]). Since inflation does

such a good job of diluting unwanted initial conditions, it leaves us very little observational in-

formation about the actual state of the universe before the inflationary epoch. Because of this,

there is little hope of directly determining if the initial conditions for inflation in our universe

were ”generic” (as the standard lore of inflation posits), or in some way very special.

As the story goes, inflation must begin from a horizon-sized patch (this statement

must be made more precise, and we will discuss locally inflating patches in great detail in Chap-

ter 2). Our entire observable universe will arise from this proto-inflationary patch, whose entropy

content can be bounded by applying the covariant entropy bound (discussed in Appendix B)

SI <
m2

pl

m2
I

. The current entropy of our observable universe is dominated by black holes in the

centers of galaxies [8], and can be estimated as S0 ∼ 1090 (the next largest contribution is

entropy in the CMB, which can be estimated by SCMB ∼ 1088 [9]). For any reasonable infla-

tionary energy scale, we see that our universe started in a state of fantastically low entropy.

How did this state of affairs arise, and are the the initial conditions for such evolution in some

way ”generic”?

We can make these questions more concrete by considering a specific model, related to

Guth’s original model of inflation [3], consisting of a scalar field theory coupled to gravity which

has two local minima separated by a barrier. The energy density of the scalar field in one of

the minima is larger than the other, and we will refer to the minimum with the higher energy

density as the false vacuum and the vacuum with the lower energy density as the true vacuum.
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If the false vacuum energy density is large enough, it can drive a period of inflation (though

there will be no generation of density perturbations, yielding a phenomenologically implausible

universe). In this false vacuum dominated universe, a phase transition can occur, which proceeds

by the nucleation of bubbles of true vacuum in the background false vacuum [10, 11, 12]. When

the nucleation rate out of the false vacuum is smaller than a false vacuum Hubble time, then

most bubbles will grow to be extremely large before they undergo a collision, and the phase

transition will never complete. Such models can be fairly described as ”eternal” because a time

foliation exists in which the physical volume in the false vacuum expands exponentially forever,

and inflation only ends locally in regions where the field settles into the true vacuum. Even those

regions which fall into the true vacuum can be recycled, since it is possible to form bubbles of

false vacuum in a background of true [13], though this process will be strongly suppressed.

This simple model may have direct relevance for our universe, since developing under-

standing of metastable states in string theory seems to be pointing towards a vast, intercon-

nected, many-dimensional web or “landscape” of many, many vacua. If it is possible to locate

a vacuum where low-energy physics resembles our own, then, considering that such a vacuum

is metastable, a natural question is: where did we come from, and where are we going? Our

cosmological evolution will depend on where we came from (discussed in detail in Chapter 6),

and so the question of the initial conditions for inflation can now be re-phrased as: how did the

universe end up in the false vacuum? This thesis will discuss a number of subjects related to

answering this question.

In Part I of the thesis, we will discuss bubble nucleation: the mechanism by which

the vacua of an eternally inflating landscape might be populated. We begin in Chapter 2 by

describing the classical evolution of spherically symmetric thin-wall vacuum bubbles. A full

classification of bubbles allowed by the Israel junction conditions with zero mass is presented,

and a number of properties of the construction and causal structure of these spacetimes are
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summarized. We also find the allowed junctions for non-zero mass bubbles with positive vacuum

energy. Then, relaxing the assumption of spherical symmetry, we show that bubbles with a

turning point are unstable to aspherical perturbations, and present a quantitative analysis of

this instability for a particular model. The material in this chapter includes and supplements

Ref. [14].

In Chapter 3, we describe the nucleation of bubbles with zero mass. After introducing

the instanton formalism for bubble nucleation with and without gravitational effects, we focus

on the analysis of bubbles whose true vacuum has a negative vacuum energy. In the limit where

the positive false vacuum energy goes to zero, we find a ”Great Divide” in the space of potentials

(of codimension one, since only one parameter is tuned), above which tunneling becomes very

suppressed. We conclude by commenting on the implications of this phenomenon for theories of

quantum gravity. The material in this chapter includes and supplements Refs. [15] and [16].

Bubble nucleation for massive bubbles is described in Chapter 4. We show that a

number of bubble nucleation mechanisms can be unified in the thin-wall limit, allowing for a

direct comparison of their nucleation probabilities. The zero-mass limit is shown to be the

most probable in all cases. The dominant channel for production of false vacuum bubbles is

the creation of an inhomogenous universe ”from nothing,” while the most probable mechanism

for the production of true vacuum bubbles is by the Coleman-de Luccia instanton [12]. This

chapter reproduces Ref. [17], with a small amount of supplementary material.

Having described, compared, and classified all of the known mechanisms for bubble

nucleation, Part II addresses the question of how to make predictions in eternal inflation as

driven by bubble nucleation. Chapter 5 describes a number of measures for eternal inflation. We

outline the properties of and connections between these measures, and then highlight a number of

generic predictions. For example, pairs of vacua that undergo fast transitions between themselves

will be strongly favored. The resultant implications for making predictions in a generic potential
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landscape are discussed. We also raise a number of issues concerning the types of transitions

that observers in eternal inflation are able to experience. This chapter reproduces Ref. [18].

In Chapter 6, we argue that making predictions for cosmological – and possibly par-

ticle physics – observables in eternal inflation requires a measure on the possible cosmological

histories as opposed to one on the vacua themselves. If significant slow-roll inflation occurs, the

observables are generally determined by the history after the last transition between metastable

vacua. Hence we start from several existing measures for counting vacua and develop measures

for counting the transitions between vacua. This chapter reproduces Ref. [19].

We include a number of appendices which supplement the material presented in the

main text. Appendix A provides a detailed description of spacetimes with a cosmological con-

stant, including de Sitter, Schwarzschild-de Sitter, Anti de Sitter, and Schwarzschild-Anti de

Sitter. The conformal structure is displayed, and a number of coordinate systems are con-

structed. In Appendix B, a brief presentation of the covariant entropy bound and Penrose

singularity theorems is given.

Note on units: unless otherwise stated, we work in units where h̄ = c = GN = 1.
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Part I

Vacuum Transitions
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Chapter 2

Classical Dynamics of Thin-Wall

Bubbles

In this chapter we consider the classical dynamics of thin-wall vacuum bubbles. These

are solutions where regions of differing vacuum energy are matched across an infinitesimally

thin wall with some associated surface tension. In later chapters we will see that many of these

solutions are the Lorentzian continuations of Euclidean instantons which describe the transition

between minima of different energy in a scalar field theory coupled to gravity. As such, they are

relevant for early universe cosmology as described in the introduction, and outlined in greater

detail in later chapters.

We discuss the Israel junction conditions, from which we will construct a comprehensive

catalogue of all thin-wall bubble solutions with arbitrary surface tension and interior and exterior

cosmological constant that satisfy Einstein’s equations. After detailing the causal structure and

properties of a number of these solutions, we discuss a classical instability towards aspherical

perturbations which exists in all solutions with a turning point. Finally, a detailed analysis

of the growth of such perturbations is presented, which will find relevance in the discussion of
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tunneling mechanisms described in Chapters 3 and 4.

All of the solutions described in this chapter will be parametrized by a mass M , surface

tension k, interior cosmological constant Λ−, and exterior cosmological constant Λ+. If Λ− > Λ+

we will refer to the configuration as a false-vacuum bubble, otherwise it will be denoted a true-

vacuum bubble.

2.1 Israel Junction Conditions

In this section, we develop the formalism for the junction conditions between an interior

and exterior spacetime matched across a bubble wall of some tension. We will restrict our

attention to interior and exterior spacetimes which are spherically symmetric, and can be fully

specified by an interior and exterior cosmological constant and one mass parameter. The bubble

wall worldsheet has metric:

ds2 = −dτ2 +R(τ)2dΩ2, (2.1)

where τ is the proper time in the frame of the wall, and (θ, φ) are the usual angular variables.

The coordinates in the full 4D spacetime are chosen to be Gaussian normal coordinates

constructed in the neighborhood of the bubble wall worldsheet. Three of the coordinates are

(τ, θ, φ) on the worldsheet, and the fourth, η, is defined as the proper distance along a geodesic

normal to the bubble worldsheet, with η increasing in the direction of the exterior spacetime.

The transformation from a static coordinate system (ie for dS, SdS, AdS, and SAdS)

to the Gaussian normal system can be constructed in closed form using the methods of [20], and

the full metric takes the form:

ds2 = gττ(τ, η)dτ
2 + dη2 + r(τ, η)2dΩ2, (2.2)

where η = 0 defines the wall and therefore gττ(τ, 0) = −1 and r(τ, 0) = R(τ).
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The energy momentum tensor on the wall is:

T µνwall = −σγµνδ(η) (2.3)

where γµν is the metric on the worldsheet of the wall for µ = ν = τ, θ, φ and zero otherwise,

and σ is the energy density of the wall.

Using the metric 2.2 and the energy-momentum tensor 2.3 together with the contri-

butions from the interior and exterior spacetimes in Einstein’s equations yields an equation of

motion for the bubble wall of [20, 21] :

Ki
j(η+) −Ki

j(η−) = −4πσRδij , (2.4)

where Ki
j(η±) is the extrinsic curvature tensor in the exterior and interior spacetimes respec-

tively. In the Gaussian normal coordinates, this takes the form:

Kij =
1

2

d

dη
gij (2.5)

Evaluating this in metric 2.2, the θθ and φφ components of Eq. 2.4 reduce to:

β− − β+ = kR, (2.6)

where k ≡ 4πσ

β− ≡ −a−
dt−
dτ

, β+ ≡ a+
dt+
dτ

. (2.7)

Here, a± is the metric coefficient in the static slicing of the exterior or interior spacetimes.

The sign of β is fixed by the trajectory because dt/dτ could potentially be positive or negative

(motion can be with or against the direction of increasing static-slicing coordinate time).

For this class of metrics, it is possible to cast Eq. 2.6 as the equation of motion for a

massless particle with unit energy in a 1-D potential. This is accomplished by squaring Eq. 2.6,

solving for β+,

β+ =
a− − a+ − k2R2

2kR
(2.8)
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and squaring again

Ṙ2 + V (R,M) = −1 (2.9)

where

−V (R,M) =
1

R

(

2M +
M

3k2

(

Λ+ − Λ− − 3k2
)

)

+
M2

k2R4

+ R2

(

Λ+

3
+

1

36k2

(

Λ+ − Λ− − 3k2
)2
)

. (2.10)

As a byproduct, we can now solve for β−

β− =
a− − a+ + k2R2

2kR
(2.11)

2.2 Bubbles with zero mass

We will concentrate on the zero mass case first, where only the quadratic term in

Eq. 2.10 is nonzero. In this case, it will be possible to construct an analytic solution for the wall

equation of motion. The motion is governed by the equation

(

dR

dτ

)2

−R−2
0 R2 = −1 (2.12)

where

R−2
0 =

1

36k2

[

(

Λ+ + Λ− + 3k2
)2 − 4Λ+Λ−

]

. (2.13)

The solution for R(τ) in the presence of this potential is given by

R(τ) = R0 cosh(R−1
0 τ). (2.14)

The constant R0 is the (minimal) size of the bubble at τ = 0. Note that in these coordinates,

the wall’s velocity is unbounded (though this does not mean that the wall goes past null).

It is possible to use the information at hand to construct the full causal structure

of the matched spacetime. We will first consider a situation where the interior and exterior

11



ExteriorInterior

−1

H

H −1+

−1

H +

H
−

−1
−

Figure 2.1: The full causal structure of the one-bubble spacetime. The two diagrams are matched
across the wall. For false vacuum bubbles (H+ < H−), only the regions shaded blue are physical.
For true vacuum bubbles (H+ > H−), only the regions shaded green are physical.

cosmological constants are positive. From Eq. 2.14, we see that the radius of the bubble collapses

from R(τ = −∞) = ∞, reaches a turning point at τ = 0, and then expands to R(τ = ∞) = ∞.

By looking at the functions β±, we can determine qualitatively where to locate the bubble wall

on a de Sitter conformal diagram of the interior and exterior spacetimes. For M = 0, the

functions β± are positive definite as can be seen from Eq. 2.8 and 2.11. From Eq. 2.7, this

means that the interior coordinate time decreases as the proper time increases and the exterior

coordinate time increases as the proper time increases. Therefore, the bubble wall will circulate

in consistent but opposite directions on the interior and exterior de Sitter conformal diagrams.

The conformal diagram for the matched one-bubble spacetime is is shown in Fig. 2.1.

On the left is the conformal diagram for the interior de Sitter spacetime and on the right is the

conformal diagram for the exterior de Sitter spacetime. The two diagrams are matched across

the wall. For false vacuum bubbles (H+ < H−), only the regions shaded blue are physical. For

true vacuum bubbles (H+ > H−), only the regions shaded green are physical.

Since we have already set up the problem in terms of the static coordinates, it is
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R
=

0

r=
0

H
−1

−1

H

H −1

Figure 2.2: The zero mass one-bubble spacetime. Shown on the left is the region of the wall’s
motion which is described by one static patch (the unshaded region of the conformal diagram).
The foliation of the spacetime in surfaces of constant t+ is shown as light green lines. On the
right is the same one-bubble spacetime, with the coverage of one of the flat slicing patches
indicated (the unshaded region), and the foliation of the spacetime in surfaces of constant T+

indicated be the light green lines.

straightforward to convert the time variable in Eq. 2.12 to the static slicing time. Exploiting

the definition of β± (see Eq. 2.7), we find

(
dR

dt±

β±
a±

)2 −R−2
0 R2 = −1. (2.15)

Note that the evolution is different according to the interior and exterior observers. This arises

because we chose to match R across the wall, and there will then necessarily exist a discontinuity

in t. Solving the above equation for R(t±), we must be careful since the static coordinates do

not cover the entire region over which the bubble wall propagates. This can be seen in the left

cell of Fig. 2.2, where the unshaded region corresponds to the area of the exterior (or interior

if the south and north poles of the diagram are exchanged) conformal diagram over which our

static patch is valid, and the light green lines indicate how the spacetime is foliated into constant

t slices.

To cover its entire range of motion, we need to use three of the coordinate patches

described in Appendix A.2 (each corresponding to one of the triangular wedges in Fig. 2.2).
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The full solution is given by

R(t±) = H−1
±

[

1 − (1 −H2
±R

2
0) sech2(H±t± +

inπ

2
)

]1/2

(2.16)

where n = 0 will cover the unshaded region in Fig. 2.2. In detail, this patch will cover H−1
± <

R < 0 (corresponding to −∞ < t± < 0) and 0 < R < H−1
± (corresponding to 0 < t± < ∞).

As the bubble grows past the cosmological horizon, we must take n = 1 for H−1
± < R < ∞

(corresponding to a range in t± of −∞ < t± < 0). To the past of the turning point, as the

bubble retreats behind the cosmological horizon, we must take n = −1 for H−1
± < R < ∞

(corresponding to a range in t± of ∞ > t± > 0).

In these coordinates, the asymptotic size of the bubble at t± → ∞ in the n = 0 patch

is H−1
± . It can be seen from Eq. 2.16 that evolution in terms of the true vacuum time variable

(which could be either t+ or t−) covers a larger range of R, and will encompass the time of

false vacuum horizon-crossing. The evolution in terms of the false vacuum time variable will not

cover the time of true vacuum horizon-crossing. An observer riding on the bubble wall will see

true vacuum bubbles cross the exterior de Sitter horizon before the interior de Sitter horizon.

This means that an observer in the interior of the true vacuum bubble will have causal access

to a larger than horizon region of the exterior spacetime.

To further understand the geometry, we can go to the embedding coordinates in

Eq. A.19, and solve for R in terms of T and X4

R = H−1
[

1 −X2
4 sech2(HT )

]1/2
. (2.17)

This is very similar to the bubble wall equation of motion Eq. 2.16, from which it can be seen

that the bubble wall trajectory corresponds to X4 = constant. To determine this value of X4,

we must choose either the interior or exterior de Sitter hyperboloid to be centered about the

origin of the embedding coordinates. We will choose the true vacuum de Sitter space, in which
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0

wallX4H−1 −1H X4F T X

X 0X

Figure 2.3: Shown on the left are the true and false vacuum de Sitter hyperboloids, both centered
on the origin. Shown on the right is the geometry of a zero-mass bubble. The true vacuum de
Sitter hyperboloid is centered on the origin, and matched to a displaced false vacuum de Sitter
hyperboloid along a surface of constant Xwall

4 . The true vacuum region of the full matched
solution is shaded.

case

Xwall
4 = ±H−1

true(1 −H2
trueR

2
0)

1/2. (2.18)

Note that in the case of true vacuum bubbles Htrue = H−, and in the case of false vacuum

bubbles Htrue = H+. Shown in Fig. 2.3 is the bubble geometry in the embedding coordinates,

which corresponds to two hyperboloids of different curvature attached along a surface of constant

X4.

We can now use the description of the wall in the embedding coordinates to find the

motion of the wall in a variety of coordinate systems. We will be particularly interested in the

description of the bubble’s evolution in the flat slicing (defined by the metric Eq. A.30). The

range of evolution covered by this coordinate system is shown on the right of Fig. 2.2. The

coordinates for the true vacuum side of the bubble can be found from the expression for X4 in

Eq. A.31

Xwall
4 = (1 −H2

trueR
2
0)

1/2 = H−1
true cosh(HtrueTtrue) −

Htrue

2
x2eHtrueTtrue . (2.19)

15



Solving for the physical radius, R = |x|eHtrueTtrue , we find that

R(Ttrue) = H−1
true

[

e2HtrueTtrue − 2(1 −H2
trueR

2
0)

1/2eHtrueTtrue + 1
]1/2

. (2.20)

To find the radius as a function of the false vacuum flat slicing time variable, we must take into

account that the center of the false vacuum hyperboloid is not at the origin of the embedding

coordinates, but shifted to:

Xfalse
4 = H−1

T (1 −H2
TR

2
0)

1/2 −H−1
F (1 −H2

FR
2
0)

1/2. (2.21)

Solving for the intersection of the wall with the false vacuum hyperboloid, we find that

R(Tfalse) = H−1
false

[

e2HfalseTfalse − 2(1 −H2
falseR

2
0)

1/2eHfalseTfalse + 1
]1/2

. (2.22)

We can also consider cases where the interior and exterior cosmological constants are

less than or equal to zero. In this category of solutions we can have true vacuum bubbles

with (Λ+ > 0,Λ− < 0) as shown in Fig. 2.4, (Λ+ > 0,Λ− = 0) as shown in Fig. 2.5, and

(Λ+ = 0,Λ− < 0) as shown in Fig. 2.6. Expanding false vacuum bubbles are only possible for

(Λ+ > 0,Λ− > 0). The pressure gradient always points from the true to the false vacuum,

and therefore the only way to avoid the collapse of false vacuum bubbles is to rely on the

background expansion of the true vacuum. Further, the collapse of zero mass false vacuum

bubbles formed in Minkowski or AdS space would seemingly produce a naked singularity (the

end-point of the collapse would certainly involve singular energy densities, which, since the total

mass of the solution is zero, would not be shielded by an event horizon), and so would violate

cosmic censorship (for a recent discussion of cosmic censorship, see [22]). Indeed, the junction

conditions forbid such matchings (requiring β+ < 0, which cannot occur in Minkowski space).

Looking at the solution in Fig. 2.4, the turning point radius in Eq. 2.13 approaches

the size of the exterior cosmological horizon when Λ− = Λ+ − 3k2 (which is the maximum value

R0 can attain if a time symmetric solution exists). If we now take Λ+ → 0 in this region of
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parameter space, R0 → ∞, and it can be seen from Eq. 2.12 that the bubble wall radius becomes

constant in time. Thus, we have found a static domain wall, which exists along a surface of

codimension one in the parameter space of (Λ−, k). When Λ+ ≤ 3k2 it is impossible to find a

solution where R0 = H−1
+ with a negative Λ−, and R0 < H−1

+ for all values of (k,Λ−), reaching

a maximum value of Rmax0 = 6k(Λ+ + 3k2)−1 at Λ− = 0.

A number of features of the matched solution shown in Fig. 2.4 should be noted. In

the interior of the bubble, the spacetime is not truly AdS. Generic perturbations in the interior

will cause a big crunch to the future (in the time symmetric solution, initial conditions will also

generically be singular), and any observer entering the bubble will encounter a singularity in

finite proper time. For geometries corresponding to the Lorentzian continuation of CDL vacuum

bubbles (where the interior of the bubble is a perturbed AdS), this was rigorously shown by

Abott and Coleman in [23] using the Penrose singularity theorems [24] (see Appendix B for a

brief discussion).

The dashed blue lines in Fig. 2.4 represent the boundary of the causal diamond of an

eternal observer located at the origin. They also represent the light sheet corresponding to the

S2 located at the point labeled B. We can therefore apply the covariant entropy bound (see

Appendix B), and limit the statistical entropy of any system inside the bubble by the area of

this S2. Note that the maximal area is given by the area of the exterior cosmological horizon,

since B lies on the t = 0 surface. Applying the Holographic Principle, this implies that the

number of degrees of freedom required to describe the interior of the bubble is always less than

or equal to the number fundamental degrees of freedom describing the exterior de Sitter space.

We will discuss the implications of this observation in Chapter 3.

The causal diamond of the observer at the origin who exists from t = 0 until the

crunch 1 is indicated in Fig. 2.4 by the area between the dashed blue line and the dashed red

1This will be identified as the observer who lives the longest in the nucleation of a CDL true vacuum bubble
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Figure 2.4: The causal structure of a true-vacuum bubble spacetime with (Λ+ > 0,Λ− < 0).
The singularities to the past and future of the wall’s evolution in the interior space of negative
cosmological constant indicate that the interior of the bubble is unstable to collapse into a big
crunch.

line in the interior of the bubble. This causal diamond will always be located entirely within

the AdS space (since the wall is asymptotically null), and the observer will have a lifetime of

tcrunch = πH−1
− . These null rays also form the light sheet corresponding to the surface labeled

C, and therefore we can apply the covariant entropy bound: S[L(C)] < A(C)/4 = πH−2
− .

We now turn to true vacuum bubbles with (Λ+ > 0,Λ− = 0), as depicted in Fig. 2.5.

The red dashed line indicates a past directed null ray emanating from the origin. A cauchy

surface in this spacetime is drawn through the t = 0 slice. The entirety of this cauchy surface

will lie within the causal diamond of an observer at the origin, denoted by the blue dotted lines.

This led Freivogel and Susskind to propose the existence of an S-matrix relating asymptotic

states at early and late times inside of the bubble [25] 2. However, it was subsequently shown

by Bousso and Freivogel [27] that the contracting portion of the geometry is violently unstable

to perturbations, and generically leads to a big crunch in the bubble interior.

The red dashed line in Fig 2.5 forms the light sheet of the point P located on the

of negative energy density, and will be discussed further in Chapter 3.
2Given the difficulty in constructing observables in cosmological spacetimes [26], this would be an important

development.
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Figure 2.5: The causal structure of a true-vacuum bubble spacetime with (Λ+ > 0,Λ− = 0).
Shown in the red dotted line is a past directed null ray from the origin inside the true vacuum
bubble.

bubble wall. We can apply the covariant entropy bound to this surface, and since the light sheet

forms a Cauchy surface itself, we can bound the total entropy moving through a cauchy surface

in the one-bubble spacetime [27]. The strictest bound is obtained by moving the point P to the

location where the bubble wall crosses the exterior de Sitter horizon: S < πH−2
+ . Performing

the same analysis for the point Q, it appears as though at early times there is a very large

entropy allowed by the bound (becoming arbitrarily large as Q is slid down the bubble wall to

the past). There appears to be a contradiction: since any entropy moving across this light sheet

will move across the light sheet associated with P what happens to the allowed entropy in the

asymptotic past? The resolution [27] lies in the fact that only a small set of the microstates

allowed in the past will correspond to the bubble geometry: most will correspond to a spacetime

which undergoes a big crunch.

Finally, we cover the case of true vacuum bubbles with (Λ+ > 0,Λ− = 0), as depicted

in Fig. 2.6. The causal diamond of an observer at the origin is enclosed by the dashed red lines.
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ExteriorInterior

Figure 2.6: The causal structure of a true-vacuum bubble spacetime with (Λ+ = 0,Λ− < 0).
Enclosed in the dotted red lines is the causal diamond of an observer at the origin inside the
true vacuum bubble.

It can be seen that the area of this causal diamond is finite. Like the spacetime depicted in

Fig 2.5, there are observers in this spacetime for whom an S-matrix is well defined.

2.3 Bubbles with nonzero mass

In this section, we will describe the classical dynamics of bubbles with a nonvanishing

mass parameter in the exterior metric coefficient. Returning to the bubble wall equation of

motion in Eq. 2.9, it will be useful to define a set of dimensionless variables which will help us

to classify the allowed junctions. Let:

z =

(

L2

2M

)
1
3

R, T =
L2

2k
τ, (2.23)
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and

L2 =
1

3

[∣

∣

∣

(

Λ− + Λ+ + 3k2
)2 − 4Λ+Λ−

∣

∣

∣

]
1
2

. (2.24)

With these definitions, Eq. 2.9 becomes

[

dz

dT

]2

= Q− V (z), (2.25)

where the potential V (z) and energy Q are

V (z) = −
[

z2 +
2Y

z
+

1

z4

]

, (2.26)

with

Y =
1

3

Λ+ − Λ− + 3k2

L2
, (2.27)

and

Q = − 4k2

(2M)
2
3 L

8
3

. (2.28)

Note that a small negative Q corresponds to a large mass, so that even between −1 < Q < 0

the mass can be arbitrarily large.

We now consider solutions which have Λ± ≥ 0, where −1 ≤ Y ≤ 1. The maximum

Vmax of the potential V (z) then satisfies −25/3 − 2−4/3 ≤ Vmax ≤ 0. The potential curves over

the entire range of Y are shown in Fig.2.7. The fact that the potential function is essentially

unchanged over the entire parameter space will prove to be a very useful property for classifying

the various solutions, and is the main motivation for the change of variables introduced above.

The interior and exterior cosmological constants can be expressed in terms of k2 as

Λ+ = Ak2 and Λ− = Bk2. With these choices, the dynamics of the bubble wall are entirely

determined by A, B, and Q.

To get a feel for the values these parameters might take, consider a false vacuum bubble

with Λ+ ≫ Λ−. The interior cosmological constant (Λ− = M4
−/M

4
pl) and the bubble wall surface
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Figure 2.7: The potential for various Y.

energy density (k = 4πM3
−/M

3
pl) will be set by a scale M−. The exterior cosmological constant

(Λ+ = M4
+/M

4
pl) will be set by a scale M+. These yield

A =
M4

+M
2
pl

(4π)2M6
−
, B =

M2
pl

(4π)2M2
−
. (2.29)

We might now consider three representative energy scales M−, covering the interesting

range of energy scales for inflation 3. For weak scale inflation (100 GeV), k ≃ 4π×10−51, A ≃ 0,

and B ≃ 1032. For an inflation scale near the GUT scale (1014 GeV), we have k ≃ 4π × 10−15,

A ≃ 0, and B ≃ 107. Near-Planck scale inflation (1017 GeV) yields k ≃ 4π × 10−6, A ≃ 0, and

B ≃ 63. The mass scale corresponding to the maximum of the potential is given by converting

from Q to M using Eq. 2.28. This maximal mass is very different in each case, ranging from

an ant-mass of Mmax ≃ 103Mpl ≃ 10−2 grams for M− = 1017 GeV to an Earth-mass of

Mmax ≃ 1033Mpl ≃ 1028 grams, for M− = 100 GeV.

A bubble wall trajectory is characterized by Q =const., and there are three general

types:

3This is in anticipation of later discussions of false vacuum bubbles, the formation of which might have
corresponded to the initial conditions for inflation.
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• Bound solutions with Q < Vmax. These solutions start at z = 0, bounce off the potential

wall and return to z = 0.

• Unbound solutions with Q < Vmax. These solutions start at z = ∞, bounce off the

potential wall and return to z = ∞.

• Monotonic solutions with Q > Vmax. These solutions start out at z = 0 and go to z = ∞,

or execute the time-reversed motion.

From the constant-Q trajectories in the presence of the potential of Eq. 2.26, one can

construct the full one-bubble spacetimes [21, 20, 14, 17]. Shown in Fig. 2.8 is an example of

two of the possible potential diagrams. In addition to the potential Eq. 2.26, there are other

landmarks in Fig. 2.8:

• As one follows a line of constant Q, every intersection with the dashed line Qsds (which

is obtained by solving asds = 0 for Q) represents a horizon crossing in the SdS spacetime

(this could represent either the past/future black hole or cosmological horizons).

• Intersections with the dashed line Qds (which is obtained by solving ads = 0 for Q) as one

moves along a line of constant Q represent the crossing of the interior dS horizon.

• The vertical line on the right (in the left panel of Fig. 2.8) denotes the position at which βds

changes sign. βds is a monotonic function of z, which will have a zero where Qds intersects

the potential. Recall that βds > 0 if tds is decreasing along the bubble wall trajectory and

is negative if tds is increasing.

• The vertical dotted line on the left denotes the radius at which βsds changes sign. βsds is

also a monotonic function of z, with a zero where Qsds intersect the potential. βsds > 0 if

tsds is increasing along the bubble wall trajectory, and βsds < 0 if it is decreasing.
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Figure 2.8: Potential for false-vacuum bubbles with B < 3(A − 1). The diagram on the left is
for (A = 9, B = 15). The diagram on the right is for (A = 2.9, B = 3), which is an example of a
case where there is no βds sign change (B < A+3 < 3(A−1)). The two dashed lines labeled Qsds

and Qds represent the exterior and interior horizon crossings respectively. The vertical dotted
lines denote the regions in which βsds and βds are positive and negative. Various trajectories are
noted.

For there to be a βds sign change, Y in Eq. 2.27 must be in the range −1 ≤ Y < 0 [28],

which yields the condition that B > A + 3 if a sign change is to occur. This inequality shows

that βds does not change sign for true vacuum bubbles (A > B). For there to be a βsds sign

change, the function

Ỹ =
1

3

Λ+ − Λ− − 3k2

L2
(2.30)

must be in the range −1 ≤ Ỹ < 0 [28], which yields the condition that B > A− 3 if a βsds sign

change is to occur. If a βsds sign change does exist, it can occur to the left (if B > 3(A − 1))

or right (B < 3(A − 1)) of the maximum in the potential [14]. Given these conditions, there

are a total of seven qualitatively different potential diagrams to consider, examples of which are

shown in Figs. 2.8, 2.9, 2.10, and 2.11.
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Figure 2.9: Potential for false-vacuum bubbles with B > 3(A − 1). The diagram on the left is
for (A = 1, B = 6). The diagram on the right is for (A = 1, B = 2), which is an example of a
case where there is no βds sign change (3(A− 1) < B < A+3). For these choices of parameters,
the sign change in βsds occurs to the left of the maximum in the potential. Various trajectories
are noted.

Figure 2.10: Potential for true-vacuum bubbles with A > B
3 + 1. The diagram on the left is for

(A = 7, B = 6), which is an example of a case where there is a βsds sign change (A < B+3). The
diagram on the right is for (A = 14, B = 8), which contains no βsds sign change (A > B + 3).
Various trajectories are noted.
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Figure 2.11: Potential for true-vacuum bubbles with (A = .6, B = .5), corresponding to the
case where A < B

3 + 1 < B + 3. Various trajectories are noted.

2.4 Conformal diagrams and classification

The one-bubble spacetimes, represented by lines of constantQ on the junction condition

potential diagrams, are shown in Figs. 2.12, 2.13, and 2.15 4. The shaded regions of the conformal

diagrams shown in the left column cover the interior of the vacuum bubble. The shaded regions

of the diagrams in the right column cover the spacetime outside the bubble. The conformal

diagrams in each row are matched along the bubble wall (solid line with an arrow). For solutions

with qualitatively similar SdS diagrams, the various options for the dS interior are connected

by labeled solid lines.

The conformal diagrams shown in Fig. 2.12 are all solutions in which the bubble wall

remains to the right of the wormhole of the SdS conformal diagram. The bound solutions,

Solutions 1 and 2, exist for both true- and false-vacuum bubbles. For false-vacuum bubbles,

they represent a regime in which the inward pressure gradient and bubble wall tension dominate

the dynamics, causing the bubble to ultimately contract. In the case of true-vacuum bubbles,

4Many of these solutions have appeared in previous work [21, 29, 30, 28, 31, 32, 14], but with specific assump-
tions about the mass and/or the interior and exterior cosmological constants.
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Figure 2.12: Conformal diagrams for the one-bubble spacetimes which do not lie behind a
worm hole. The global one-bubble spacetimes are constructed by matching the interior (shaded
regions of the dS conformal diagrams in the left column) to the exterior (shaded regions of the
SdS conformal diagrams in the right column) across the bubble wall (solid line with an arrow).
For solutions with qualitatively similar SdS diagrams, the various options for the dS interior are
shown.
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this corresponds to cases where the wall tension overwhelms the outward pressure gradient.

In the monotonic Solutions 3-5 of Fig. 2.12 the bubble wall has enough kinetic energy

to reach curvatures comparable to the exterior horizon size, at which time the bubble cannot

collapse. Solutions 3 and 4 represent either true- or false-vacuum bubbles where the wall tension

and/or the inward pressure gradient causes the wall to accelerate towards r = 0, but which are

saved from collapse by the expansion of the exterior spacetime. Solution 5 exists only for

true-vacuum bubbles, and describes a solution which accelerates away from the origin due to

the outward pressure gradient while also being pulled out of the cosmological horizon by the

expansion of the exterior spacetime.

The unbound Solution 6 also exists only for true-vacuum bubbles. Here, the bubble

expands, all the while accelerating towards the false-vacuum. The zero mass limit (M → 0,

or Q → −∞) of this solution reproduces the solution for de Sitter–de Sitter junctions with

Λ+ > Λ− presented in Sec. 2.2.

The solutions shown in Fig. 2.13 are all behind the wormhole in the SdS spacetime,

save Solutions 12 and 13, which correspond to evolution in a spacetime without horizons. The

false-vacuum bubble solutions 7 and 9, and true- or false-vacuum bubble solution 8 are unbound

solutions which exist to the left of the worm hole on the SdS conformal diagram. It can be

seen that at turnaround, each of these bubbles will be larger than the exterior horizon size.

Observers in region III of the SdS conformal diagram will see themselves sandwiched between

a black hole and a bubble wall which encroaches in from the cosmological horizon. Observers

inside the bubble are also surrounded by a bubble wall, and so we are faced with the rather odd

situation that both observers will perceive themselves inside bubbles of opposite phase.

Solutions 7 and 8 have interesting zero mass limits. Since these solutions involve both

sides of the wormhole, the zero mass limit corresponds to an exactly dS universe consisting of

regions I, II’, III’, and IV’ (encompassed by the vertical dashed lines shown on the right side of
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Figure 2.13: Conformal diagrams for the one-bubble spacetimes which lie behind a worm hole.
The global one-bubble spacetimes are constructed by matching the interior (shaded regions of the
dS conformal diagrams in the left column) to the exterior (shaded regions of the SdS conformal
diagrams in the right column) across the bubble wall (solid line with an arrow). For solutions
with qualitatively similar SdS diagrams, the various options for the dS interior are shown.

the first diagram of Fig. 2.13) of the SdS diagram (in which nothing happens), and a dS universe

consisting of regions III, II”, and IV” (encompassed by the other set of vertical dashed lines)

which contains a CDL true- or false-vacuum bubble. The radius at the turning point is still

given by Eq. 2.13, and so the bubble to the left of the wormhole is the analytic continuation

of the true- or false-vacuum CDL instanton. However, note that the Lorentzian evolution of

the true-vacuum bubbles is very different from the canonical zero mass true vacuum bubbles

discussed in Sec. 2.2. As seen from the outside (region III of the SdS diagram on the right), the

bubble wall accelerates towards the true-vacuum (driven by the wall tension); in the absence of

the cosmic expansion of the false-vacuum, this solution would be bound.

Because the SdS manifold is non-compact (see the discussion in Sec. A.4), there are
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actually many more options. We have so far placed special significance on the singularities in

regions II and IV of the SdS diagram. However, there will be other singularities both to the left

and right of these regions which can also be viewed as the origin of coordinates. It is perfectly

legitimate to construct bubble wall solutions using any origin of coordinates one wishes, and

therefore each of the solutions in Fig. 2.12 and 2.13 represents only one of an infinity of possible

solutions. An example of an alternative solution is shown in Fig. 2.14, which is identical to

the Solution 7 in Fig. 2.13 in every way, except different regions of the conformal diagram are

physical. This observation is key for the tunneling mechanisms we will describe in Chapter 4.

Moving on to the other solutions in Fig. 2.13, Solution 10 (corresponding to either

true- or false-vacuum bubble) and Solution 11 (corresponding to a false-vacuum bubble) are

massive unbound solutions which lie outside the cosmological horizon of a region III observer.

Solution 12 (corresponding to a false-vacuum bubble) and Solution 13 (corresponding to either

a true- or false-vacuum bubble) are monotonic solutions with mass greater than the Nariai mass

of the SdS spacetime. This can be seen by noting that these constant Q trajectories never cross

the Qsds line in the potential diagrams. The false-vacuum bubble Solution 14, and the true-

or false-vacuum bubble solution 15 are monotonic solutions which must lie to the left of the

wormhole.

There is one more class of solutions, shown in Fig. 2.15, which exist in unstable equilib-

rium between the bound and unbound solutions of Fig. 2.12 and 2.13. Solution 16 corresponds
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Figure 2.15: Solutions which are in unstable equilibrium between the bound and unbound
solutions of Fig. 2.12 and 2.13. These solutions correspond to the time symmetric spacetimes of
thermally activated bubbles.

to true- or false-vacuum bubbles with B < 3(A− 1), while Solution 17 corresponds to true- or

false-vacuum bubbles with B > 3(A− 1). These solutions can be identified as the spacetimes of

the thermal activation mechanism of Garriga and Megevand [32], which we will discuss further

in Sec. 4.2.4 and 4.3.

2.4.1 Application of the Penrose singularity theorem

In a series of papers, Farhi et. al. [33, 20] discussed the application of the Penrose

singularity theorems [22] (see Appendix B) to the one-bubble spacetimes discussed above. Since

the null energy condition is satisfied on the junction and in both the interior and exterior

spacetimes, and there exists a non-compact cauchy surface, then the existence of a closed anti-

trapped surface in the spacetime implies the presence of an initial singularity. The 2-sphere

represented by point P1 shown in Fig. 2.16, Solution 2, is a closed anti-trapped surface. This

can be seen by noting that both the ingoing and outgoing past directed null rays in Fig. 2.16

are diverging. An initial singularity is therefore necessary for this solution to exist at and near

P1. This spacetime also, however, contains regions without anti-trapped surfaces. The point
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Figure 2.16: Conformal diagrams for three representative one-bubble spacetimes. Regions which
do not contain anti-trapped surfaces are shaded green, regions which do are shaded blue.

P2, for example is a normal surface. In Fig. 2.16, regions which contain anti-trapped surfaces

are shaded blue (dark) and the regions which do not are shaded green (light).

If we imagined constructing the bubble shown in Solution 2 in its expanding phase

at a time where the radius of the bubble wall satisfies r > rBH , then the future evolution

of the spacetime would not necessarily require an initial singularity 5. We can remove the

initial singularity from Solution 3 and 4 as well by forming the bubble on the same spacelike

5There are anti-trapped surfaces in region II’ of the SdS diagram, and there is a noncompact Cauchy surface
C for it, so the Penrose theorem applies, but only indicates that geodesics are incomplete in region II’ because
they reach its edge (the past Cauchy horizon of C.) The region is thus extendible (into regions I, III’ and IV’)
rather than singular. Full dS has only compact Cauchy surfaces so the theorem does not apply.
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surface. Solutions 2,3, and 4 are therefore classically buildable. Solutions 3 and 4 are the only

examples where it is possible to form an inflationary universe from classically buildable initial

conditions, but only exists when the interior and exterior cosmological constant are almost equal

(B < 3(A− 1)). This solution might be of interest in understanding transitions between nearly

degenerate vacua, for example in the context of eternal inflation.

Our full catalog of solutions is also interesting in regards to a recent proposal [34, 35]

that false vacuum regions, assumed to be larger than the interior horizon, must at all times be

larger than the exterior, true vacuum, horizon. The basis of this conjecture is the condition that

the divergence of a congruence of future directed null geodesics (defined as θ) must satisfy

dθ

dT
≤ 0, (2.31)

where T is an affine parameter, if the NEC holds for all T . Null rays in the dS and SdS

spacetimes satisfy this inequality (in dS, the inequality is exactly zero), but we should check

that the junction conditions do not violate it. One requirement imposed by Eq. 2.31 is that the

divergence of the null rays does not increase at the position of the wall as they go from a true

vacuum region into a false vacuum one. Along any given null geodesic in the bubble interior or

exterior, the value of r is either increasing or decreasing monotonically as a function of T . We

can therefore state the condition Eq. 2.31 as: one cannot have a null ray along which dr/dT ≤ 0

outside the bubble and dr/dT ≥ 0 inside the bubble. Surveying the allowed solutions, we see

that Eq. 2.31 is indeed always satisfied.

The authors of Ref. [34, 35] intended to demonstrate that if one requires the false

vacuum region to be larger than the interior horizon size at all times (so that inflation is un-

stoppable), it is necessarily larger than the exterior horizon size. Although all of the allowed

one-bubble spacetimes satisfy the condition Eq. 2.31, there are observers that will see only a

black hole horizon sized volume removed from the true vacuum phase. We therefore conjecture
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that if one requires the false vacuum region to be larger than the interior horizon size at all

times, then it will replace a volume larger than the exterior horizon size according to only some

observers. If one relaxes this requirement, then the monotonic solutions 3 and 4, which grow

from an arbitrarily small size, could also contain an inflationary universe.

2.5 The instability of bubbles with a turning point

The solutions described in Sec. 2.4 assume that the bubble is spherically symmetric.

The stability of these solutions against aspherical perturbations has important consequences for

building plausible cosmologies inside a vacuum bubble. That there might be an instability in

domain walls was first discussed by Adams, Freese and Widrow [36]. The bubble wall can trade

volume energy for surface energy and wall kinetic energy locally as well as globally, and so the

bubble wall will become distorted if different sections of the wall have different kinetic energies.

As long as the local distortions of the wall remain small compared to the size of the background

solution’s radius, this process can be formulated quantitatively as perturbation theory around

a background spherically symmetric solution.

Previous authors [36, 37, 38] have considered perturbations on zero mass expanding

bubbles of true-vacuum, which can expand asymptotically. As was first pointed out by Gar-

riga and Vilenkin [37], even though local observers on the bubble wall see perturbations grow,

external observers see them freeze out because they do not grow faster than bubble radius.

The story is different for bubbles that reach a turning point, since the perturbations

have a chance to catch up to the bubble’s expansion and become nonlinear. Aside from the

monotonic solutions 3–5, 14, and 15, all of the full time symmetric solutions discussed in Sec. 2.4

have a turning point 6. This also presumably has implications for the thermal decay mechanism

6This includes the zero mass true and false vacuum bubble solutions. Perturbations (not necessarily aspherical)
of the full time symmetric solution were found to be catastrophic in [27].
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of Garriga and Megevand [32], depending on the duration of time the bubble wall sits in unstable

equilibrium between expansion and collapse (see discussion in Sec. 2.4).

The remainder of this section will focus on the instability of the bound Solution 2,

since physically plausible initial conditions may be clearly formulated. There is no obvious set

of initial conditions for the perturbations on the unbound solutions, and so we simply observe

that the results we will obtain for the bound solutions apply qualitatively here as well.

To simplify the problem, we assume that the full gravitational problem described in the

previous sections can be treated as motion of the bubble wall in a fixed SdS background. This

assumption must be validated (as we do below), but we are mainly interested in the low-mass

bound solutions for which we might expect the gravitational contributions to be small. Assuming

that a thin spherically symmetric bubble wall separates an internal dS from an external SdS

spacetime, we can employ the action [36, 37, 38] :

S = −σ
∫

d3ξ
√−γ + ǫ

∫

d4x
√−g, (2.32)

where σ is the surface energy density on the bubble wall, γab (a, b = 1, 2, 3) is the metric on the

worldsheet of the bubble wall, ǫ is the difference in volume energy density on either side of the

bubble wall:

ǫ =
Λ+ − Λ−

8π
, (2.33)

and gαβ is the metric of the background spacetime.

2.5.1 Wall Equation of Motion

The equation of motion resulting from Eq. 2.32 is [38]:

gabKab = − ǫ

σ
, (2.34)
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where Kab is the extrinsic curvature tensor of the worldsheet of the bubble wall,

Kab = −∂axµ∂bxνDνnµ, (2.35)

where Dν is the covariant derivative and nµ is the unit normal to the bubble wall worldsheet.

We will use the static foliation of the SdS spacetime (see Eq. A.68) as the coordinates

xµ for the background spacetime. The world sheet is given coordinates (τ, θ, φ) as in Eq. 2.1,

and has metric:

γab = gµν∂ax
µ∂bx

ν , (2.36)

with the gauge freedom in choosing τ fixed by

dt

dτ
≡ t′ =

√
asds +R′2

asds
, (2.37)

so that γττ = −1. Here and henceforth primes will denote derivatives with respect to τ . The

other non-zero components of γab are γθθ = R2 and γφφ = R2 sin2 θ.

The first task at hand is to find the worldsheet’s unit normal, which by spherical sym-

metry has only R and t components. Requiring orthogonality to the worldsheet (gµνn
ν∂ax

µ = 0)

and unit norm (gµνn
µnν = 1) yields its components:

nt = −R′, nR = t′. (2.38a)

The components of Kab are given by

Kττ =

[

R′′ +
1

2

dasds

dR

]

(asds +R′2)−1/2, (2.39a)

Kφφ = −Rasdst
′ sin2 θ = Kθθ sin2 θ. (2.39b)

Substituting Eq. 2.39 into Eq. 2.34 gives the equation of motion for the bubble wall:

R′′ =
ǫ

σ

√

asds +R′2 − 2

R
(asds +R′2) − 1

2

dasds

dR
. (2.40)
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Eq. 2.26 supplies the velocity of the bubble at some position along its trajectory

z′ = [Q− V (z0)]
1/2. (2.41)

Choosing this boundary condition is effectively restricting ourselves to Solutions 1 and 2. Since

the solutions to Eq. 2.40 approximate the dynamics of the junction condition problem, we should

parametrize by A, B, and Q. This can be done by using the conversions defined in Sec. 2.3, and

gives:

z′′ = −3(B −A)

c

√

asds(−Q) + z′2 − 2

z
(asds(−Q) + z′2) − (−Q)

2

dasds

dz
, (2.42)

where asds is written in terms of z as

asds = 1 − 12

cz(−Q)
− 12A

c2(−Q)
z2, (2.43)

and

c ≡
[

|(A+B + 3)2 − 4AB|
]

1
2 . (2.44)

To justify the use of the simplified dynamics described above, Eq. 2.42 was numerically

integrated, and the position of the turning point compared to the corresponding point on the full

junction condition potential. Over the range of Q corresponding to the bound solutions, we find

excellent quantitative agreement (well within 1%) between the turning points of the solutions

to Eq. 2.42 and the junction condition potential. This was repeated with equally good results

for the weak, GUT, and Planck scale potentials and also for various initial positions between

the black hole radius and the potential wall (turning point). This shows that to zeroth order,

dynamics as motion in a background is valid, and strongly suggests that it will be at higher

orders as well.
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2.5.2 Perturbation equations of motion

We are now in a position to discuss the first-order perturbations on the spherically-

symmetric background solutions discussed in Sec. 2.5.1. Physical perturbations are normal to

the worldsheet of the (background) bubble wall, and can be described by scalar field φ(x) by

taking the position of the perturbed worldsheet to be

x̄µ = xµ + φ(x)nµ, (2.45)

where xµ is the spherically symmetric solution, and nµ is the unit normal to the worldsheet. It

is assumed that φ is much smaller than the bubble wall radius, so that a perturbative analysis

can be made.

The equation of motion for the perturbation field φ(x) in a curved spacetime back-

ground can be derived from the action Eq. 2.32 after expanding to second order in φ(x) [38]

△φ−
[

−Rµνhµν +R(3) − ǫ2

σ2

]

φ = 0, (2.46)

where

△φ =
1√−γ ∂a

(√−γγab∂bφ
)

, (2.47)

and hµν is

hµν = gµν − nµnν . (2.48)

To solve the equation of motion, we can decompose φ(x) into spherical harmonics

φ(x) =
∑

l,m

φlm(τ)Ylm(θ, φ), (2.49)

and separate variables to get an equation for φlm(τ). The geometrical factors in Eq. 2.46 become

dependent on θ or φ only at second order, so we will always be able to make this decomposition.

△φ is then given by:

△φlm = −
(

∂2
τ +

2R′

R
∂τ +

l(l + 1)

R2

)

φlm. (2.50)
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The components of hµν are:

htt = −asds +R′2

a2
sds

, hRR = −R′2, (2.51a)

hθθ = hφφ sin2 θ =
1

R2
. (2.51b)

The components of the Ricci tensor are given by:

Rtt =
asds

2
∂2
Rasds +

asds

R
∂Rasds = −a2

sdsRRR, (2.52a)

Rφφ = Rθθ sin2 θ = (1 − asds −R∂Rasds). (2.52b)

Contracting equations 2.51 and 2.52 gives:

Rµνh
µν =

2(1 − asds)

R2
− 3∂Rasds

R
− ∂2

Rasds

2
= 3Λ+. (2.53)

The Ricci scalar on the world sheet is

R(3) =
2

R2
(1 +R′2 + 2RR′′), (2.54)

where R′′ is given by Eq. 2.40.

After substituting Eq. 2.50, Eq. 2.53, and Eq. 2.54 into Eq. 2.46, the equation of motion

for φlm(τ) is

φ′′lm =

[

ǫ2

σ2
− 4ǫ

σR

(

asds +R′2)1/2 + 3Λ+ +
2

R

dasds

dR
+

6R′2

R2

−2(1 − 4asds)

R2
− l(l + 1)

R2

]

φlm − 2R′φ′lm
R

. (2.55)

In terms of the dimensionless variables of the junction condition problem this reads:

Φ′′
lm = −2z′

z
Φ′
lm (2.56)

+

{

108A

c2
+

9(A−B)2

c2
+

12(B −A)

cz

(

asds(−Q) + z′2
)1/2

+

2(−Q)

z2
(4asds − 1) +

6z′2

z2
+

2(−Q)

z

dasds

dz
− l(l + 1)(−Q)

z2

}

Φlm,
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where Φ is the dimensionless perturbation field defined similarly to z (see Eq. 2.23). The first

term acts as a (anti)drag on (shrinking) growing perturbations. The last term in this equation

is always negative, acting as a restoring force. Perturbations will grow when the other terms

(which are positive over most of the trajectory in the expanding phase) in this equation dominate.

Further, the last term indicates that lower l modes will experience the largest growth. The full

details of the solutions, however, require a numerical approach, to which we now turn.

2.6 Application to tunneling mechanisms

Classical trajectories exist on either side of the potential diagrams of Figs. 2.8, 2.9,

2.10, and 2.11, and so one can ask if there is any quantum process that connects two solutions

of the same mass through the classically forbidden region under the potential. This would

correspond to transitions from the bound spacetimes shown in Fig. 2.12 (Solutions 1 and 2) to

the unbound spacetimes shown in Figs. 2.12 and 2.13 (Solutions 6-11). Such processes do seem

to occur [20, 39, 40, 41, 42], at least within the framework of semi-classical quantum gravity,

and we will discuss them in great detail in Chapter 4.

This problem has been investigated only under the assumption of spherical symmetry,

which would be grossly violated if perturbations on the bubble wall before tunneling become

nonlinear. In this section, we investigate the circumstances for which this is the case, under

the assumption that the pre-tunneling spacetime is described by Solution 2, and that the tun-

neling event occurs at its turning point. The two basic questions at issue are: first, when do

perturbations go nonlinear for some given set of initial perturbations, and second, what initial

perturbations can be expected.
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2.6.1 Dynamics of the Perturbation Field

Let us begin with the first issue. Since Eq. 2.56 is a second order ODE, it can be

decomposed into the sum of two linearly independent solutions

Φlm(T ) = Φlm(T = 0)f(l, z0, Q, T )

+Φ′
lm(T = 0)g(l, z0, Q, T ). (2.57)

The functions f(l, z0, Q, T ) and g(l, z0, Q, T ) can be found numerically by alternately setting

Φlm(T = 0) and Φ′
lm(T = 0) to zero, then evolving the coupled Eq. 2.56 and Eq. 2.42 numerically

for a time T with initial conditions for Q, z0, and l. If the bubble is to tunnel, it will do so at the

time Tmax, when the bubble reaches its maximum radius and begins to re-collapse. Given f and

g at time Tmax, the size of the perturbations at the turning point for any z0, Q, l, Φlm(T = 0),

and Φ′
lm(T = 0) can be determined. An RK4 algorithm with adaptive step size was used to

solve for f and g, with numerical errors well within the 1% level.

The results of this analysis for l = 1 and for the low (weak) and intermediate (GUT)

inflation scales discussed below Eq. 2.29 are shown in Fig. 2.17. The solid lines show contours

of constant (log) amplification factor f (left) and g (right) versus the bubble starting radius

z0 and mass parameter Q, with bubble mass increasing toward the top. The shaded regions

indicate regions which we have disallowed as bubble starting radii because the bubble would not

be classically buildable for R < RBH (marked as Q > QBH), or the bubble is in the forbidden

region Q < V (z) of the effective 1D equation of motion Eq. 2.25, or the bubble would be

too small to be treated classically. We choose the latter radius as fifty times the Compton

wavelength zcompton of a piece of the bubble wall 7. The choice of fifty Compton wavelengths is

rather arbitrary; the effect of a larger bound would be to exclude more of the parameter space in

Fig. 2.17. This (unshaded) parameter space includes all classical initial conditions which could

7The mass of a piece of wall of scale s is M ≃ s2σ, where σ is the wall surface energy density; the Compton
wavelength is then found by setting M = s−1, yielding s = zcompton ≃ σ−1/3.
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Figure 2.17: Contour plot of Log10[f(l = 1, z0, Q, Tmax)] (left) and Log10[g(l = 1, z0, Q, Tmax)]
(right) for MI = 1014 GeV (top) and MI = 100 GeV (bottom).

be set up by the observer in region I of the SdS conformal diagram.

It can be seen in Fig. 2.17 that the growth of the perturbations is in general larger for

higher-mass bubbles (smaller |Q|, larger − log10(−Q)). The lower the inflation scale, the closer

to zero the peak in the potential function becomes, and the smaller |Q| (higher mass) bubbles

are allowed, so at low inflation scales f and g can be very large. Growth for the Planck-scale

inflation bubbles is very small, with f of order 10 and g of order 1, and is not plotted.

The enhanced growth at small |Q| is due to the suppression of the term in Eq. 2.56

proportional to l(l + 1)(−Q), which always acts to stabilize the perturbations. Another con-
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Figure 2.18: f(l, z0 = .5, Q = −10−4, T ) for various l. The inset shows the oscillatory behavior
of f for large l.

sequence of this suppression is that the range in l over which solutions are unstable depends

on Q; as a general rule of thumb, approximately a few times (−Q)−1/2 l-modes are unstable

(note that this is unlike the case of zero mass bubbles, for which only the l = 0, 1 modes are

unstable). An example of the f function for Q = −10−4 with the intermediate (GUT) inflation

scale parameters is shown in Fig. 2.18. The f functions for very large l modes are stable and

approach sinusoids with amplitudes less than one (see the inset of Fig. 2.18), meaning that the

perturbations are never larger than their initial size.

2.6.2 Initial Conditions and Evolution to the Turning Point

Having fully characterized the growth of the perturbations, we now require an estimate

for their initial values when the bubble is formed. There is no reason to expect that a region of

false vacuum will fluctuate into existence with anything near spherical symmetry, nor is it likely

to have thin walls (there is no instanton or other mechanism to enforce these symmetries). Since

low-l (relative to (−Q)−1/2) modes are unstable, an initially aspherical bubble will only become

more aspherical; this is in marked contrast to zero mass true vacuum bubbles, which both start

spherical, and tend to become more spherical as they expand.
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Suppose, however, that we consider the best-case scenario in which a bubble is, by

chance or design, spherically symmetric. It will nevertheless inevitably be dressed with zero-

point quantum fluctuations of the perturbation field. We may then check whether these fluctu-

ations alone, considered as initial values for the perturbations of a bubble starting with a given

Q and z0, suffice to make the bubble nonlinearly aspherical by turnaround.

We assume that the ensemble average of the quantum fluctuations at the time of

nucleation is zero; but the ensemble average of the square of the field (the space-like two-point

function 〈Φ(θ, φ)Φ(θ̃, φ̃)〉 ≡ 〈ΦΦ̃〉) will not generally vanish. We can write the mode functions

(Eq. 2.49) in terms of it as:

〈Φ2
lm〉 =

∫

dΩdΩ̃〈ΦΦ̃〉Ylm(θ, φ)Y ∗
lm(θ̃, φ̃). (2.58)

By spherical symmetry, the two-point function can be written as a function of the angular

separation Ψ between (θ, φ) and (θ̃, φ̃), and decomposed into Legendre polynomials:

〈ΦΦ̃〉 =
∑

l

ClPl(cosΨ). (2.59)

Using the addition theorem for spherical harmonics, we can write this as

〈ΦΦ̃〉 =
∑

l′,m′

4π

2l′ + 1
Cl′Y

∗
l′m′(θ, φ)Yl′m′(θ̃, φ̃). (2.60)

Substituting this into Eq. 2.58 and using the orthogonality of the spherical harmonics yields the

relation:

〈Φ2
lm〉 =

4πCl
2l + 1

. (2.61)

Given some space-like two point function at the time the bubble is nucleated, we can

obtain the Cl from

Cl =
2l + 1

4π

∫ 1

−1

d(cos Ψ)〈ΦΦ̃〉Pl(cosΨ) (2.62)

and therefore set the typical initial amplitudes of the mode functions as the r.m.s. value 〈Φ2
lm〉1/2

from Eq. 2.61. The velocity field can be decomposed into spherical harmonics just as Φ was,
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and the analysis performed above carries over exactly. The typical initial size of the velocity

mode functions is then given by

〈Φ′2
lm〉 =

4πAl
2l + 1

. (2.63)

with

Al =
2l+ 1

4π

∫ 1

−1

d(cosΨ)〈Φ′Φ̃′〉Pl(cosΨ). (2.64)

The initial amplitudes in Eq. 2.61 and Eq. 2.63 can now be evolved to the turning

point, and the mode functions re-summed. The ensemble average of the r.m.s. fluctuations in

Φ at any time at a given point will then be:

〈Φ(T )
2〉 =

∑

l

2l+ 1

4π
〈Φlm(T )

2〉 (2.65)

=
∑

l

[

C
1/2
l f(l, z0, q, T ) +A

1/2
l g(l, z0, q, T )

]2

,

which can be evaluated at T = Tmax.

A full model of the two-point functions 〈ΦΦ̃〉 and 〈Φ′Φ̃′〉 would involve quantizing the

mode functions on the curved spacetime of the bubble wall worldsheet, which has a metric

depending on z(T ). Further, to treat large fluctuations, we would need to include non-linear

terms in the equation of motion. The exact two-point function is therefore a rather formidable

object to compute. As a simplified model, we will employ the two-point functions of a massless

scalar field in flat spacetime, and replace the spatial distance r with the distance along the bubble

wall r0Ψ. This massless scalar corresponds to the perturbations on a flat wall separating domains

of equal energy density in Minkowski space [43]. Corrections to this picture in the presence of

curvature should be small over small regions of the bubble wall. We are also neglecting the

large difference in energy densities across the bubble wall, which will give the field a (negative)

mass to first order. The apparent divergence of the correlator due to this negative mass will be

rendered finite by the non-linear terms which must be introduced to discuss large fluctuations.
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In light of all these difficulties, and several more approximations we will make below, this should

be considered as a first, rough estimate of the amplitude of the quantum fluctuations on the

bubble at the time of nucleation.

The space-like two-point function in Minkowski space at large separations is given by

〈φ(x)φ(y)〉 =
σ−1

4πr
, (2.66)

where r ≡ |x − y|. As in the work of Garriga and Vilenkin [43], we introduce a smeared field

operator to obtain a well-defined answer at close separations

φs ≡
1

πs2

∫

|y−x|<s

d2yφ(y), (2.67)

where s is a smearing length, chosen to be the Compton wavelength s = σ−1/3 of a piece of wall,

which is a physically reasonable lower bound on the size of a measurable region. The smeared

correlator will then be given by

〈φs(x)φs(y)〉 =
1

π2s4

∫

|z−x|<s

d2z

∫

|q−y|<s

d2q〈φ(z)φ(q)〉, (2.68)

which evaluates at x = y to

〈φ2
s〉 = (

1

2
+ G)σ−2/3, (2.69)

where G = .916... is Catalin’s constant. We have been unable to integrate Eq. 2.68 to obtain the

exact form of the smeared two-point function for all r. However, it must smoothly interpolate

between the value at r = 0 in Eq. 2.69 to the functional form at r ≫ s given by Eq. 2.66. We

therefore employ the following ‘toy model’ smeared field correlator

〈φ(x)φ(y)〉 =
σ−1

4πs

[

(2π + 4πG − 1)e−r
2/2s2 +

1

r/s+ 1

]

, (2.70)

which has the correct asymptotics. With r = r0Ψ, the dimensionless form of the toy correlator

is given by:

〈ΦΦ̃〉 =
(−Q)

(24π)2

[

(2π + 4πG − 1)e−(ξ2/2)Ψ2

+
1

ξΨ + 1

]

, (2.71)
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where ξ ≡ r0/s.

The velocity-velocity correlator can be calculated using the Hamiltonian approach. For

spacelike separations, this is given by

〈φ′(x)φ′(y)〉 = σ−1

∫ |p|d2p

2(2π)2
exp[ip(x − y)] (2.72)

= σ−1

∫ Λ

0

dp

4π
p2J0(pr)

where we have introduced a hard momentum cut-off Λ to obtain a finite answer. This cutoff

will correspond to the inverse smearing length, with higher momentum scales accounted for in

the smeared operator. The integral can be evaluated in terms of generalized hypergeometric

functions as

〈φ′(x)φ′(y)〉 =
Λ3σ−1

12π
1F2

(

3

2
; 1,

5

2
;−Λ2r2

4

)

. (2.73)

At close separations, we construct a smeared operator φ′s. The expectation value of

this operator at zero separation is

〈φ′2s 〉 =
log(64) + 2γ − 4

2π2
, (2.74)

where γ = .577... is the Euler-Mascheroni constant. Smoothly connecting the small r (Eq. 2.74)

and large r (Eq. 2.73) behavior as in Eq. 2.70, the Φ′ (defined similarly to z′) correlator on the

bubble at the time of nucleation is:

〈Φ′Φ̃′〉 =
(−Q)

12π

[

1F2

(

3

2
; 1,

5

2
;−ξ

2Ψ2

4

)

(2.75)

+

(

12γ − 6 log(64) − 24

π
− 1

)

e−(ξ2/2)Ψ2

]

The integrals Eq. 2.62 and Eq. 2.64 for the correlators Eq. 2.71 and Eq. 2.75 must be

evaluated numerically. Calculation of the coefficients for every l and ξ is unfortunately unfeasible

because of the highly oscillatory behavior of the integrands and sheer number of mode functions

that must be considered. However, we have been able to deduce sufficiently good approximate
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fits for Cl and Al as a function of both l and ξ. In both cases, the power is dominated by a peak

at l ≃ ξ.

The Cl are nicely fit by the function

Cl =
(−Q)

(24π)2
83

100

√
2l + 1√
2ξ + 1

exp

{ −1

4ξ2 − 2

[

(
√

2l + 1)2 − (
√

2ξ + 1)2
]

}

. (2.76)

The proposed fit for the Al consists of two power laws matched at the ξ = l peak. For l ≤ ξ, the

best fit is Al = (−Q)l5/4/(10ξ9/4) and for l > ξ, the fit is Al = 3(−Q)ξ1.8/(200l2.6). Because

these power law indices are slightly uncertain, we only count the modes with l ≤ ξ in the Al.

This is conservative, and also justified because these modes will not contribute significantly to

the sum in Eq. 2.65.

With these initial conditions, we can now evolve each mode function using Eq. 2.57

and then re-sum in Eq. 2.65 to find the average size of the fluctuations at the turning point. We

have calculated f and g up to the l corresponding to the last unstable mode of the smallest |Q|,

for all three inflation scales (MI = 100 GeV, MI = 1014 GeV, and MI = 1017 GeV). The results

for weak- and GUT-scale inflation are shown in Fig. 2.17, where the dotted line indicates the

boundary of the region over which the perturbations become non-linear (non-linear to the left of

the line). It can be seen that in this model, even just quantum perturbations of the bubble wall

grow nonlinear in bubbles that start at radii less than about one-tenth of the turnaround radius;

this grossly violates the assumption of spherical symmetry used in tunneling calculations. On

the other hand, none of the parameter space in the high inflation scale case went non-linear,

and at all scales there is always a region of initial bubble radii near the turnaround radius, for

which nonlinearity never occurs.
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2.6.3 Thick Walls and Radiation

Just as we have no reason to expect a fluctuated region to be spherically symmetric, we

have no reason to assume that it will have thin walls. An analysis of thick-walled true vacuum

bubbles was undertaken in Ref. [43, 44], where it was found that the instabilities found in thin-

walled case are still present in the form of deformations normal to the bubble profile. In the

case of small false vacuum bubbles, there is no obvious consideration (such as a corresponding

instanton) to supply the profile of the bubble wall, and so we can merely conjecture by precedent

that the instability would be retained in the thick-walled case as well.

Another consideration, applying to bubbles smaller than the false vacuum horizon

size, is whether inflation is spoiled by non-vacuum contributions to the energy density. The

perturbations on the bubble wall translate into gravitational waves [45, 46], and since the bound

bubble solutions remain relatively close to their gravitational radius and become distorted over

many different length scales on a relatively short time scale (see the quasi-exponential growth in

Fig. 2.18), they will be emitters of copious gravitational radiation. Another problem arises if the

kinetic and gradient energy of the field becomes appreciable in the bubble interior, either from

intrusion of the wall (for example, imagine a bubble being pinched in half by some non-linear

perturbation), or from particle production or other scalar modes propagating in from the wall.

If the emission of energy into the interior of the bubble from any combination of these modes

makes a significant contribution to the equation of state, then inflation will not occur.

2.7 Conclusions

In this chapter we have examined the classical dynamics and instability of thin wall

vacuum bubbles. We first outlined the construction of bubbles which have zero mass, considering

positive, negative, and zero cosmological constant in the interior and exterior. The causal
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structure of these spacetimes was presented, and in the case of junctions between two de Sitter

spaces, the matching was demonstrated in a number of different coordinate systems. In the case

of junctions between a positive or zero cosmological constant exterior and a negative cosmological

constant interior, we demonstrated the existence of a static domain wall solution, and found that

the measurable entropy of any observer entering the bubble is bounded. These results will be

applied further in Chapter 3

We then used the Israel Junction conditions to classify all allowed matchings between

a de Sitter interior and Schwarzschild de Sitter exterior. A total of 17 qualitatively different

solutions were found of four basic types: bound, unbound, monotonic, and static. These allowed

junctions included a number of bubble solutions discussed in previous literature. For instance,

zero mass bubbles correspond to the lorentzian continuation of the Coleman-de Luccia [12] true

vacuum and Lee-Weinberg [13] false vacuum bubbles. On the other end of the mass spectrum,

we have found that static solutions correspond to the lorentzian continuation of the thermal

activation mechanism [32].

Examining these classical solutions, we have shown that an instability to linear as-

pherical perturbations exists in those solutions which possess a turning point. This includes

the bound (solutions 1 and 2), unbound (solutions 6-13), and static solutions (solutions 16 and

17). For the unbound case, there is no clear way to set an initial radius or initial perturbation

amplitude, so we can say only that collapsing bubbles are violently unstable. Static solutions

will be similarly unstable, though the details depend on how long the wall remains in unstable

equilibrium between expansion and collapse. The bound solutions are amenable to quantita-

tive investigation, and we have focused on the growth of perturbations in the expanding phase.

This evolution precedes a possible tunneling mechanism between bound and unbound solutions,

which we will discuss in more detail in Chapter 4.

For bound expanding bubbles formed by the fluctuations of a scalar field in de Sitter
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space, there is no instanton to enforce spherical symmetry, so we would expect initial aspherical

perturbations to be relatively large. Since there is no detailed model for the fluctuating scalar

field to see how large, we have instead calculated an estimate of the minimal deviations from

spherical symmetry in light of quantum fluctuations, and present this as an extremely rare,

best case scenario for spherical symmetry. These minimal fluctuations were then evolved to the

turning point of the bound solutions, which is the point where there is a chance for tunneling to

an unbound solution to occur. Of the three representative energy scales for false vacuum energy

densities (imagined to correspond to the scale of inflation occurring inside a bubble) we have

studied, the evolved minimal perturbations on a Plank scale bubble remain small over most of

the allowed parameter space, while the perturbations on GUT and weak scale bubbles can grow

nonlinear if they start at a sufficiently small (∼ 10%) fraction of the turnaround radius. Thus

even in the best-case scenario some bubbles become nonlinear, but on the other hand there will

always in principle be some that do not.
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Chapter 3

Tunneling: Zero Mass

3.1 Introduction

In this chapter, we will consider a scalar field theory with a potential possessing two

minima, one corresponding to a high energy false vacuum and one corresponding to a lower

energy true vacuum. An example of such a potential is shown in Fig. 3.1. It was shown long

ago by Coleman and collaborators [10, 12] that the false vacuum will in many cases decay to the

true vacuum. This proceeds by the nucleation of bubbles of true vacuum in the background false

vacuum, and the nucleation rate can be calculated by solving the coupled Euclidean Einstein and

scalar field equations under the assumption of O(4) symmetry with the appropriate boundary

conditions. It was later conjectured by Lee and Weinberg [13] that the reverse process could

occur as well: the nucleation of false vacuum bubbles in a background of true vacuum.

When the scalar field potential satisfies a set of criteria, the nucleated bubble will have

a wall which is thin compared to its total radius. The vacuum energy will undergo a sharp jump

as one moves through the wall. When this thin-wall approximation is valid, the bubble wall

radius becomes a collective coordinate for the bubble configuration, and the Euclidean Israel
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xT

xH

xF

Figure 3.1: The potential V (φ), with the true vacuum xT , the false vacuum xF and the
“Hawking-Moss” point xH labeled.

junction conditions for a thin shell can be used to construct the instanton. The nucleation

of true and false vacuum bubbles in this picture corresponds to the quantum tunneling of the

bubble wall from zero radius to the radius of the critical bubble configuration, which provides

the initial data for the subsequent lorentzian evolution.

In a recent paper [15], a picture of a large class of eternal inflation models was presented

that greatly simplifies their analysis by viewing the eternally inflating universe as a finite system

comprised of the causal diamond of a single observer.

This picture, which has consequences for the Landscape idea as well as for models of

low-energy supersymmetry breaking, both suggested and gained support from an interesting new

result in the dynamics of true-vacuum bubble nucleation as described by Euclidean instanton

techniques. In particular, it was found that in a certain class of potentials, the instanton

action for a transition from positive (false) to negative (true) vacuum energy did not tend to

infinity as the false vacuum energy VF was reduced to zero, as would be required to give a

finite nucleation probability1 and hence accord with intuition regarding the decay of Minkowski

space to a negative vacuum (“big crunch”) space. This result was supported by general analytic

arguments, as well as numerical results for ǫ ∼ 1, where ǫ controls the scale in field value over

1As VF → 0, the required background subtraction becomes infinite, requiring an infinite instanton action to
cancel it and leave a finite decay probability.
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which the potential varies. On the basis of these results it was conjectured that

1. The same behavior holds at ǫ≪ 1, and

2. for VF ≡ 0, a second (non-compact) instanton, like the one found in the absence of gravity,

exists which allows much faster decay, so that

3. for all ǫ there is a discontinuity in the decay rate as VF → 0.

We will demonstrate that while the specific calculations presented in [15] are correct,

the above conjecture is not2. Instead we find that the space of potentials is partitioned by a

Great Divide, into one class where Minkowski space is unstable, and a second class where the

tunneling rate is indeed suppressed – as argued in [15] – by the factor e−π(RMP )2 (where R is

the de Sitter radius corresponding to the false vacuum), and hence vanishes at VF = 0. The

stability, for some potentials, of a seemingly metastable Minkowski vacuum was noted long ago

by Coleman and De Luccia [12] in the thin-wall limit and subsequently discussed by several

authors [48, 49] outside of that limit.

In Sections 3.2– 3.4 we will review the instanton formalism, give approximate analytic

solutions, then examine the behavior of the instanton solutions in the limit where VF → 0, using

both analytic and numerical techniques. After elucidating the actual behavior of the instantons,

we will argue in Sec. 3.5 that the Great Divide consists precisely of those potentials which, in

the VF → 0 limit, have static domain walls interpolating between the true and false stationary

points of the potential3; we also argue that the Great Divide is appropriately named because its

codimension in the space of potentials is one. In Sections 3.5 and 3.6, we will discuss our results

in connection with the picture of eternal inflation put forward in [15]. In Sec. 3.6, we will argue

that it is inappropriate to think of potentials describing unstable Minkowski space as having

2R. Bousso, B. Freivogel and M. Lippert, have discovered this fact independently [47].
3This observation is related to the work of Cvetic et. al. on singular domain walls and their relation to CDL

bubbles [50, 51, 52, 53]
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to do with quantum gravity in asymptotically flat space, then discuss what they may, instead,

correspond to. In Sec. 3.7, we comment on the implications of potentials above the Great Divide

for the string theory landscape. A brief summary of our conclusions is given in Sec. 3.8.

3.2 CDL Formalism

3.2.1 Neglecting gravity

We will begin by briefly reviewing the formalism for constructing Euclidean instantons

describing the nucleation of true vacuum bubbles in a false vacuum background. True vacuum

bubbles will in general be of micro-physical size, and so, neglecting the vacuum energy of the

field, it is appropriate to neglect the backreaction of the scalar field on the spacetime as a first

approximation [10]. In this case, one looks for solutions to the Euclidean equation of motion

which go from the false vacuum to the basin of attraction of the true vacuum in infinite Euclidean

time. Under the assumption of O(4) invariance, the field is a function of the Euclidean radius,

ρ2 = x2 + t2, alone and has the equation of motion

φ′′ +
3

ρ
φ′ =

dV

dφ
(3.1)

The boundary conditions on the field are

φ(ρ→ ∞) = φF , φ(ρ = 0) = φ0 ≃ φT
dφ

dρ
|ρ=0 = 0 (3.2)

essentially specifying that the field is in the true vacuum only in a very localized region, and

as one goes to large distances/times the false vacuum remains undisturbed by the nucleation

event.

The decay probability per unit 4-volume of the false vacuum is given by

Γ = Ae−SE , (3.3)
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Figure 3.2: Shown on the left is a potential which satisfies the thin-wall approximation. Shown
on the right is a potential which satisfies the deep-well approximation.

where SE is the Euclidean action of the field configuration that interpolates between the true

and false vacuum wells, and A is a pre-factor that encodes the first quantum corrections. Under

the assumption of O(4) invariance, the euclidean action is given by

SE = 2π2

∫ ∞

0

dρρ3

[

φ′2

2
+ V

]

. (3.4)

The pre-factor is a functional determinant, given by [11]

A =

(

SE
2π

)2(
det′ [−2 + V ′′(φ)]

det [−2 + V ′′(φF )]

)−1/2

, (3.5)

where det′ indicates that the determinant should be computed with the zero modes omitted

(there are 4 in this case, corresponding to the 4 possible translations in Euclidean space). The

prefactor has mass-dimension 4, and is calculated using quantities such as R0, |φF − φT |, V ′′

(which will in general lie within an order of magnitude of one another [54] for ”typical” values

over the instanton), and so we can roughly estimate it to be

A ∼ O(R−4
0 , |φF − φT |4, V ′′2). (3.6)

It is also possible to calculate the prefactor numerically [55], yielding an exact expression for

Eq. 3.3.
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3.2.2 Thin-wall approximation: without gravity

In the limit where the size of the bubble is much larger than the thickness of the wall,

we can find an approximate solution to the Euclidean equations of motion. This will occur for

potentials with |VF − VT | ≪ 1, as in the example on the left of Fig. 3.2. The Euclidean action

and critical radius for the nucleation of a thin-wall bubble are given by

SE =
27π2σ4

2(VF − VT )3
, R0 =

3σ

VF − VT
(3.7)

where the surface tension σ is

σ =

∫ φF

φ0

dφ
√

2 (V (φ) − V (φF )) = 2

∫

dρ (V (φ) − V (φF )) . (3.8)

At non-zero temperature T , in the limit where T ≫ R−1
0 , the Euclidean action and critical

radius for bubble nucleation are given by [54]

SE =
16πσ3

3(VF − VT )2T
, R0 =

2σ

VF − VT
(3.9)

3.2.3 Deep-well approximation: without gravity

In the limit where the true vacuum well is very deep, we can approximate the potential

around the barrier and false vacuum minimum as

V (φ) =
M

2
φ2 − δ

3
φ3. (3.10)

An example of such a potential is shown on the right of Fig. 3.2. It is possible to obtain an

exact solution to the Euclidean field equation for this potential [54], which yields an action of

SE ≃ 205
M2

δ2
(3.11)

For non-zero temperature, with T ≫M , the Euclidean action can be written as

B ≃ 44
M3

δ2T
. (3.12)
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3.2.4 Including gravity

With the inclusion of gravity, the nature of the problem changes drastically. One must

now solve the coupled Euclidean scalar field and Einstein equations for solutions that travel

between the basins of attraction of the minima at φT and φF . Again, assuming O(4) invariance,

the instanton is described by an Euclidean manifold of the form

ds2 = dz2 + ρ2(z)dΩ2, (3.13)

where dΩ2 is the surface element of a unit 3-sphere. The equations of motion are given by

φ′′ +
3ρ′

ρ
φ′ =

dV

dφ
, (3.14)

ρ′2 = 1 +
8π

3
ρ2

(

φ′2

2
− V

)

. (3.15)

The nucleation probability is still given by Eq. 3.3. The total Euclidean action, SE , is the differ-

ence between the action of the instanton, SI , (which is negative due to the positive curvature of

the instanton) and the action of the background spacetime, SBG (which is negative and larger

in magnitude than the instanton action)

SE = SI − SBG. (3.16)

The instanton action is given by

SI = 4π2

∫

dz

(

ρ3V − 3ρ

8π

)

. (3.17)

The background subtraction term (for an end-point of the evolution in x near xF ) is given by

SBG = − 3

8VF
. (3.18)

When the true or false vacuum has zero energy density, the manifold is noncompact:

ρ(z = 0) = 0, ρ(∞) = ∞, φ̇(z = 0) = 0, φ̇(∞) = 0,

φ(z = 0) = φ0 ≃ φF,T , φ(∞) = φT,F . (3.19)
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Figure 3.3: The evolution of ρ(z) (top) and φ(z) (bottom) for a single-pass (left), multiple-pass
(center), and Hawking-Moss (right) instanton.

where the initial conditions at z = 0 are set near the vacuum with non-zero energy density.

When the false vacuum has positive energy density, we can consider a positive or

negative energy true vacuum. In either case the Euclidean manifold Eq. 3.13 is necessarily

compact, spanning an interval between z = 0 and z = zmax. The solution must then satisfy

ρ(z = 0) = 0, ρ(zmax) = 0, φ̇(z = 0) = 0, φ̇(zmax) = 0,

φ(z = 0) = φ0 ≃ φT , φ(zmax) = φe ≃ φF . (3.20)

Solutions with two zeros in φ̇ will be referred to as “single-pass” instantons. An example

of the evolution in is shown in the left cell of Fig. 3.3. It is also possible to have a number of

other qualitatively different solutions to the field equations with the above boundary conditions.

The Hawking-Moss instanton [56] is the solution where the field remains at the maximum of the

potential (with φ̇ = 0) over the entire evolution between z = 0 and z = zmax. This is shown in

the right cell of Fig. 3.3. The solution for ρ(z) is

ρ(z) =

(

8π

3
VH

)−1/2

sin

[

(

8π

3
VH

)1/2

z

]

, (3.21)

where VH is the value of the maximum of the potential (the Hawking-Moss point indicated in
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Fig. 3.1). The instanton action is

SHI =
3

8VH
(3.22)

The physical interpretation of this instanton is the fluctuation of a horizon-sized region up to

the top of the potential [57] from either the true or false vacuum minima. The field is then left

in an unstable equilibrium, and after the Euclidean instanton is analytically continued, it will

roll down to one of the wells. In this sense, the Hawking-Moss instanton can be thought of as

mediating a transition between the true and false vacuum wells.

There are also solutions with more than two zeros in φ̇. We will refer to these as

multiple-pass instantons [58]. An example is shown in the middle panel of Fig. 3.3. The inter-

pretation of these instantons is rather unclear (having to do with the number of negative modes

in fluctuations about the semiclassical solution), but it can be shown that their Euclidean action

is always larger than the single-pass instanton.

In the remainder of this chapter, we will study a single scalar field, with a potential

that scales with two dimensionful constants M and µ:

V (φ) = µ4v (φ/M) , (3.23)

The general scaling form of the potential is motivated by considerations of naturalness. Typical

potentials which cannot be fit into this form have fine-tuned dimensionless coefficients and are

not stable to radiative corrections.4

Defining the following dimensionless variables:

x ≡ φ/M, (3.24)

r ≡ µ2ρ

M
, (3.25)

4The major exception we know of is the case of moduli in string theory near singular points in moduli space:
while the typical potential for moduli depends on φ/mP or φ/mS , near singular points (where other degrees of
freedom become light) the potential can have more rapid variation.
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s ≡ µ2z

M
, (3.26)

ǫ2 ≡ 8πM2

3M2
P

, (3.27)

the coupled Euclidean scalar field and Einstein’s equations are

ẍ+
3ṙ

r
ẋ+ u′ = 0, (3.28)

ṙ2 = 1 + ǫ2r2E, (3.29)

where u(x) ≡ −v(x), primes and dots, respectively, refer to x− and s−derivatives, and E is the

Euclidean energy of the field, defined as

E =
1

2
ẋ2 + u(x). (3.30)

For future reference, the dynamics of the Euclidean energy are determined by the equation

Ė = −3
ṙ

r
ẋ2. (3.31)

For compact instantons, there will be a non-singular solution to the Euclidean equations

of motion if the boundary conditions (equivalent to Eq. 3.20)

r(0) = 0, r(smax) = 0, ẋ(0) = 0, ẋ(smax) = 0, (3.32)

can be met for some set of endpoints in the evolution of x near xT and xF . We also note [49] that

multifield models can be studied using these methods as well, as long as we restrict attention to

instantons for which φ̇i = 0 only at two points. In that case, however, one might be interested

in potentials with more minima and maxima.

In terms of the dimensionless variables, the instanton action is given by

SI = −4π2

(

M4

µ4

)∫ s=smax

s=0

ds
(

r3u+
r

ǫ2

)

. (3.33)

The background subtraction term (for an end-point of the evolution in x near xF ) is given by

SBG =
8π2

3ǫ4uF
. (3.34)
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Returning to the equations of motion, we can attempt to determine how including grav-

itational effects has changed the calculation of the instanton action. Most importantly, the set of

boundary conditions that must be satisfied is completely different than in the non-gravitational

problem. Since we are solving for both the (compact) geometry and the field configuration, it

is impossible to impose a constraint on the solution which says that asymptotically far away

from the nucleation event, the field remains undisturbed in the false vacuum. Indeed, since the

instanton does not interpolate exactly between the true and false vacuum minima, there is no

part of the instanton which is in either the true or false vacuum states. Since the true vacuum

bubbles are typically of microphysical size, one can approximately apply the zero-gravity picture

of a small nucleated bubble whose walls asymptotically approach the speed of light. However,

when one works outside the thin-wall limit [59] or considers the nucleation of false vacuum

bubbles, this picture becomes misleading.

3.2.5 Thin-wall approximation including gravity

If the field makes the transition between the basins of attraction in a relatively (to the

entire range of z) short span of z, the wall will be thin. In this limit, the field must loiter near

the true and false vacuum maxima, during which time the solution for ρ(z) will be given by

ρ(z) = H−1
F sin(HF z); z < z ∗ (3.35)

ρ(z) = H−1
T sin(HT z); z > z∗ (3.36)

where z∗ denotes the value of z at which the bubble wall (the transition region between the

wells) is located. We therefore see that the instanton is constructed in the thin wall limit by

matching two four-spheres across the bubble wall (for example, see [60, 13, 61, 12]).

We can understand this geometry by looking at the CDL instanton embedded in 5D

Euclidean space. Since in the thin-wall limit the instanton is composed of de Sitter spheres, we
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can utilize the catalog of de Sitter embeddings enumerated in Sec. A.2. Focusing on the closed

foliation, the Euclidean embedding for one de Sitter sphere is found by analytically continuing

χ→ iχ in Eq. A.45. The metric then becomes

ds2 = dz2 +H−2 sin2 (Hz)
[

dχ2 + cos2 χdΩ2
2

]

, (3.37)

where the angles cover ranges 0 ≤ Hz ≤ π, −π/2 ≤ χ ≤ π/2, 0 ≤ θ ≤ π, and 0 ≤ φ ≤ 2π. The

instanton will in general be composed of a large portion of the false vacuum de Sitter sphere,

with the bubble wall located on a constant-z slice. On the other side of the bubble wall is a

small cap of the true vacuum de Sitter sphere. The slice defined by (θ = π/2, φ = 0) in the

(X0, X1, X4) coordinate system is shown in the left-hand portion of Fig. 3.4, where constant z

surfaces describe longitudes and constant χ surfaces describe latitudes on the hemisphere. Slices

of different (θ, φ) in these coordinates are shown in the top portion of Fig. 3.5, where it can be

seen that the volume of a sphere will be foliated by the allowed slices. Importantly, the position

of the spherically symmetric bubble wall is independent of θ and φ.

Shown in Fig. 3.6 is the analytic continuation of the CDL instanton on a constant-

χ slice. The field values on this slice provide initial conditions for the subsequent lorentzian

evolution. The conformal diagram shown on the right is identical to the t > 0 portion of the

full-time symmetric solution shown in Fig. 2.1.

An alternative embedding of de Sitter space yields the Euclidean static coordinates.

This can be obtained from Eq. A.19 by analytically continuing t → itE , and is shown in the

right portion of Fig. 3.4. The pole of the hemisphere is in this case located on the X1-axis

and corresponds to the radius of the cosmological horizon. Longitudes with respect to this pole

correspond to surfaces of constant R, where the equator is at R = 0. Latitudes describe slices of

constant tE . Shown in the bottom portion of Fig. 3.7 are slices of different (θ, φ), which again

foliate the volume of a sphere.
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Figure 3.4: The Euclidean instanton for zero mass thin wall bubbles in the embedding space.
On the left is the instanton in the (z, χ) coordinatization on a surface of constant (θ, φ). The
majority of the space is covered by the false vacuum de Sitter sphere, save a small cap of the
true vacuum sphere around the north pole. The bubble wall is located on a constant ξ slice.
Euclidean de Sitter in the (t, R) coordinatization, on a surface of constant (θ, φ), is shown on
the right.
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Figure 3.5: Euclidean de Sitter in the (z, χ) coordinatization (top) and the (tE , R) coordinati-
zation (bottom) on slices of constant (θ, φ) in the (X0, X1, X4) embedding space. These slices
will foliate the volume of a sphere as (θ, φ) traverse their allowed ranges.

True

True or VacuumFalse

False Vacuum

Vacuum

Figure 3.6: The analytic continuation of the instanton defining the intial conditions for the
lorentizian evolution of true or false vacuum bubbles.
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Figure 3.7: The instanton in the (tE , R) coordinatization. The initial spacelike hypersurface
is indicated, and ranges from R = 0 (the position of the bubble wall) to the false vacuum
cosmological horizon. The final spacelike hypersurface ranges from the critical radius of the
true vacuum bubble (see Eq. 2.13) to the false vacuum cosmological horizon. Also shown is
the continuation of the final hypersurface and slices of constant R in the true-vacuum portion
of the instanton. Values of R in the false-vacuum portion of the instanton match those in the
true-vacuum region across the bubble wall.

Shown in Fig. 3.7 is the bubble wall trajectory in the (tE , R) coordinatization, where

it can be seen that the wall will evolve from R = 0 to the radius of the bubble at the time of

nucleation as the angle χ is evolved from −π/2 to 0. The initial and final hypersurfaces in the

Euclidean space exterior to the bubble wall are indicated in Fig. 3.7, and these slices can be

continuously evolved into each other.

From this perspective, the nucleation of thin-wall true and false vacuum bubbles can

be described using a collective coordinate, the bubble radius, and we should seemingly be able to

map this onto the original description in terms of the field and gravitational degrees of freedom.

In the case of true vacuum bubbles this is indeed possible, and by slicing the CDL instanton

in the correct way, it is possible to locate the initial and final configurations of the Euclidean

interpolating manifold in the collective coordinate description. Indeed, this picture has been
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known to exist for some time, and to the author’s knowledge appeared for the first time in

Ref. [62].

The situation is much different when we turn to discuss CDL false vacuum bubbles.

Here, it is impossible to locate on the CDL instanton the initial configuration in the collective

coordinate description. There are no initial value hypersurfaces that encompass a region of order

the true vacuum horizon size. Of course, as soon as deviations from the thin wall approximation

are included, the instanton does not contain any regions where the field is in the true or false

vacuum, and it will never be possible to locate the initial value surface. In both the thick-wall and

false vacuum bubble, gravitational effects are important, and our inability to use the collective

coordinate picture seems to be tied to the fact that including gravity completely changes the

description and construction of the instanton.

Following Parke [63], the bounce action for thin-wall bubbles including gravitational

effects is given by

SE =
27π2σ4

2(VF − VT )3
r(x, y) (3.38)

where r(x, y) measures the effect of gravitational corrections to the bounce action

r(x, y) =
2
[

(1 + xy) − (1 + 2xy + x2)1/2
]

x2(y2 − 1)(1 + 2xy + x2)1/2
(3.39)

with

x =
6πσ2

(VF − VT )
, (3.40)

y =
VF + VT
VF − VT

. (3.41)

A contour plot of the function r(x, y) is shown in Fig. 3.8. The unshaded region corresponds

to the portion of the parameter space where |r| < 1, and the tunneling rate is enhanced by

gravitational effects. The region with y > 0, in which the tunneling rate is always enhanced,

corresponds to |VF | > |VT |. The region with y < 0 corresponds to |VF | < |VT |, and in this
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Figure 3.8: The gravitational factor, Eq. 3.39, for thin-wall vacuum bubble nucleation with
gravity. The unshaded region corresponds to r(x, y) < 1, where tunneling is enhanced by
gravitational effects. Contours for r(x, y) = 1, 1.5, 2, 2.5, 3 are shown.

parameter space the tunneling rate can either be enhanced or suppressed. In the thin-wall

approximation, the critical radius is given by the turning-point, Eq. 2.13, found in the zero-

mass solutions of Chapter 2.

There are a few limiting cases [63], where we can discuss the behavior of r(x, y).

Case 1: y ≪ x≪ 1/y

In the limit where y ≪ x (corresponding to VF + VT ≪ 6πσ2), Eq. 3.39 becomes

r(x, y) =
√

2
(y

x

)3/2

. (3.42)

The relevant parameter space is indicated in Fig. 3.8.

Case 2: x≫ 1/y, 1
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In the limit where x≫ 1/y, 1, Eq. 3.39 becomes

r(x, y) =
2

x2(1 + y)
, (3.43)

which is a more steep decreases with x than the case where x ≪ 1/y. The relevant parameter

space is indicated in Fig. 3.8.

Case 3: y < −1

At (x = 1, y = −1), corresponding to VF → 0 and 6πσ2 = VT , Eq. 3.39 blows up.

In Chapter 2 (see the discussion surrounding Fig. 2.4), we found that the turning point radius

diverges in this limit, explaining the behavior of the action. If we also consider cases where

y < −1 (corresponding to VF < 0), gravitational effects always act to stabilize the false vacuum.

The gravitational factor will diverge for

x ≥ −y − (y2 − 1)1/2 (3.44)

corresponding to a limit on the tension of

σ ≤
√

|VT |
6π

−
√

|VF |
6π

. (3.45)

From Eq. 2.13, the critical radius of the bubble diverges when the equality holds.

In theories of slightly broken supersymmetry [64], the tension of the bubble wall can

be approximated by the tension of BPS domain walls in the supersymmetric theory. In this

case, one is able to relate the scale of SUSY breaking (m3/2–the mass of the gravitino) to the

tunneling rate between an uplifted dS vacuum and a negative CC supersymmetric vacuum:

B =
8π2

m2
3/2

(C − 1)4

C2(2C − 1)2
(3.46)

where C ≡ |V susy

F
|

|V susy

T
| is the ratio of the (negative) vacuum energy in the false and true vacuum

prior to the uplifting. For low-energy SUSY, this tunneling rate can be appreciable, perhaps

indicating a connection between eternal inflation and SUSY breaking. It would be interesting

to analyze such theories in more detail using the methods outlined below.
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3.3 Approximate analytic solutions

For the remainder of this chapter, we will consider a dimensionless potential v(x) given

by

v (x) = f (x) − (1 + z) f (xF ) , (3.47)

where

f(x) =
1

4
x4 − b

3
x3 − 1

2
x2. (3.48)

We will tune the parameter b such that the potential has three extrema as shown in Fig. 3.1,

and has variations of order 1 between xF and xT . The non-negative parameter z controls the

false vacuum cosmological constant VF , so that VF → 0 as z −→ 0.5

We can solve Eq. 3.28 and 3.29 exactly when the Euclidean energy remains approxi-

mately constant for a period of time. This can only occur in the neighborhood of the extrema of

the potential. The focus of this study is on transitions from a positive Euclidean energy well at

xT to a negative Euclidean energy well at xF , but the results we present below can be used to

study arbitrary combinations of positive and negative energy wells. The approximate solution

to the instanton equations near xH (see Fig. 3.1) was presented in [58], and is relevant for the

study of oscillating solutions.

Consider the evolution of the field in the neighborhood of xT or xF . The field will

begin/end with zero velocity and some displacement, δT,F , from xT or xF . If the variable δT,F

is small, then the field will loiter in the neighborhood of the maximum. During this time, the

Euclidean energy of the field will remain roughly constant and, if the velocity remains small,

equal to the value of u at the maximum. Equation 3.29, for the cases of loitering near the true

5The way in which we have chosen to tune the vacuum energy is not really appropriate in many supergravity
models. There, one tunes a constant in the superpotential. If there are excursions in field space of order mP ,
this changes the potential in a more complicated way than a simple subtraction. We hope to return to a study
of supergravity models in a future publication.
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or false vacuum maxima, then reduces to

ṙ2 ≃ 1 + ǫ2r2uT,F , (3.49)

which can be integrated to yield

r(s) =
1

ǫ
√−uT,F

sin
(

ǫ
√

−uT,F
)

. (3.50)

If we take the false vacuum maximum to have uF < 0, then we can recognize this as the metric

for Euclidean de Sitter space (the four sphere). Substituting Eq 3.50 into Eq. 3.28 yields:

ẍ+ 3ǫ
√

−uT,F cot
(

ǫ
√

−uT,F s
)

ẋ+ u′(x) = 0. (3.51)

Since we are trying to find solutions only in the vicinity of the true and false vacuum maxima,

we may Taylor expand the potential about xT,F , keeping only the constant and quadratic terms.

After making the change of variables y = cos
(

ǫ
√−uT,F

)

and δ = x− xT,F , we then obtain

(

1 − y2
) d2δ

dy2
− 4y

dδ

dy
+

ω2

ǫ2uT,F
δ = 0, (3.52)

where ω2 ≡ |u′′T,F |. This can be recognized as the hyperspherical differential equation, the

solution of which is given in terms of Legendre functions. After imposing the boundary conditions

δ̇(y = 1) = 0 and δ(y = 1) = δT,F , we obtain

δ(y) =
−2iδT,F
ν (ν + 1)

(

y2 − 1
)−1/2

P 1
ν (y), (3.53)

with

ν = −1

2

(

1 +

√

9 +
4ω2

ǫ2uT,F

)

. (3.54)

For s≪ ǫ
√

|uT,F |, this solution can be written in terms of Bessel functions.

We have found an approximate analytic solution near the true and false vacuum max-

ima. However, in order to construct the entire single-pass instanton we must evolve across

regions of the potential in which our approximations break down. This requires a numerical

approach, which will be presented in Sec. 3.4.2.
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3.4 The VF → 0 limit

We are now in a position to re-examine some of the conclusions of [15]. It was conjec-

tured that for all ǫ the instanton describing a transition from a positive energy false vacuum to

a negative energy true vacuum approaches a finite size as z → 0, and therefore the instanton

action would not scale with the background subtraction term. We argued (to ourselves) that

there would also be a flat space instanton which existed for z = 0, by a version of Coleman’s

overshoot/undershoot argument. This implied a discontinuous limit as the false vacuum energy

was sent to zero.

Here, we will present numerical and analytical arguments that below some (potential

dependent) ǫc there are in fact large dS instantons that asymptote as z → 0 to the flat space

instanton. Above ǫc, there are finite-size instantons with finite action as z → 0, but no flat

space instanton. At ǫc (on the Great Divide), we will find that the instanton for z = 0 is a static

domain wall solution of the coupled Euclidean Einstein and field equations.

3.4.1 Small ǫ

Let us explore the small ǫ case first, and argue that if a single-pass instanton exists,

it must resemble the dimensionless de Sitter metric, Eq. 3.50, over most of its volume. From

Eq. 3.29, we see that the Euclidean energy, which is bounded from below by the value u(xH) of

the potential at the Hawking-Moss maximum, must be negative for a turn-around in r to occur.

If there is a turn-around, the value of r at this point, rm, will be

rm =
1

ǫ
√
−Em

. (3.55)

Since the Euclidean energy is bounded, as ǫ is decreased, rm must increase. If there is a compact

nonsingular instanton, the field must evolve in such a way to facilitate this growth in r. When

the field is not in the vicinity of the extrema of the potential, it will move between the potential
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wells in a time of order one. During this time, r will grow to some ǫ independent size. Thus, for

r to become large enough to find a turn-around in the small ǫ limit, the field must loiter in the

vicinity of one of the extrema of the potential.

Loitering near the Hawking-Moss maximum leads to an oscillatory motion, because this

is a minimum of the Euclidean potential. There are non-singular solutions which make of order 1
ǫ

oscillations before ending up in the basin of xF . These are not single pass instantons. Loitering

near the true vacuum maximum will cause r to grow as in Eq. 3.50 (linearly if s ≪ ǫ
√
uT ).

However, because the friction term decays during the loitering phase, these solutions will in

general have too much energy and overshoot the false vacuum maximum. For intermediate

values of ǫ, the growth in r near the true vacuum becomes important, as we will see below.

The only viable option is then that the field be near xF at the turn-around in r. If

we take the end-point near xF to be at s = 0, the field must remain near xF until r = rm.

This evolution should be well described by the analytic solution Eq. 3.53 derived in the previous

section. The Euclidean energy at rm will be given by

Em ≃ uF +
1

2
δ̇2m − ω2

2
δ2m. (3.56)

We can write δm and δ̇m in terms of Gamma functions

δm = δ(s = π/2ǫ
√
vF ) = δF

√
π

Γ
(

1 − ν
2

)

Γ
(

3
2 + ν

2

) , (3.57)

and

δ̇m = δ̇(s = π/2ǫ
√
vF ) = −δF ǫ

√
πvF

2 + ν

Γ
(

1
2 − ν

2

)

Γ
(

2 + ν
2

) . (3.58)

This limit will be an important component of the numerical scheme presented in the following

section. We note that δm and δ̇m are of the same order of magnitude, and must be much smaller

in magnitude than vF for our approximation scheme to remain self-consistent. This can always

be arranged by making δF of order exp( −1
ǫ
√
vF

). Thus, we can see that there is a self-consistent

solution in the vicinity of xF which tracks the de Sitter solution until rm.
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In fact, it is necessary, for small ǫ, to choose δF small enough that the de Sitter/Legendre

approximation remains valid until s = π
ǫ
√
vF

−o(1). If we do not do this, then x(s) moves rapidly

away from xF on a time scale of o(1), while r(s) is still ≫ 1. It will either overshoot xT or

stop and fall back, long before the second zero of r(s) is reached. In neither case do we get a

single pass instanton. The rest of the instanton consists of a traverse from the vicinity of the

false vacuum, to the basin of attraction of the true vacuum, in a time of o(1) (ǫ-independent for

small ǫ). It is important that, since r ≪ 1/ǫ during this traverse, Eq. 3.49 indicates that r(s) is

approximately linear in this period, and indeed also linear for a long period before x(s) leaves

the vicinity of the false vacuum.

It is convenient to think of the rest of the instanton as a function of a new time variable

t which starts at t = 0 near the true vacuum and increases toward the false vacuum so that

d/dt ≡ −d/ds. Since r(t) ≈ t when r ≪ 1/ǫ, we have

d2x

dt2
+

3

t

dx

dt
= −u′(x), (3.59)

with the boundary conditions dx
dt (t = 0) = 0 and xH < x(t = 0) < xT .

This equation is just the equation for an instanton in quantum field theory, neglecting

gravitational effects. Coleman [10] showed that one can find solutions which start in the basin

of attraction of the true minimum, and get arbitrarily close to (or even overshoot) the false

minimum. Eq. 3.59 is ǫ-independent, but as ǫ goes to zero, the range of t over which it is a good

approximation to the real instanton solution grows as 1/ǫ. Thus, for small enough ǫ, we can

use Coleman’s argument to show that there are solutions of Eq. 3.59, which are non-singular at

t = 0 and penetrate into the region where the Legendre approximation is valid. By varying the

initial position x(t = 0) among all such solutions, we can tune the logarithmic derivative of x at

a given point t∗ where both approximations are valid, within a finite range.
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The conditions that the two solutions match at some point (t∗, s∗) are

t∗ =
1

ǫ
√
vF

sin(ǫ
√
vF s

∗), (3.60)

1

x(s∗)

dx

ds
= − 1

x(t∗)

dx

dt
, (3.61)

x(s∗) = x(t∗), (3.62)

where functions of s∗ are in the de Sitter/Legendre approximation and functions of t∗ are in

the zero-gravity approximation. Once we know that there is a range of x(t = 0) for which x(t)

penetrates into the range where the Legendre approximation is valid, we can tune x(s = 0) to

satisfy the last condition. We know that s∗ is large for very small ǫ, of order π
ǫ
√
vF

− o(1), in

which case the first condition becomes t∗ = s∗.

x(t = 0) is then tuned to match the logarithmic derivatives. Although there is a range

of s over which x(s) is rapidly varying, its logarithmic derivative is roughly constant over that

range. The only place where the logarithmic derivative is large, is near the second zero of the

sine, but for small ǫ the matching occurs far from that region (t∗ large but ≪ 1
ǫ
√
vF

). It is thus

plausible that by varying s∗ and x(t = 0) we can satisfy both of Equations 3.60 and 3.61. If

this is the case, then a non-singular, large radius instanton exists. As vF → 0, this goes over

smoothly to an “instanton for the decay of asymptotically flat space”.

The argument above indicates the possibility of a true asymptotic matching of solutions

of the non-gravitational equations to solutions of the de Sitter/Legendre approximation over a

range of s which grows as ǫ → 0. Since we cannot exhibit solutions of the non-gravitational

equations exactly, our argument is not completely rigorous. In the next section we will present

numerical calculations, which show that it is correct.
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Figure 3.9: The potential, v(x), used for the numerics. The parameter b is fixed at b = 1, and
z will be allowed to vary (this plot shows z = 1).

3.4.2 Numerical results for small ǫ

To confirm the validity of the conclusions above, we have undertaken a semi-analytic

search for single pass instantons in a potential with a positive false vacuum and a negative true

vacuum. Here, we will focus on the potential shown in Fig. 3.9, though qualitatively our results

are potential independent (we have confirmed this by studying a variety of potentials).

The strategy is to use the matching scheme discussed in Section 3.4.1. We will relax the

zero-gravity approximation for the evolution from the true vacuum well to the false vacuum well,

and numerically evolve Eqs. 3.29 and 3.28. To fix the initial conditions of the numerical evolution

from the true vacuum side of the potential, we will use an analytic solution to evolve for the first

time step. If it is near xT , we use Eq. 3.53; if not, we approximate the potential as linear, yielding

a δ(s) ∝ s2. We then evolve and attempt to match onto the de Sitter/Legendre approximation

(Eq. 3.50 and 3.53) when the field approaches xF . Of course, we are not guaranteed to find

a match for all ǫ. It was shown by Coleman and De Luccia [12], that in the thin-wall limit

there are cases where the transition from a positive (Euclidean) energy well to a zero energy

well is forbidden. This occurs when the positive energy at the true vacuum maximum becomes

too small, so that an over-shoot solution becomes impossible. This would prevent the instanton

from ever entering a regime where the de Sitter/Legendre approximation was valid.
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Figure 3.10: Evolution of r(s) for ǫ = .72 and z = (.01, .008, .006) from bottom to top. The
matching between the analytic and numeric solutions occurs at the maximum of r, rm.

The need for a semi-analytic approach is evident from the fantastically small displace-

ment from the false vacuum required to find solutions with large rm. Numerically evolving the

solution over the entire trajectory would become impossible as the field approaches xF . Also

for reasons of numerical tractability, we match the solutions at at rm, where s = π/(2ǫ
√
vF ),

and the Legendre function can be written in terms of (calculable) Γ− functions as in Eq. 3.57

and 3.58.

This method also has its limitations. For small enough ǫ
√
vF , we may be trying to

compare field velocities at a precision that is not achievable by the numerical integrator. Despite

these difficulties, we have been able to construct a number of instantons in the intermediate ǫ

regime, examples of which are shown in Fig. 3.10. It can be seen in this plots that as z → 0, these

instantons are growing. Since we have shown that a matching is possible at rm, as vF → 0, by

the argument given in Sec. 3.4.1, these instantons must scale with the background subtraction

term.
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3.4.3 Large ǫ

To study large6 values of ǫ, where the approximations introduced above are not nec-

essarily valid, we must take an entirely numerical approach. We choose to begin the evolution

from the true vacuum side of the potential, varying δT until a solution is found. To fix the initial

conditions of the numerics, we will again use an analytic solution to evolve for the first time

step as described in the previous section.

Shown in Fig. 3.11 is the evolution in x for ǫ = .85 as z → 0. Shown in Fig. 3.12

is the evolution in r with the same parameters. It can be seen that as z → 0, the instanton

approaches a constant, finite size. Therefore, for large ǫ, the instanton action will not scale with

the background subtraction term.

To discuss the continuity of the limit VF → 0, we must first determine in which cases

there is an instanton for VF = 0. If this instanton describes the decay of a spacetime with exactly

zero cosmological constant, then the evolution in r must be from r(s = 0) = 0 to r(s = ∞) = ∞.

The field will be moving from some initial position near xT at s = 0 to exactly xF at s = ∞. If,

starting near xT , there is a region of δT -space in which over-shoot occurs, then there must be a

second zero in ẋ. The question is then what value r takes at the second zero of ẋ.

In all of the numerical examples we have studied with z = 0, we find that r = 0 at the

second zero of ẋ. The turn-around in r in these cases is not caused by loitering in the vicinity

of a negative energy extremum of the potential. Instead, as the field is climbing towards xF ,

the negative potential energy comes to dominate over the kinetic energy. Since ǫ is rather large,

r does not need to grow very large to cause a turn-around in r. Since the end-points of this

instanton are on the boundaries of the unique over- and under-shoot regions of the potential,

there is no other single-pass instanton with r(s = ∞) = ∞.

6By large we mean of order one. While the formalism will accommodate arbitrarily large values of ǫ, there
will be an ǫ after which only the Hawking-Moss instanton exists.
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Figure 3.11: The evolution of x(s) for ǫ = .85 and z = (1, .1, .01, .001, .0001) from bottom to
top. The dashed horizontal lines indicate the positions xT (top) and xF (bottom) .
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Figure 3.12: The evolution of r(s) for ǫ = .85 and z = (1, .1, .01, .001, .0001) from bottom to
top.
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3.5 The Great Divide

In this section we show that, for any potential v(x), there is a critical value of ǫ for

which planar domain wall solutions exist. As one goes from the small to the large ǫ regime,

there is a transition point between the two behaviors discussed in Section 3.4. We will define ǫc

as the transition point in the case where z = 0 (when the false vacuum well has zero energy).

We have found instantons (with z = 0) for a variety of ǫ near ǫc as shown in Fig. 3.13.

The evolution of the field is from the vicinity of xT at s = 0 to xF at s = ∞. Of course, we

cannot track the entire evolution, but we can follow it for some finite time scale by tuning δT to

approach the boundary between the under- and over-shoot solutions. It can be seen from these

numerical examples that r is growing very large in the vicinity of the true vacuum.

As we approach ǫc, the initial displacement on the true vacuum side, δT , is decreasing

as shown in Fig. 3.14. Because we are starting with more energy on the true vacuum side

of the potential, we must send δF → 0 as well. Therefore, at this critical value of ǫ, the

instanton interpolates exactly between xT at s = −∞ and xF at s = +∞. Also, note that

after we analytically continue to the Lorentzian solution, the interior of the CDL bubble will be

infinitely large. This solution therefore describes a static domain wall.

We can understand this behavior by looking at the energetics of the evolution from xT

to xF . The instanton equations in the critical limit approach the static domain wall equations

ẍ+
3ṙ

r
ẋ+ u′ = 0, (3.63)

ṙ2 = ǫ2r2E, (3.64)

s now runs between −∞ and ∞, and a domain wall solution asymptotes to the two vacua

on opposite sides. The energy is always decreasing along the trajectory from the true to the

false vacuum well. The question is whether x can lose just enough energy during its traverse

to asymptote to xF without overshooting. If ǫ = 0 the answer is clearly no, because energy
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Figure 3.13: The evolution of r(s) for z = 0 on either side of ǫc. Shown on the left are values of
ǫ > ǫc in blue (ǫ = (.8, .75, .745) from bottom to top) and ǫC ∼ .74 in red. The instantons with
ǫ > ǫc are compact, having two zeros in r. On the right are values of ǫ < ǫc (ǫ = (.7, .73, .735)
from bottom to top) in green and and ǫc in red. The instantons with ǫ < ǫc are not compact,
with r → ∞ as s→ ∞.
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Figure 3.14: It can be seen in this plot of δT vs ǫ for the case where z = 0 that there is an ǫc
for which δT → 0. Below this value, δT is approaching the zero-gravity solution, and above it,
δT → xT − xH .
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is conserved. The solution overshoots the false vacuum. This persists for very small ǫ. On

the other hand, in the mathematical limit ǫ ≫ 1, the friction term dominates the motion and

x undershoots in a finite time. It follows that there is a critical value of ǫ where x indeed

asymptotes to xT and we have a static domain wall solution in the presence of gravity. The

critical value is clearly o(1). Since we have found such a solution by tuning a single parameter,

the codimension of the subset of potentials which have a domain wall is 1, and the subset forms

a Great Divide in the space of potentials.

We have shown both that there is a critical value of ǫ at which domain walls exists, and

that the flat space instanton solution, which exists below the Divide, approaches the domain

wall solution at this critical value. Above the divide, the flat space instanton and the associated

large instantons for small vF , disappear. Flat space is stable, and the stability of nearly flat dS

spaces has a clear entropic explanation.

3.6 Below the great divide

In [15], along with the conjecture of a discontinuity of the tunneling action at VF → 0

came a (retrospectively flawed) physical argument to explain the discontinuity, based on the

physical picture of quantized dS space adumbrated in [65]. In that picture, quantized dS space

is equipped with two operators: the static Hamiltonian H , and the Poincare Hamiltonian P0;

these satisfy a finite-dimensional approximation to the commutation relation

[H,P0] ∼
1

R
P0, (3.65)

where R is the de Sitter radius. The eigenvalues of H are highly degenerate, and bounded

by something of order the dS temperature, TdS = 1
2πR . The low-lying eigenstates of P0 are

metastable (when evolved usingH), and correspond to states localized in a given horizon volume;

the lowest lying eigenstates have small degeneracies, and the ground state is unique. The
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conjectured discontinuity in the tunneling probability was alleged to be related to the fact that

the for finite VF the CDL instanton describes the decay of the thermal ensemble of H eigenstates

(a system of high-entropy), but that for vanishing VF it describes the decay of a low-entropy

system consisting just of the single P0 ground state.

The flaw in this argument is that it hypothesizes both a stable P0 eigenstate, and also

the decay of that stable system. That is, the existence of the CDL instanton for potentials below

the great divide is, in fact, evidence that these low energy effective theories do not correspond

to limits of theories describing asymptotically flat space-time.

The conformal boundary of the Lorentzian continuation of the CDL instanton is not

the same as that of Minkowski space: in the usual parametrization (u,Ω) of future null infinity,

I+, in terms of a null coordinate u and a transverse sphere, the boundary becomes geodesically

incomplete because the asymptotic bubble wall hits I+ at a finite value of u. Neither the

Lorentz group (consisting of the conformal group of the sphere accompanied by a rescaling of u)

nor the time translation group (the generator of which is just P0 = ∂
∂u , in a particular Lorentz

frame) is an asymptotic symmetry of this spacetime. Thus, the “explanation” of an hypothetical

discontinuity in [15] was based on an equally hypothetical operator P0. Neither exists.

If potentials below the Great Divide do not correspond to effective theories of gravity

in asymptotically flat space, what do they correspond to? Two possibilities consistent with the

authors’ current understanding of quantum gravity are:

1. Nothing. That is, there simply are no theories of quantum gravity which give rise to such

potentials.

2. These theories correspond to models of quantum gravity which, in the VF → 0 limit

under consideration, actually contain only a finite number of excitations of the Minkowski

solution. This would remove the apparent contradiction between the infinite number of
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states of the would-be asymptotically flat space and the finitely bounded entropy of the

maximal-area causal diamond in the Big Crunch.

The confusion may be simplified enormously if the conjecture of [66] is accepted. Ac-

cording to that hypotheses, the only viable quantum theories of asymptotically flat space time

are exactly supersymmetric, and all models with a vacuum energy that can be tuned to be

arbitrarily small become exactly supersymmetric in that limit. At the moment, this conjecture

is valid for all models which have been derived from string theory in a reliable manner. The

whole concept of the Great Divide is defined in terms of one-parameter families of potentials,

with vacuum energy that can be tuned to zero. The conjecture of [66] thus implies that all valid

models of quantum gravity will fall above the Great Divide; which is hypothesis 1 above.

3.7 Connections with eternal inflation

In [15], two of the authors proposed a regulated model of eternal inflation for potential

landscapes with only non-vanishing vacuum energies. According to that model the system has a

finite number of quantum states, and for most of its time evolution it resembles the dS space of

lowest positive vacuum energy7. This model remains valid for potentials above the Great Divide.

For such potentials, tunneling amplitudes out of dS space are suppressed in a way which may

be attributable to the principle of detailed balance, and entropic effects.

To be more precise, for a potential with multiple minima, if the minimum with smallest

positive vacuum energy becomes absolutely stable as that vacuum energy is tuned to zero by

subtraction, then the CDL tunneling amplitudes are consistent with an interpretation in which

eternal inflation on the potential landscape is a finite-dimensional quantum system, most of

7If the minimum with lowest absolute value of the vacuum energy is negative, then this statement might be
corrected to ”for most of the period during which local observers exist it resembles the dS space of lowest positive
vacuum energy”.
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states of which resemble the dS space of smallest positive vacuum energy. “Decays” of this state

into negative vacuum energy Big Crunch regions will occur, but in such an interpretation would

be viewed as improbable, low entropy fluctuations of a system that spends most of its time as

a large radius dS space.

We also want to comment on the remark of [47] that this kind of landscape is ruled

out by observation. This is based on the paper of Dyson et. al [67], which is itself a variation

on the “Boltzmann’s brain” paradox. This paradox arises if we attribute a state in our past to

a downward fluctuation from a high-entropy state. It would then be much more probable for

our past (given what we observe now) to consist of a smaller fluctuation downward in entropy

into the universe ten minutes ago. 8

References [67] and [47] argue that this paradox is not solved by a model in which the

universe is a random fluctuation of a finite system with time-independent Hamiltonian. Even if

tunneling to negative vacuum energy is suppressed as above the Great Divide, however, there are

a number of possible resolutions to this paradox, some well-developed, which we will enumerate

here:

• The transitions rates between vacua may not obey detailed balance [8]. This would be

the case if the Farhi-Guth-Guven tunneling mechanism is allowed, and would subvert the

paradox by allowing a small inflating region to form, with relatively high probability. This

region would then create a large, low-entropy region. Whether the Farhi-Guth-Guven

process actually occurs, however, is not clear (see, e.g., [17, 69]).

• The description of the universe as a finite system that can equilibrate is insufficient. Since

the region within the horizon does apparently approach equilibrium, this would indicate

8This paradox is closely related to the observation stressed by Penrose [68] (among others) that there is a con-
tradiction between the claim that the initial conditions for the universe are “generic” (as often claimed is allowed
by inflation) and the observation that they are of lower-entropy than the current universe (as demonstrated by
the second law of thermodynamics).
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that regions outside the horizon must be taken into consideration in the overall predictions

of the theory. In this view, inflation, while difficult to start from a low-energy vacuum,

would “get credit” for creating a huge number of observers, so that most observers see

inflation in their past. The following argument suggests that there is something wrong

with the “causal patch” picture. Consider a multi-vacuum system with a vanishing lowest

vacuum energy. According to [47], no paradox arises because tunneling out of the zero-

energy vacuum is completely suppressed. Then it would be hard to see how, if the minimal

vacuum energy were tuned upward by an infinitesimal amount, this could discontinuously

change the observables so that the theory would be ruled out. Continuity as Λ → 0 (for

which the authors have a greater respect than ever before) implies that either the paradox

arises in both cases, or in neither.

• The Hamiltonian of the universe may be time dependent and only asymptote to the static

Hamiltonian of the dS observer. A particular model of this is holographic cosmology

[70, 71, 72, 73], where, at early times the Hamiltonian does not couple the degrees of

freedom within the particle horizon of an observer to those outside it. This is the way

in which a non-local, holographic theory can be compatible with the idea of a particle

horizon. In such a theory, time has a beginning, and the first recurrence time of an

asymptotically dS universe is special since its evolution is not governed by the static dS

Hamiltonian. It might be that the explanation of what we see today depends crucially

on the time dependence of the dynamics of the early universe. Further recurrences might

never produce a universe remotely like our own and might be argued to be irrelevant. The

picture of our past as a low entropy fluctuation of a time independent system is what

leads to the Boltzmann’s brain paradox. It may simply be wrong. This is not a claim that

holographic cosmology has (as yet) solved the Boltzmann’s brain paradox, but merely that
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the solution might involve time-dependent dynamics in the early universe.

3.8 Conclusions

We have seen that there is a rich variety of behaviors of instantons describing the

transition from positive or zero energy false vacuum to a negative energy Big Crunch. The

complete picture is more detailed than was conjectured in [15], and different than the conven-

tional (thin-wall) wisdom suggests. For small values of ǫ, we have shown that there does exist

an instanton which resembles Euclidean de Sitter over most of its volume. As the false vac-

uum energy is taken to zero, the instanton action scales with the background subtraction, and

there is no discontinuity in the tunneling rate. However, the analytically continued bubble wall

removes a section of the conformal boundary of Minkowski space, providing evidence that low

energy effective theories with small ǫ do not correspond to limits of theories describing truly

asymptotically flat space-time.

We have found that there exists a static domain wall solution at a critical value of ǫ (ǫc).

The critical value of ǫ corresponds to a Great Divide in the space of potentials, of codimension

one. Below ǫc, we find the behavior described in the previous paragraph. Above this value of

ǫ, we find compact instantons which do not resemble Euclidean de Sitter. The instanton action

approaches a constant as the false vacuum energy goes to zero, but the discontinuity claimed in

[15] does not exist. We find that there is no non-compact instanton describing the decay of the

zero-energy false vacuum, and therefore as the false vacuum energy is decreased, the diverging

background subtraction will cause an infinite suppression of the tunneling rate.

The other observation of [15] which remains unchanged by our new results is the remark

that metastable SUSY violating vacua of flat space field theories can be viable models of the real

world, within the context of Cosmological SUSY Breaking. That is, if we assume that the vacuum
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energy is tunable and that the limit of vanishing vacuum energy is a supersymmetric theory in

asymptotically flat space, then we are above the Great Divide. For finite Λ the probability for

the meta-stable vacuum to make a transition to a Big Crunch is of order e−π(RMP )2 . This is

not a decay, and it has no phenomenological relevance.

Our new results raise interesting questions about the interpretation of models below

the Great Divide. The study of these models will be the subject of a future paper.

88



Chapter 4

Tunneling: Non-Zero Mass

4.1 Introduction

We have seen in previous chapters that in a field theory with multiple vacua – including

some models of cosmological inflation – the nucleation of true-vacuum bubbles in a false-vacuum

background can and does occur. Real understanding of the reverse process, nucleation of false-

vacuum (inflating) regions in a background of (non-inflating) true-vacuum, has, however, been

somewhat more elusive. It has been proposed that his may occur by the same Coleman-DeLuccia

(CDL) instanton responsible for true-vacuum nucleation [13, 49, 74], by the tunneling of a small

false-vacuum bubble through a wormhole to become an inflating region (the Farhi-Guth-Guven,

or ‘FGG’ mechanism) [20, 40, 39], or by thermal activation [32, 31].

In this chapter we unify the treatment of both false- and true-vacuum bubble nucle-

ations, via the CDL, FGG, and thermal activation mechanisms, in the thin-wall limit. We

find that these can all be studied within a single framework based on the junction condition

potentials developed in Chapter 2.
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Understanding the quantum mechanical 1 genesis of inflating regions is very important

in assembling a picture of spacetimes containing fields with multiple false vacua, and in under-

standing how inflation might have begun in our past. These are related because if inflation can

begin from a non-inflating region like our own, then our inflationary past may have nucleated

from non-inflation, and this raises troubling questions [67, 8] if spawning inflation is less proba-

ble than spawning a large homogeneous big-bang region. This is indeed suggested by singularity

theorems showing that inflating false vacuum regions must be larger than the true vacuum hori-

zon size [24, 35] according to some observers [14]. The FGG mechanism provides a potential

loophole [8] because according to an observer in the background true vacuum spacetime, only a

region the size of the black hole event horizon is removed.

There have, however, been lingering questions about whether the Farhi-Guth-Guven [20]

“tunneling” process can actually occur. The oldest objection is the fact that the euclidean

tunneling spacetime is not a regular manifold [20]. A more modern objection comes from

holography: in the FGG mechanism, an observer in the background spacetime only sees a

small back hole, whereas the inflating region “inside” should be described by a huge number of

states [26, 49]. This entropy puzzle was recently considered by Freivogel et. al. [69], who have

used the AdS/CFT correspondence to study thin-walled dS bubbles embedded in a background

Schwarzschild-Anti-de Sitter space (Alberghi et. al. have also used the ADS/CFT correspon-

dence to study charged vacuum bubbles [75]). They find that bubbles containing inflating regions

which reside behind a wormhole are represented by mixed states in the boundary field theory.

This resolves the entropy puzzle, and also implies that inflating regions hidden behind a worm-

hole cannot arise from a background spacetime by any unitary process, including tunneling. It

does not, however, suggest why semi-classical methods break down, nor how we should interpret

the seemingly-allowed tunneling.

1This process cannot occur classically unless the weak energy condition is violated as discussed in Sec. 2.4.1.
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The formalism that we outline in this chapter indicates that there are two ways to

interpret tunneling through the effective potential of the junction conditions. The existing

interpretation (the FGG mechanism) requires that the wall of a false vacuum bubble (and in

some cases of true vacuum bubbles) must tunnel through a wormhole to produce an inflating

region (see Fig. 4.1). This is a rather strange transition, as an observer in region I would see the

bubble expand, reach its turning point, and then disappear, only to be replaced by a black hole.

An observer inside the bubble would see the wall expanding away and – just as it is about to turn

around and start collapsing – instead disappear behind the cosmological horizon. This observer

will be inside an inflationary universe, but forever disconnected from region I. If the black hole

in the SdS spacetime then evaporates, the baby universe will become completely topologically

disconnected.
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Figure 4.1: Tunneling spacetime

In this chapter, we use the global properties of the Schwarzschild-de Sitter spacetime

to show that there is another interpretation corresponding to a mechanism that does not require

the existence of a wormhole. In this mechanism, a small bubble of true or false vacuum, which

would classically collapse, instead tunnels to a large bubble that exists outside of the cosmological

horizon of the background spacetime. Consequently, this mechanism exists only in spacetimes

with a positive cosmological constant. The zero-mass limit of this mechanism correctly repro-

duces the tunneling exponent for both true and false vacuum CDL bubbles [12, 13]. In light of

the objections to the FGG mechanism, this new process may be an alternative, in which case
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the formation of inflating false vacuum regions by tunneling is forbidden in flat spacetime. On

the other hand, these may just be two competing processes, and we will directly compare the

tunneling exponents under this assumption.

4.2 Hamiltonian formalism

In a pair of papers, Fischler et. al. (FMP) [40, 39] presented a calculation of the prob-

ability for transitions between various thin-wall false-vacuum bubble solutions. This calculation

was done using Hamiltonian methods in the WKB approximation for the case where the exterior

cosmological constant is zero. A similar calculation of such tunneling events was performed by

Farhi et. al. [20] using a path integral approach. Both methods encounter the difficulty that

the interpolating geometry involves a two-to-one mapping to the exterior spacetime, and thus

is not a manifold. We will use the Hamiltonian approach, which is the most direct route to a

tunneling exponent and temporarily skirts this issue (which we will not have the opportunity to

discuss further in this thesis).

Here, we extend the calculation of FMP to include all spacetimes with arbitrary non-

negative interior (Λ−) and exterior (Λ+) cosmological constants. This formalism, together with

the catalog of all classically allowed solutions, will allow us to create a complete listing of the

possible tunneling events.

4.2.1 An example from 1-D quantum mechanics

Before undertaking the full semi-classical calculation of the tunneling amplitude, let

us formulate the equivalent problem in 1-D quantum mechanics. We will be using the theory

of parametrized systems, in which one over-constrains the system to obtain the equations of
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motion as a constraint. Consider the action of a particle in the presence of a 1-D potential

S[q(t)] =

∫ t2

t1

dtL

(

q,
dq

dt

)

. (4.1)

The trick is to now define an auxiliary variable, τ , and promote t to a dynamical variable.

Changing variables to τ in the integral above and defining a new Lagrangian L̃ ≡ ṫL (where the

dot refers to a derivative with respect to τ), the action becomes:

S[q, t] =

∫ τ2

τ1

dτL̃
(

q, q̇, ṫ
)

(4.2)

The Hamiltonian is given by

H̃ = p̃q q̇ + p̃tṫ− L̃, (4.3)

where the momenta are defined by

p̃q ≡
∂L̃

∂q̇
=

∂L

∂
(

dq
dt

) = pq, (4.4)

and

p̃t ≡
∂L̃

∂ṫ
= L− pq

dq

dt
= −H. (4.5)

Plugging this back into H̃

H̃ = ṫ (p̃t +H) , (4.6)

we see that if we fix pt, then this becomes a constraint:

H̃ = 0. (4.7)

Dropping the ṫ, and promoting H and p̃t to operators,

H → Ĥ (4.8)

p̃t → −ih̄ ∂
∂t

(4.9)

if we impose the classical constraint on a wave function Ψ, we recover the Schrodinger equation

(

Ĥ − ih̄
∂

∂t

)

Ψ = 0 (4.10)
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We now want to discuss applying the WKB approximation, which we will do below.

Any classical Hamiltonian can be decomposed into sum over functions of the position multiplied

by some power of the momentum

H =

∞
∑

n=0

an(q)p
n. (4.11)

Promoting the p and q to operators (with p̂ ≡ −ih̄∂/∂q), we see that

Ĥ =

∞
∑

n=0

[an(q̂)p̂
n +O(h̄) + . . .] , (4.12)

so to lowest order in h̄, the Hamiltonian operator is obtained by neglecting operator ordering

issues. We now make the ansatz that Ψ is separable, and the q−dependent piece can be written

as

Ψ(q) = e
iσ(q)

h̄ . (4.13)

plugging this into the Schrodinger equation (ĤΨ(q) = EΨ(q)), we see that to lowest order in h̄,

we obtain
∞
∑

n=0

an(q)

(

dσ

dq

)

= H

(

q,
dσ

dq

)

= E. (4.14)

The solution to lowest order in h̄ is therefore given by

σ =

∫ q

p(q′)dq′ (4.15)

with p(q′) evaluated under the constraint that H = E.

If we are evaluating the wave function in classically un-allowed regions, then the mo-

mentum is imaginary, yielding

σ = i

∫

dtq̇p. (4.16)

Using the fact that at classical turning points, H = −Lturn, we see that the integral above is

equivalent to

σ = i

∫

dt [LE − Lturn] . (4.17)
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4.2.2 Full semiclassical calculation

Following FMP, we begin by making a coordinate transformation to recast the interior

and exterior metrics in Eqs. A.68 and A.17 into the form

ds2 = −N t (t, r)2 dt2 + L (t, r)2 [dr +N r (t, r) dt]2

+R (t, r)
2 (
dθ2 + sin2 θdφ2

)

, (4.18)

where N t (t, r) is the lapse function, N r (t, r) is the shift, and L ≡ ds/dr. The action for a

general theory of matter coupled to gravity is then given by

S =

∫

dt p q̇ +

∫

dr dt
(

πLL̇+ πRṘ−N tHt −N rHr

)

(4.19)

where πL is the momentum conjugate to L, and πR is the momentum conjugate to R. This

action, with the four constraints

Ht,r (q, L,R, p, πL, πR) = 0, (4.20a)

πNt = πNr = 0, (4.20b)

fully determines the classical evolution of the system. For a thin-walled bubble with an arbitrary

surface energy density k and interior and exterior cosmological constant (Λ− and Λ+), the

Hamiltonian densities are given by

Ht =
Lπ2

L

2R2
− πLπR

R

+
1

2

[

[

2RR′

L

]′
− R′2

L
− L+ Λ+LR

2

]

+Θ (rw − r)
(Λ− − Λ+)

2
LR2

+δ (rw − r)
(

L−2p2
w + k2R4

w

)1/2
, (4.21)

Hr = R′πR − Lπ′
L − δ (rw − r) pw, (4.22)

95



where a prime denotes a derivative with respect to r and rw is the position of the bubble wall

(quantities with the subscript w are evaluated at this position).

A linear combination of the constraints Eq. 4.21 and 4.22 can be use to eliminate πR

R′

L
Ht +

πL
RL

Hr = 0, (4.23)

which, if we define

M ≡ π2
L

2R
+
R

2

[

1 −
[

R′

L

]2

− Λ±R2

3

]

, (4.24)

can be written as

M′ = δ (rw − r)

(

R′

L

(

L−2p2
w + k2R4

w

)1/2
+
πL
RL

pw

)

. (4.25)

It can be seen from Eq. 4.25 that M is zero for r < rw and independent of r for r > rw. We

will define M(r > rw) ≡ M , which is the mass enclosed by a surface with r > rw . Solving for

πL at r = 0 and r = ∞ using the conditions on M yields:

π2
L = −R2

[

1 −
[

R′

L

]2

− Λ−R2

3

]

, r < rw (4.26)

π2
L = −R2

[

1 −
[

R′

L

]2

− Λ+R
2

3
− 2M

R

]

, r > rw. (4.27)

FromHr = 0, solving for π′
L, and integrating from rw−ǫ to rw+ǫ, one finds that the discontinuity

in πL across the wall (∆πL) is

∆πL = − pw
Lw

, (4.28)

FromHt = 0, solving forR′′, and integrating from rw−ǫ to rw+ǫ, one finds that the discontinuity

in R′ across the wall (∆R′) is

∆R′ = − 1

Rw

[

p2
w + k2L2R4

w

]

. (4.29)

These discontinuity equations are equivalent to the Israel junction conditions, and can be ma-

nipulated to reproduce Eq. 2.6. There are classically allowed and forbidden regions in the space
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of R, L, and r, the boundaries between which can be found by looking for where the conju-

gate momenta are zero. There is, however, only one true degree of freedom, the classically

allowed/forbidden region for which is classified by the potential Eq. 2.26. The unphysical de-

grees of freedom will allow for a variety of physically equivalent paths through the the space of

(L,R, r).

To quantize the system, we impose the constraints of Eq. 4.20 on the wave functional

Ψ:

ĤtΨ = ĤrΨ = π̂NtΨ = π̂NrΨ = 0. (4.30)

The last two constraints restrict the wave functional to depend only upon L, R, and r, which

in the WKB approximation is taken to be

Ψ (L,R, r) = exp [iΣ0 (L,R, r) /h̄+O (h̄)] . (4.31)

We explicitly include h̄ here to emphasize the order of our approximation, but note that we use

geometrical units in all other cases. Acting with Ĥt and Ĥr, and keeping terms in the Taylor

expansion only to leading order in h̄ (which removes any operator ordering ambiguities) yields

the Hamilton-Jacobi equations

Hr,t

(

r, L,R,
δΣ0

δr
,
δΣ0

δL
,
δΣ0

δR

)

= 0. (4.32)

We will integrate

δΣ0 = p̂δr̂ +

∫ ∞

0

dr [πLδL+ πRδR] , (4.33)

to solve for the exponent of the wave functional Eq. 4.31.

4.2.3 Calculating tunneling rates

The problem that we wish to solve is the tunneling amplitude in the WKB approxima-

tion to connect bound solutions with turning point R1 to equal-mass unbound solutions with
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Figure 4.2: Tunneling from a bound solution to an unbound solution which exists outside the
cosmological horizon.

turning point R2. An example of this is the FGG mechanism [20], which consists of two steps.

First, an expanding region of false/true-vacuum, which would classically collapse into a black

hole, is formed and evolves to the classical turning point. Here, there is a chance for the bubble

wall to tunnel through the wormhole to one of the unbound solutions, as shown in Fig. 4.1. The

result of this process is a black hole in the region of the old phase, which is connected by a

wormhole to a universe containing an expanding bubble of the new phase.

As we saw in Sec. 2.4, because SdS is non-compact, there are many possible one-

bubble spacetimes where region I of the SdS conformal diagram is not physical. We can therefore

imagine tunneling from the bound Solution 1 or Solution 2 of Fig. 2.12 to the unbound spacetime

shown in Fig. 2.14. This process, which can occur only in the presence of a a positive exterior

cosmological constant, is depicted in Fig. 4.2. For every transition which goes through the

wormhole, as in the FGG mechanism, there is another transition which instead goes out the

cosmological horizon.

There are many possible transitions to consider, corresponding to the many qualita-

tively different spacetimes shown in Figs. 2.12 and 2.13. In each case, the tunneling probability

in the WKB approximation is given by

P (R1 → R2) =

∣

∣

∣

∣

Ψ (R2)

Ψ (R1)

∣

∣

∣

∣

2

≃ e2iΣ0[R2−R1], (4.34)

where [R2 −R1] represents evaluation between the two turning points of the classical motion,
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and Σ0 is obtained by integrating Eq. 4.33. The plan of attack is to split the integral into three

parts: one over the interior of the bubble, one over the exterior, and one in the neighborhood

of the wall. We thus write:

iΣ0 = FI [R2 −R1] + FO [R2 −R1] + Fw [R2 −R1] . (4.35)

The integrals FI and FO are found by holding rw and the geometry in the neighborhood

of the wall fixed, while allowing nontrivial variation of L and R in the interior and exterior

spacetimes. Following FMP, we will integrate L along a path of constant R to the boundary of

the classically allowed/forbidden region, and then integrate along this boundary to the desired

configuration of L(r), R(r). The momenta vanish along this second leg, and so the integral will

be of πL over L

FI =

∫ r̂

0

dr

∫

dL(±πL) (4.36)

= ±
∫ r̂

0

dr

[

iπL −RR′ cos−1

(

R′

La
1/2
ds

)]

.

Note that there is an ambiguity in the sign. This comes from the fact that the constraints

(Eq. 4.26 and 4.27) are second order in the momenta, and so we must account for both the

positive and negative roots. To keep track of this ambiguity, we will define a variable η ≡ ±1

with
√

π2
L = ηπL. We shall have more to say about this issue later.

At the turning point, πL vanishes. The integral evaluated between the two turning

points is then

FI [R2 −R1] = η

∫ R2

R1

dRR cos−1

(

R′

La
1/2
ds

)

(4.37)

The integral outside the bubble wall (r > rw) is given by

FO = η

∫ ∞

rw

dr

[

iπL −RR′ cos−1

(

R′

La
1/2
sds

)]

(4.38)
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which evaluated between the two turning point becomes

FO [R2 −R1] = η

∫ R2

R1

dRR cos−1

(

R′

La
1/2
sds

)

(4.39)

At the turning point, R′ inside and outside of rw is given by solving Eqs. 4.26 and 4.27

for R′:

R′(rw − ǫ) = ±La1/2
ds , R′(rw + ǫ) = ±La1/2

sds . (4.40)

Therefore, the inverse cosine in the integrals of Eq. 4.37 and 4.39 are either 0 when R′ is

positive or π when R′ is negative. To perform these integrals, imagine moving the wall along

the tunneling hypersurface (t = 0) between the two turning points (for an example, see Fig. 4.1).

The sign of β is positive if the coordinate radius r is increasing in a direction normal to the wall

and negative if it is decreasing. Therefore, the sign of R′ is equal to the sign of β as one moves

along the tunneling hypersurface, and the integrals Eq. 4.37 and 4.39 will be zero in regions of

positive β and π in regions of negative β.

Shown in table 4.1 are the values of FO and FI for all of the possible transitions

where the unbound solution is to the left, on the conformal diagram, of the bound solution (for

example, the process shown in Fig. 4.1), which in all cases but B > 3(A − 1) with M > MS

(the mass at which βsds changes sign on the effective potential) occurs through a wormhole (for

B > 3(A − 1) with M > MS, the most massive bound and unbound solutions can both be

behind a worm hole). We will refer to these solutions as L(eft) tunneling geometries. These are

the solutions studied by FGG and FMP, but we have seen above that there are actually many

other allowed processes due to the non-compact properties of the SdS spacetime. These are

tunneling processes where the unbound solution lies to the right of the bound solution on the

conformal diagram, which we will refer to as R(ight) tunneling geometries. The values of the

integrals FI and FO in this case are shown in table 4.2. In all cases except for B > 3(A−1) with

M > MS , the bubble wall exits the cosmological horizon (whereas the L tunneling geometries
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went through a wormhole), as in Fig. 4.2 (for B > 3(A − 1) with M > MS , the bubble wall

traverses a wormhole and cosmological horizon).

There still is one more integral to evaluate, which allows for the variation of the geom-

etry at the position of the wall

Fw [R2 −R1] =

∫ R2

R1

dRwRw

[

cos−1

[

6M + 3k2R3
w −R3

w (Λ− − Λ+)

6kR2
wads

]

− cos−1

[

6M − 3k2R3
w −R3

w (Λ− − Λ+)

6kR2
wasds

]]

. (4.41)

We have been unable to find an analytic expression for this integral, and so have evaluated it

numerically.

Putting everything together, we can evaluate the tunneling exponent for the various

cases shown in tables 4.1 and 4.2. Shown in Fig. 4.3 is an example of 2iΣ0 for both the L (blue

dashed line) and R (red solid line) tunneling geometries with 3(A − 1) < B < A + 3 (A = 1,

B = 6), where we have taken η = +1. The vertical dashed lines represent the mass scales

MD (left) and MS . L tunneling geometries with M < MS correspond to tunneling through

a wormhole. The magnitude of these tunneling exponents is fixed by the inverse bubble wall

tension squared (k−2), which in geometrical units ranges from k−2 ≃ 10102 for a tension set by

the Weak scale to k−2 ≃ 1 for a tension set by the Planck scale.

4.2.4 High- and low-mass limits

Note that as the mass increases, the width of the potential barrier that must be crossed

decreases (see the potential diagrams in Fig. 2.8, 2.9, 2.10, and 2.11). We therefore expect that

the tunneling exponent (for tunneling through the effective potential) goes to zero at the top

of the barrier. However, the tunneling exponent is not always zero at the top of the potential,

as can be seen from the tunneling exponent for the R tunneling geometry shown in Fig. 4.3

(red solid line). To see how this happens, consider a mass slightly below the maximum of the
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Figure 4.3: Tunneling exponent as a function of Q for (A = 1, B = 6) (false vacuum bubbles).
The blue dashed line is for the L tunneling geometries, while the red solid line is for the R
tunneling geometries. The vertical dotted lines denote the mass scales MD (left) and MS (right)
described in Tables 4.1 and 4.2. The horizontal dotted line is at the value of the CDL tunneling
exponent (Eq. 4.42).

effective potential. The bound solutions are the same for both the L and R tunneling geometries

(Solutions 1 or 2), but the unbound solutions to which we are tunneling differ. For a bound

Solution 1, we are tunneling to one of the two versions (corresponding to the L or R tunneling

geometry) of either Solution 6, 10, or 11 depending on the values of A and B . For a bound

Solution 2, we are tunneling to one of the two versions of either Solution 8 or 9.

In the case where B > 3(A−1) (the situation pictured in Fig. 4.3), the most massive L

tunneling geometry will have the bound and unbound solutions smoothly merge as the top of the

potential barrier is approached. The most massive R tunneling geometry in this case will find

the bound and unbound solutions separated by both a black hole and cosmological horizon, and

so the tunneling exponent at the top of the potential well will be given by 2iΣ0 = π
(

R2
S −R2

C

)

.

This situation is reversed when B < 3(A − 1), where the R tunneling geometry will possess

the smooth high mass limit, and the most-massive L tunneling geometry will have a non-zero

tunneling exponent.

Now consider the other end of the mass spectrum: the zero mass limit of the two

different tunneling geometries. In either case, as the mass is taken to zero, the turning point of
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the bound solution goes to zero, and the turning point of the unbound solution approaches the

nucleation radius of a CDL bubble (see Eq. 2.13). Even so, there is a fundamental difference

between these two solutions when the background spacetime is considered.

As the mass is taken to zero in the L tunneling geometry (corresponding to the FGG

mechanism), the worm hole separating the background of the old phase and the bubble of the

new phase disappears. This leaves a background spacetime in which absolutely nothing happens,

along with a universe containing a CDL bubble which is created from nothing. At least in the

zero-mass limit, this means that we are calculating Vilenkin’s tunneling wave function for an

inhomogenous universe [76, 77, 78] with the tunneling exponent equal in magnitude to the CDL

instanton action (without the background subtraction term).

This situation is rather strange: if considered one physical system, we have seemingly

created new degrees of freedom. It is therefore unclear how we should interpret the tunneling

probability; what are we fluctuating out of, and probability per unit what? The massive case

seems to create new degrees of freedom as well, since the region to the left of the worm hole

(containing large regions of both the old and new phase) in Fig. 4.1 does not exist prior to the

tunneling event. It is perhaps not so surprising then that Freivogel et. al. [69] have found

that when a conformal field theory dual to FGG tunneling from AdS is constructed using the

AdS/CFT correspondence, it corresponds to a non-unitary process.

The zero mass limit of the R tunneling geometry corresponds to the nucleation, in some

background, of a CDL true- or false-vacuum bubble. The CDL tunneling exponent (including

the background subtraction) can be written as [32, 79]

SCDL =
3π

2

[

1

Λ+
(1 − bα+) − 1

Λ−
(1 − bα−)

]

, (4.42)

where

α± =
Λ+ − Λ−

6k
∓ k

2
, (4.43)
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and

b =

√

3

Λ− + 3α2
−
. (4.44)

The horizontal dotted line in Fig. 4.3 is the value of the CDL tunneling exponent for a particular

choice of parameters, and it can be seen that the zero mass limit (Q −→ −∞) of the tunneling

geometry with no wormhole asymptotes to this. Similar results were found in the case of true-

vacuum bubbles by Ansoldi et. al. [80], who were able to reproduce the CDL tunneling exponent

using a Hamiltonian formalism.

It can be seen in Fig. 4.3, that the tunneling exponent takes opposite signs for the two

tunneling geometries (Fig. 4.1 and Fig. 4.2). For both tunneling probabilities to be less than

one, η must take opposite signs in each case. We have found that the zero-mass limit of the

L tunneling geometry (FGG mechanism) corresponds to creation of an inhomogenous universe

from nothing. This perspective suggests that the sign choice we are forced to make is a reflection

of some quantum-cosmological boundary conditions, since choosing the sign of η is tantamount

to choosing the growing or decaying wave function in the region under the well. Taking linear

combinations of the growing and decaying wave functionals would yield any one of the three

existent sign conventions of Hartle and Hawking [81], Linde [82], and Vilenkin [76]. In contrast,

the sign choice is rather straightforward for the R tunneling geometries. This process has a

clear-cut interpretation in terms of a fluctuation between true- and false-vacuum regions. Thus,

we might physically interpret the low CDL probability as the low probability for a downward

entropy fluctuation in the background spacetime to occur [49].

If both tunneling geometries are allowed, we have two processes which correspond to

tunneling under the same potential well Eq. 2.26. It is unclear exactly how one is to interpret

this situation, but if it were the case that only one of these two interpretations were valid,

there would be a number of important consequences. For example, if the FGG mechanism (L
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Table 4.1: FI [R2 −R1] and FO [R2 −R1] for the tunneling geometries with the unbound final
state lying to the left of the bound initial state (L tunneling geometries). The mass scales
indicated can be located on the potential diagrams by identifying MD as the point on the
potential where βds changes sign, MS with the point on the potential to the left of the max
βsds changes sign, and MSDS with the point on the potential to the right of the max where βsds

changes sign.

A and B M FI [R2 −R1] FO [R2 −R1]
3(A− 1) < A+ 3 < B M < MD

π
2

(

R2
D −R2

2

)

π
2

(

R2
2 −R2

S

)

3(A− 1) < A+ 3 < B MD < M < MS 0 π
2

(

R2
2 −R2

S

)

3(A− 1) < A+ 3 < B M > MS 0 π
2

(

R2
2 −R2

1

)

3(A− 1) < B < A+ 3 M < MS 0 π
2

(

R2
2 −R2

S

)

3(A− 1) < B < A+ 3 M > MS 0 π
2

(

R2
2 −R2

1

)

A+ 3 < B < 3(A− 1) M < MD
π
2

(

R2
D −R2

2

)

π
2

(

R2
2 −R2

S

)

A+ 3 < B < 3(A− 1) MD < M < MSD 0 π
2

(

R2
2 −R2

S

)

A+ 3 < B < 3(A− 1) M < MSD 0 π
2

(

R2
C −R2

S

)

B < A+ 3 < 3(A− 1) M < MSD 0 π
2

(

R2
2 −R2

S

)

B < A+ 3 < 3(A− 1) M > MSD 0 π
2

(

R2
C −R2

S

)

A > B + 3 M < MCRIT 0 π
2

(

R2
C −R2

S

)

A > B
3 + 1 M < MSD 0 π

2

(

R2
2 −R2

S

)

A > B
3 + 1 M > MSD 0 π

2

(

R2
2 −R2

S

)

A < B
3 + 1 M < MS 0 π

2

(

R2
2 −R2

S

)

A < B
3 + 1 M > MS 0 π

2

(

R2
2 −R2

1

)

tunneling geometry) is in fact forbidden, then there would be no possible thin-wall false-vacuum

bubble nucleation events in Minkowski space. We have also seen above that the bound and

unbound solutions will merge into the monotonic solution at the top of the potential for either

the L or R tunneling geometry, but never both. Since in the low mass limit only the R tunneling

geometry matches the tunneling exponent for CDL bubbles, if one were to choose between the

two mechanisms, either the low or the high mass end of the spectrum would be discontinuous

for some range of parameters. We hope to explore these points further in future work.

Having developed the necessary tools to calculate the exponent for tunneling from

bound to unbound vacuum bubbles, we now finish the development of a framework which will

allow us to compare the relative likelihood for all thin-walled vacuum transitions to occur.
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Table 4.2: FI [R2 −R1]+FO [R2 −R1] for the tunneling geometries with the unbound final state
lying to the right of the bound initial state (R tunneling geometries). The mass scales indicated
can be located on the potential diagrams by identifying MD as the point on the potential where
βds changes sign, MS with the point on the potential to the left of the max βsds changes sign,
and MSDS with the point on the potential to the right of the max where βsds changes sign.

A and B M FI [R2 −R1] FO [R2 −R1]

3(A− 1) < A+ 3 < B M < MD
π
2

(

R2
D −R2

2

)

π
2

(

R2
2 −R2

C

)

3(A− 1) < A+ 3 < B MD < M < MS 0 π
2

(

R2
2 −R2

C

)

3(A− 1) < A+ 3 < B M > MS 0 π
2

(

R2
2 −R2

1 +R2
S −R2

C

)

3(A− 1) < B < A+ 3 M < MS 0 π
2

(

R2
2 −R2

C

)

3(A− 1) < B < A+ 3 M > MS 0 π
2

(

R2
2 −R2

1 +R2
S −R2

C

)

A+ 3 < B < 3(A− 1) M <MD
π
2

(

R2
D −R2

2

)

π
2

(

R2
2 −R2

C

)

A+ 3 < B < 3(A− 1) MD < M < MSD 0 π
2

(

R2
2 −R2

C

)

A+ 3 < B < 3(A− 1) M > MSD 0 0

B < A+ 3 < 3(A− 1) M < MSD 0 π
2

(

R2
2 −R2

C

)

B < A+ 3 < 3(A− 1) M > MSD 0 0
A > B + 3 M < MCRIT 0 0

A > B
3 + 1 M < MSD 0 π

2

(

R2
2 −R2

C

)

A > B
3 + 1 M > MSD 0 0

A < B
3 + 1 M < MS 0 π

2

(

R2
2 −R2

C

)

A < B
3 + 1 M > MS 0 π

2

(

R2
2 −R2

1 +R2
S −R2

C

)

4.3 Comparison of the Tunneling Exponents

Assuming that the FGG mechanism exists (the L tunneling geometries), and that

we can choose the overall tunneling exponent to be negative for both the L and R tunneling

geometries, we now venture to directly compare the tunneling rates for these two processes. In

a cosmological setting, we must fluctuate the bound solution which will expand to its turning

point and possibly tunnel to one of the unbound solutions. In the absence of a detailed theory

of the nature of these fluctuations, we assume that the probability of fluctuating a solution of a

given mass is given by the exponential of the entropy change due to the change in the area of

the exterior dS horizon in the presence of a mass [83, 8]

Pseed = exp

[

−π
(

3

Λ+
−R2

C

)]

, (4.45)

where RC is the radius of curvature of the cosmological horizon in SdS.

106



Once the bound solution has been fluctuated, it must survive until it reaches the turning

point of the classical motion. The authors have shown [14] that any solution with a turning

point is unstable against non-spherical perturbations. Even quantum fluctuations present on the

bubble wall at the time of nucleation will go nonlinear over some range of initial size and mass.

Presumably, these asphericities will affect the tunneling mechanism discussed in the previous

section, and may be a significant correction to these processes. Seed bubbles can, however, avoid

this instability by forming as near-perfect spheres very near the turning point; in the spectrum

of possible fluctuations, there will inevitably be some such events.

Assuming that the seed bubble is still reasonably spherically symmetric when it reaches

the turning point, the probability to go from empty dS to the spacetime containing an expanding

vacuum bubble is given by the product

P ≃ CPseede
2iΣ0 ≡ Ce−SE . (4.46)

Shown in Fig. 4.4 is −SE as a function of Q for (A = 1, B = 6), normalized to k−2, for both

the L tunneling geometries (blue dashed line) and R tunneling geometries (red solid line). In

this case, it can be seen that the L tunneling geometries (which pass through the worm hole)

are always more probable than R tunneling geometries (which pass through the cosmological

horizon). Also, note that the zero mass (Q −→ ∞) solution is in both cases the most probable,

even though the width of the potential barrier is largest in this limit.

We can locate and match the tunneling exponent for thermal activation [32] in Fig. 4.4

as the most massive R tunneling geometry (the solution resting on top of the potential in

Fig. 2.9), which is denoted by the dot at the far right of the red solid curve. These solutions

are bubbles which form in unstable equilibrium between expansion and collapse. We find, in

agreement with Garriga and Megevand [32], that thermal activation is always sub-dominant to

CDL.
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We have seen above that the R tunneling geometry possesses a smooth high-mass limit

only for B < 3(A− 1). The post-tunneling spacetime for this range of parameters is Solution 16

(see Fig. 2.15). However, our picture of the spacetime for B > 3(A − 1) is somewhat different

than Solution 17 of Fig. 2.15, which is the post-tunneling spacetime found in Ref. [32]. We find

instead that the bubble nucleates outside the cosmological horizon (in the process removing a

large section of the background de Sitter) as opposed to behind a worm hole (which leaves the

background de Sitter space intact).

We have studied examples of the tunneling exponent for all of the possible situations

listed in Tables 4.1 and 4.2. The zero mass solution is always the most probable for both

the L and R tunneling geometries. Depending on the values of A and B, either the L or R

tunneling geometries can dominate. Shown in Fig. 4.5 is an example of a true-vacuum bubble

with (A = 9, B = 20); in this case the R tunneling geometries dominate. We can solve for

the regions of parameter space where one geometry or another dominates by looking at the

zero mass limit. The zero mass limit of the R tunneling geometry is CDL, and the tunneling

exponent is given by Eq. 4.42 (this includes the background subtraction). The zero mass limit

of the L tunneling geometry (FGG) corresponds to the creation from nothing of a universe of

the old phase containing a CDL bubble. The tunneling exponent in this case is numerically

equal to 3π/Λ+ −SCDL. Taking the difference of the two tunneling exponents, we find that the

L tunneling geometries will be dominant when 2SCDL > 3π/Λ+.

Depending on the values of the interior and exterior cosmological constant, the picture

of vacuum transitions can be very complicated. For comparable cosmological constants, the

situation is the most complicated, with both tunneling geometries and all mass scales having

tunneling exponents of the same order of magnitude. While one mechanism will dominate, it

may not overwhelm the slightly less probable possibilities. In the case where Λ+ ≪ Λ−, the

zero mass limit of the L tunneling geometry (creation of a universe from nothing containing a
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Figure 4.4: The exponent for the creation of a false-vacuum bubble from empty de Sitter as
a function of Q for (A = 1, B = 6). The blue dashed line is for the L tunneling geometries,
while the red solid line is for the R tunneling geometries. The horizontal dotted line is the CDL
tunneling exponent. The vertical dotted lines denote the Q corresponding to MD (left) and MS

(right).
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Figure 4.5: Tunneling exponent as a function of Q for (A = 9, B = 20) (true-vacuum bubbles).
The blue dashed line is for the L tunneling geometries, while the red solid line is for the R
tunneling geometries.
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CDL bubble) dominates. In the case where Λ+ ≫ Λ−, the zero mass limit of the R tunneling

geometry (CDL true-vacuum bubbles) will dominate.

4.4 The bottom line

In the context of the junction condition potentials Figs. 2.8, 2.9, 2.10, and 2.11, we

now have a very organized picture of the types of vacuum transitions which are allowed. At

one extreme, corresponding to Q → −∞ (M → 0), we have both CDL bubble nucleation or

the creation of a bubble spacetime from nothing. Moving up the potential in Q, we have

the L tunneling geometries (FGG mechanism) and/or the R tunneling geometries. These are

two-step processes, involving both a thermal fluctuation of the bound solution and a quantum

tunneling event through the potential. At the top of the potential, we have the thermal activation

mechanism, which is a one step, entirely thermal process. This completes our picture of the

possible vacuum transitions, but still leaves unclear which processes actually occur.

The semi-classical picture that we have assembled has raised a number of important

questions in this regard. For instance, we have seen in the derivation of the tunneling exponent

that the L and R tunneling geometries require different sign conventions to ensure a well-

defined transition amplitude. Since the zero-mass limit of the L tunneling geometry describes

the creation of a universe from nothing, this sign choice indicates a connection with quantum

cosmology. However, there does not seem to be any well defined reason to choose one sign

convention over the other, or to allow both.

There is also the question of how to reconcile the high- and low mass-limits of the L

and R tunneling geometries. We have seen that the zero-mass limit of the R tunneling geometry

always describes the nucleation of true- or false-vacuum CDL bubbles. It is therefore tempting

to use this as evidence that the L tunneling geometries are not allowed. However, in a number
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of cases the high-mass limit of the R tunneling geometry is discontinuous in the sense that the

pre-tunneling bound solution does not approach the post-tunneling unbound solution as the

top of the effective potential is reached. In these cases, the high-mass limit of the L tunneling

geometry is continuous. Thus, even though the low-mass limit of the L tunneling geometry is

rather strange (the creation of a universe from nothing), the high-mass limit seems completely

reasonable. This complicates any hope of ruling out all L or all R tunneling geometries based

on the reasonableness of the high- and low-mass limits of the effective potential.

There is also the problem that the L tunneling geometry is never a manifold [20,

40]. That is, the Euclidean interpolating geometry between the pre- and post-tunneling states

always has a degenerate metric. It is unclear that such metrics should be included in the path

integral, and a better understanding of the true theory of quantum gravity might indicate that

both, either, or neither the L and/or R tunneling geometries are allowed. It is nevertheless an

interesting question to ask if the R tunneling geometries suffer from this pathology as well, and

complete analysis of the L and R tunneling geometries will be treated in a future publication.

4.5 Conclusions

The effective potentials of the junction condition formalism which were used to con-

struct the solutions in Chapter 2 clearly indicate the existence of a region of classically forbidden

radii separating bound solutions from unbound solutions. There are seemingly two processes

which correspond to quantum tunneling through this same region, which we refer to as the L and

R tunneling geometries. Both processes begin with a bound solution, which might be fluctuated

by the background dS spacetime as we have assumed in Sec. 4.3. This bound solution then

evolves to its classical turning point, where it has a chance to tunnel to an unbound solution,

which is typically either through a wormhole in the case of the L tunneling geometries (the
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Farhi-Guth-Guven, or FGG, mechanism) or through a cosmological horizon in the case of the

R tunneling geometries.

The R tunneling geometries without a wormhole have a very clear interpretation in

terms of the transition of a background spacetime to a spacetime of a different cosmological

constant. Indeed, the zero-mass limit corresponds exactly to the nucleation of true- and false-

vacuum CDL (Coleman-De Luccia) bubbles, correctly reproducing the radius of curvature of

the bubble at the time of nucleation, as well as the tunneling exponent.

The L tunneling geometries (FGG mechanism) have a rather perplexing interpretation,

which is most clearly seen by studying the zero mass limit. This corresponds to absolutely

nothing happening in the background spacetime, while a completely topologically disconnected

universe containing a CDL bubble of the new phase is created from nothing. The massive L

tunneling geometries also have an element of this creation from nothing. Before the tunneling

event, there is no wormhole, but after the tunneling event, there is a wormhole behind which is a

large (eventually infinite) region of the old phase surrounded by a bubble of the new phase. It is

unclear how we are to interpret this as the transition of a background spacetime to a spacetime of

a different cosmological constant, since the background spacetime remains completely unaffected

save for the presence of a black hole.

We have found that the sign of the Euclidean action is opposite for the L and R

tunneling geometries, and while the second order constraints on the momenta introduce a sign

ambiguity, it is unclear how to correctly fix the signs in light of the existence of two seemingly

different processes for tunneling in the same direction through the same potential. A complete

explanation of these processes will most likely rely on the resolution of some very deep problems

in quantum cosmology.

The instability discussed in Chapter 2 also introduces complications into the use of

the L and R geometries as a means of baby universe production. The existing calculations of
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the tunneling rate rely heavily on the assumption of spherical symmetry. It is unclear how to

perform a similar calculation for a (possible non-linearly) perturbed bubble, as the number of

degrees of freedom has drastically increased and the assumption of a minisuperspace of spheri-

cally symmetric metrics is no longer good. Further, the bubble interior will become filled with

scalar gradient and kinetic energy and gravity waves, possibly upsetting the interior sufficiently

to prevent vacuum energy domination. One might argue that in an eternal universe there is

plenty of time to wait around for a fluctuation which is sufficiently spherical. However, to fully

understand the importance of these mechanisms, one must both have a model of the scalar

field fluctuations, which would predict the distribution of bubble shapes and masses, and also a

model for tunneling in the presence of asphericities.

If we take the stance that the L and R tunneling geometries are in competition as two

real descriptions of a transition between spacetimes with different cosmological constants, then

we must directly compare their relative probabilities. We have shown in Section 4.3 that the

zero-mass solution is always the most probable for either the L or R tunneling geometries, and

that the L tunneling geometry will be dominant when 2SCDL > 3π/Λ+. Therefore, if one is

considering drastic transitions of the cosmological constant, the zero-mass FGG mechanism will

be the dominant mechanism for upward fluctuations and the nucleation of true-vacuum CDL

bubbles will be the dominant mechanism for downward fluctuations. This situation upsets the

picture of fluctuations in the cosmological constant satisfying some kind of detailed balance

[13, 49].

It does, however, help to explain how spawning an inflationary universe from a non-

inflating region might be a feasible cosmology [8]. In the picture that we have presented, both

the L and R tunneling geometries are constructed by carving some volume out of the background

spacetime and filling it with the new phase. The size of this region is in some sense a measure of

how special the initial conditions for inflation are. In the case of the R tunneling geometries, a
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huge number of the states of the background spacetime must be put into the false vacuum at high

cost in terms of the probability of such a fluctuation occurring [49]. The L tunneling geometries

avoid this cost by fluctuating new states already in the false vacuum (this is of course a non-

unitary process as discussed by Frievogel et. al. [69]), with the result that beginning inflation is

no longer prohibitively difficult. The question of how much of the background spacetime must

make the transition to the false vacuum is therefore crucial to determining exactly how special

the initial conditions for inflation are. Unfortunately, detailed balance and the resolution of

the paradoxes associated with the initial conditions for inflation are seemingly incompatible,

but hopefully future work will yield further insight into the old but still interesting theory of

vacuum transitions.
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Part II

Eternal Inflation
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Chapter 5

Measures for Eternal Inflation

The simplest example of a phenomenon known as eternal inflation occurs in the context

of a scalar field potential with a positive energy false vacuum and a positive, zero, or negative

energy true vacuum. The false vacuum is in this case considered to be the inflationary phase,

and the true vacuum the post-inflationary phase. If the nucleation rate of true vacuum bubbles

is smaller than one per false vacuum Hubble time, then the bubbles will not percolate. In

this situation, collisions between bubble walls become very infrequent (though each bubble will

eventually undergo an infinite number of collisions), and it will always be possible to define a

time-slicing in which the three-volume of false vacuum increases without bound in the future.

This type of eternal inflation will henceforward be denoted as ”False Vacuum Eternal Inflation.”

There is also a second type of eternal inflation, ”Slow Roll Eternal Inflation,” that

occurs when the quantum diffusion of a scalar field with a very flat potential overwhelms the

classical force on the field to roll to lower energy density. In this case, local (super-Hubble)

fluctuations can occur which increase the energy density. On large scales, this produces a

situation in which it is again possible to define a time-slicing such that the three-volume of the

inflating phase (region of high energy density) increases without bound in the future.
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In either type of eternal inflation, given the appropriate potential, there will be local

regions which undergo reheating, structure formation, and cosmological evolution not unlike that

which we observe. In light of this fact, it is tempting to assert that our observable universe is

merely a tiny region of a much larger, eternally inflating multiverse (here defined as a spacetime

which has local regions exhibiting different physical properties). Indeed, the realization that

string theory predicts a Landscape of different vacua [84, 85, 86, 87], each potentially connected

by transitions of the types expounded upon in previous chapters, has underscored the importance

of understanding eternal inflation.

In this picture, there are seemingly many different low-energy theories consistent with

the fundamental theory they were derived from (string theory), and a mechanism by which

each of these low-energy theories is actually realized in different spatiotemporal regions of a

large multiverse. In the simplest scenario, this leads to variation of physical constants, while the

structure of low-energy physics remains the same (ie dimensionality, symmetry breaking scheme,

etc.), though the topography of the landscape is far from being understood, and it is unclear

that this picture is valid.

Considering the variation of the constants of nature presents us with a number of

questions, of increasing ambition. One interesting proposal is to try to construct a map of the

multiverse, asking the question: statistically, which regions will have which properties? The

more ambitious proposal is to try to interpret the relevance of such a map to making predictions

for the various constants of nature that we observe in our universe. We might be tempted to ask

a question like: why do we observe the particular properties we see in the part of the universe

we have access to?

As it stands, such a question is ill-defined; we need to be more specific. What we

might hope for is a question like: ”What are the most probable values of various parameters

that a randomly chosen object would observe?” The relevant quantity to calculate would be the
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probability, PX(α), that a randomly chosen X is in a region with properties α, where X is some

“conditionalization object” such as a point in space, a baryon, a galaxy, or an “observer” that

arguably makes PX relevant to what we will actually observe in some future experiment (see,

e.g., [88, 89]). This probability is generally split into two components:

PX(α) ∝ Pp(α)nX,p(α). (5.1)

Here, Pp is a “prior” probability distribution defined in terms of some type of object p regardless

of the conditionalization object X , and α is a vector of properties we might hope to compare

to locally observed properties of our universe. For example, if p=“pocket universe” then Pp(α)

describes the probability that a randomly chosen bubble has low-energy observable properties

α. The factor nX,p conditions these probabilities by the requirement that some X-object exists;

for example with X=“galaxy”, nX,p(α) might count the (α-dependent) number of galaxies in a

pocket with properties α.

If we associate ourselves with the randomly chosen X object, then we have made an

assumption: the principle of mediocrity; we are typical among a given class of observers. Under

this assumption, it becomes possible to make statistical prediction for the various constants of

nature.

A very important component of the predictions outlined above are selection effects,

that is to say, we must ask: what is it possible for the class of observers we are considering to

observe? This is related to the anthropic principle (according to some authors, by anthropic [90],

one is necessarily talking about human-like observers, here we take it to refer to whatever class

of observers one is willing to discuss, and will interchange ”anthropic” and ”selection”): the

conditions for observers to exist must be met in order for them to make observations. Note

that selection effects are in many ways similar to considering conditional probabilities. For

instance, by choosing the class of observers to be ”carbon-based life existing in galaxies,” we
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have conditioned on the fact that such observers could not exist outside of a certain window of

density perturbations, strength of coupling constants, higgs vev, etc. Many of these selection

effects are very strong, for instance if the strength of the strong interactions were different by

less than one percent, then stable nuclei could not exist.

This conditionalization procedure is perhaps one of the most vexing problems for mak-

ing predictions in eternal inflation. As emphasized by Linde [90, 91], most of the volume in an

inflationary universe is ”dead.” That is, normal observers are produced only during a very short

time after the end of inflation, since the energy density produced during reheating is diluted by

the de Sitter expansion if the vacuum in question has a positive cosmological constant. One

must now ask the question of how this dead volume might produce additional observers in the

context of eternal inflation. If we consider the post-observer de Sitter space to be eternal de

Sitter space (there will always be patches which never undergo additional tunneling events),

then there are some puzzling features of such a cosmology as first pointed out by Dyson et.

al. [67] and discussed in earlier chapters.

In essence, any fluctuation out of the eternal dS space corresponds to a downward

fluctuation in entropy. There are a number of ways that one might imagine such a downward

fluctuation in entropy could produce observers. For example, some patch might fluctuate into

slow-roll inflation, and then produce observers via reheating. This is the hard way, a much

easier route is to fluctuate a local region which already contains the conditions for observers to

exist (for instance, a region with matter the size of our Local Group of galaxies, seeded with

density fluctuations that are not too large or too small), or even the observers themselves (the

so-called Boltzmann’s Brains). Since we would like to think that we are not freak observers such

as these, this is an example of the problems that may arise for making predictions in eternal

inflation. The source of most problems such as this arises from the chosen regularization and

comparison of infinite quantities [92, 93, 94, 8, 5, 90]: there are an infinite number of both freak
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and ordinary observers.

In this chapter, we will outline the principles of false vacuum eternal inflation. We

then discuss a number of difficulties with recent proposals for computing probabilities in false

vacuum eternal inflation, and describe a new proposal for a probability measure on cosmological

observables.

5.1 Desirable measure properties: a scorecard

To test a theory entailing eternal inflation with diverse post-inflationary predictions,

we would like to know “what physical properties are most likely”, and compare them to our

local observations. This question, however, is simply ambiguous – any answerable version of this

question will entail a tacit choice of a conditionalization X , and calculation of PX as described

above. The measures we will discuss correspond to different attempts to (at least implicitly)

propose a plausible candidate for X , and to calculate the prior distribution Pp that might be

used in calculating PX for that X .

A fundamental property that a well-defined measure should have is that its answer

should be gauge-invariant, by which we simply mean that its answer can be calculated in any

coordinate system we choose. This is distinct from “gauge-independence” as we shall discuss

shortly.

Beyond this, it is important to consider what properties we might want a sensible

measure to have. Some such desiderata, either stressed previously in the literature or first

mentioned here, are given below. We note, however, that it is quite possible that the “correct”

measure (if it exists) does not satisfy every item.

• Physicality – The p to which the measure applies, and the choice of Pp, should be such

that (a) the probabilities do not appear to have been “picked out of a hat,” and (b)
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nX,p is plausibly calculable. For example, we might choose p =“vacuum” and set Pp

proportional to the tenth power of the hyperbolic tangent of the energy of the vacuum in

Planck units. However, (a) this measure is obviously rather arbitrary, and (b) since there

is no physical process behind the creation of regions described by the different vacua,

the measure seems useless in calculating nX,p for, say X=“baryon.” Note, however, that

different physically reasonable conditionalization objects may require different Pp – for

example were X=“vacuum”, then the measure would still violate condition (a), but would

satisfy condition (b) by definition.

• Gauge-independence – The relative probabilities should not depend on an arbitrary decom-

position of spacetime into space and time. For instance, it has been shown [95, 96, 97, 98]

that measures that weight based on the physical volume in a given state at late times

give a result that depends sensitively on the assumed foliation of spacetime into equal-

time hypersurfaces. In the absence of a strong physical reason for choosing a particular

decomposition, such measures thus seem ambiguous.

• Ability to cope with varieties of transitions and vacua – The measure should be general

enough to treat all of the types of vacua (e.g. positive, negative, or zero energy), and the

various types of transitions between them.

• Independence of initial conditions – It is often argued that eternal inflation approaches

a steady-state, and that essentially all observers exist “at late times,” so a physically

reasonable measure should become independent of initial conditions. This criterion is not

obviously necessary; although it may be appropriate for a particular conditionalization

object (e.g. X=“a randomly chosen observer”), it may not be appropriate for others.

For example, if one were interested in knowing what a given observer (or worldline) will

experience in the future, then a dependence on initial conditions seems quite reasonable.
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• Ability to cope with various and/or varying topological structures – The measure should

potentially be applicable to spacetimes with non-trivial topological structures as may arise

in eternal inflation (as discussed at length in Sec. 5.5).

• Accurate and robust treatment of “states” and “transitions” – this entails several sub-

criteria:

– General principles – the basic principles behind the measure should allow it to be used

(in principle) for the complicated “spacetimes” of landscapes that cannot simply be

encapsulated by transition rates between vacua.

– Physical description of transitions – transition rates must be clearly linked to the

physical process that describes the transition (e.g. Coleman-De Luccia bubble nucle-

ation).

– Reasonable treatment of “split” states – the measure should deal properly with very

similar states and/or very large transition rates. (For example, a vacuum split by the

insertion of a small potential barrier should, in the limit of an infinitesimal barrier,

act just as a single vacuum.)

– Continuity in transition rates – When transition rates are used, the measure should

be continuous in these rates. For example, there should be no discontinuity in the

probabilities between a stable vacuum and a metastable vacuum with a lifetime τ , in

the limit τ → ∞.

We would argue that all of these potentially pleasing features are absent in at least one

measure proposal in the literature, and that no extant proposal clearly fulfills them all.
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5.2 False Vacuum Eternal Inflation

As discussed above, if a scalar field theory has a positive energy metastable minimum

whose lifetime is greater than the background de Sitter expansion, then the consequent spacetime

will exhibit false vacuum eternal inflation. Recent progress in string theory [87] indicates that

de Sitter space must be metastable, perhaps making an understanding of false vacuum eternal

inflation directly relevant to our universe. As discussed above, the existence of the string theory

landscape 1 presents us with a situation where many different types of bubbles can form, each of

which might have interiors with quite different properties. In the following description of false

vacuum eternal inflation, we will assume that only the vacuum energy varies between minima in

the landscape. Of course, this is not a complete or correct description, but it is an assumption

we must make initially in order to make some progress with understanding how the mechanism

of eternal inflation populates the various minima in the Landscape. We will see that even under

this simplifying assumption, it is difficult to make progress.

The program we wish to undertake is a statistical description of how the process of

bubble nucleation populates the universe with regions containing different vacuum energies. This

amounts to a calculation of the prior discussed in Eq. 5.1, and there are a number of existing

proposals for doing so, to which we now turn.

5.2.1 The Measures and their Properties

We now examine the various measures under consideration. It is useful to classify

vacua as “terminal” or “recycling”: terminal vacua can be reached, but never exited; recycling

vacua can exit to the state from which they originated, and may also transition to other states.

As a first step in this analysis, we can divide the measures into three categories: first,

1While generally accepted, the string theory landscape has received a number of criticisms; see for example [99].
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those that calculate volumes in different vacua on some equal-time surface; second, those that

count individual bubbles; third, those that focus on the vacua experienced by an observer

following a single worldline. The first category of measures is the oldest, beginning with work

by Linde, Mezhlumian, Starobinsky, and Vilenkin [95, 57, 100]. The second and third category

of measures consist of a number of more recent proposals (“gauge-independent” measures that

do not depend on the choice of a time coordinate) [2, 101, 102, 103].

There are two basic volume-counting methods, counting either physical volume (i.e.

p=“unit of physical volume”) or comoving volume (p=“unit of comoving volume”).

• The Comoving Volume (CV) method: Put forward by Garriga and Vilenkin [104], this

method might be considered the counterpart for bubble nucleations (in comoving volume)

to the work of Linde, Linde and Mezhlumian [95] in stochastic inflation. One starts with

some region on an initial spacelike surface, and considers a congruence of hypersurface-

orthogonal geodesics (the “comoving observers”) emanating from that region.

As a function of some global time coordinate t, the number of worldlines (to which the

comoving volume fraction is defined to be proportional) in different vacua is calculated.

Typically, the time variable is chosen to be the logarithm of the scale factor

t = ln(a(τ)), (5.2)

where τ is the proper time of an observer. The fraction, fi(t), of comoving observers in a

vacuum labeled by i at a time t can be calculated by solving a set of first order differential

equations [1, 104]

dfi
dt

=
∑

j

κijfj − κjifi, (5.3)

with the constraint that

∑

i

fi(t) = 1 (5.4)
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for all t. Here, κij corresponds to the rate of formation of bubbles of phase i in a background

of j. This rate is typically estimated as that of the CDL or HM instanton that would

mediate a transition from vacuum j to vacuum i. Recall that CDL bubbles approach

a constant comoving size at late times. True vacuum bubbles grow asymptotically to a

comoving false vacuum Hubble size, while false vacuum bubbles shrink to a comoving true

vacuum Hubble size. The comoving Hubble size is related to the Hubble constant by the

division of the scale factor Hc = (Ha(t)). Since the scale factor increases with time, the

constant comoving size of bubbles nucleated at late times is smaller than the comoving

size of bubbles nucleated at early times.

A number of assumptions are made in the derivation of Eq. 5.3. For instance, we must

assume that details over a Hubble-sized 4-volume have been smoothed over, and therefore

that CDL bubbles form at their asyptotic size. We must also assume that comoving

worldlines never cross (ie there are no caustics), which may be violated due to the focusing

effect of domain walls[105, 106].

The probability, P cv, to be in a given vacuum is then defined to be proportional to the

fraction of comoving volume (or number of worldlines), fi(t), in that pocket, in the t→ ∞

limit. Note that if there are terminal vacua, then as t → ∞ all of the comoving volume

will be distributed among the terminal vacua, except for a set of measure zero (albeit

one that corresponds to infinite physical volume!). Metastable vacua are thus accorded

zero weight. This measure depends heavily on initial conditions, because the fraction of

comoving volume in a given terminal vacuum can only increase with time 2.

The next two methods, rather than counting total relative volume in different bubble

types, count relative total numbers of bubbles, i.e. p=“bubble”.

2Note that this is worse than it may sound, because the same spacetime might be sliced with different initial
surfaces so as to lead to completely different probability distributions.
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• The Comoving Horizon Cutoff (CHC) method: In the proposal of Garriga et al. [102],

the measure is defined by directly counting bubbles of a given phase. We follow the

most recent description of this procedure as given by Vilenkin [105]. First, just as in

the CV method, a spacelike hypersurface in the spacetime is chosen, and a congruence of

geodesics is extended from this hypersurface. The geodesics are followed arbitrarily far

into the future, passing into any bubbles they may encounter. These lines are used to

project bubbles in the spacetime back onto the initial hypersurface as “colored shadows”.

The relative frequency of bubbles of different colors is defined to be the ratios of their

shadow numbers on the initial hypersurface. The shadows are very clumped, gathering

around the rare regions where inflation continues longest, with an arbitrarily large number

of arbitrarily small overlaid shadows surrounding the set (of measure zero) of points on the

surface where inflation continues forever. Thus, all counts are infinite numbers and require

regularization to be well-defined. The authors propose only counting shadows larger than

a size ǫ, and then take the limit ǫ → 0. This measure is argued to be independent of

initial conditions on the surface and applies to terminal and recycling vacua. It also has

the important feature of giving metastable states non-zero weight. While the idea of

“counting bubbles at future infinity” is intuitively clear, it is somewhat unclear that the

“shadow counting” used to actually implement the cutoff is particularly physical.

Moreover, converting this – relatively clear – idea into an actual calculation is a subtle

matter. To date, such calculations have been performed in a rate-equation framework

in which one follows the fractions of comoving volume in the various vacua and then

effectively “divides through” by the bubble volume in order to obtain the bubble count.

The shadow-size cutoff is then implemented by imposing a set of late-time cutoffs, one

for each bubble type out of which the counted bubbles are nucleated (on the assumption
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that this determines the “comoving size” of the nucleated bubbles, and thus the size of

the shadow, to which the cutoff applies). This is depicted in Fig. 5.1, where the comoving

bubble distribution produced by a two-well landscape is shown. The bubbles are assumed

to be produced at their asymptotic comoving size (a comoving hubble length as defined

by the background phase). The scale-factor time cutoff, t
(ǫ)
AB (t

(ǫ)
BA), for transitions out of

vacuum B (A) into vacuum A (B), is given by [102]

t
(ǫ)
AB = − ln (ǫHB) , t

(ǫ)
BA = − ln (ǫHA) (5.5)

where ǫ can be identified as the comoving hubble size in the background phase at the cutoff

time. This choice is meant to ensure that when bubbles intersecting the cutoff surface are

projected back onto the initial surface, only bubbles of size exceeding ǫ will be obtained.

This procedure is shown for the middle cluster of bubbles in Fig. 5.1. However, it is not

completely clear that this procedure is entirely consistent.

For example, the formalism allows the situation depicted on the left side of Fig. 5.1, where

the bubble of A is counted while its parent bubble of B is not. The bubble of A has

a larger asymptotic comoving size than its parent (we thank Alex Vilenkin and Delia

Schwartz-Perlov for discussions of this point), and so makes the cut, but it is unclear that

the nucleation of bubbles larger than their parent actually occurs (this is certainly not

mediated by any known instanton). True vacuum bubbles must grow to a true vacuum

hubble size (which takes roughly a hubble time) before a false vacuum bubble will fit

inside 3. This, along with the ordering of the cutoff surfaces, indicates that this effect

occurs only for false vacuum bubbles.

Taking the viewpoint that the counting of such events is an error, we are systematically

overcounting false vacuum bubble nucleation events. Further, this error may be rather

3While the standard procedure is to smear over a few hubble times, the cutoff procedure is sensitive to effects
on smaller timescales
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Figure 5.1: A depiction of the cutoff scheme imposed in the CHC method for a two-well land-

scape. There are two spacelike cutoff surfaces, t
(ǫ)
AB and t

(ǫ)
BA for each parent vacuum A (light)

and B (dark). Bubbles which nucleate out of the parent vacuum before the cutoff time are
larger than the indicated comoving size ǫ and are therefore counted. The bubbles are drawn
with their asymptotic comoving sizes (in comoving coordinates, true vacuum bubbles grow to
this size whereas false vacuum bubbles shrink to it [1]). The asymptotic size of the bubble is
projected as a shadow onto the initial surface at t = 0 (bottom). Note the puzzling situation
that the bubble of A nucleating out of B on the left is larger than its parent, and so would be
counted while its parent is not.

large since the ratio of 4-volume between the cutoff surfaces to the 4-volume before the

cutoffs goes like ∼ (HA/HB)3 > 1 as t
(ǫ)
AB → ∞. Of course, only the portion of this

4-volume in phase B will produce bubbles of A, but there will still be more 4-volume in

phase B between the cutoffs than before them.

• The Worldline (W) method: Easther et al. [101], whose measure we denote the Worldline

(W) method, assume that at some initial time (defined by a spacelike hypersurface), the

universe is in some places in a non-terminal vacuum. They then suggest considering a

finite number of randomly chosen points on this initial data surface and following forward
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worldlines with randomly chosen velocities 4 from these initial data points. Only bubbles

that are encountered by at least one of these worldlines are counted in determining the

relative bubble abundance (no bubble is counted more than once, even if multiple world-

lines enter it). One then takes the total number of worldlines to infinity. Like CHC, this

measure is claimed to be essentially independent of initial conditions as long as inflation

is eternal. It was argued in [102] that the CHC and W methods of bubble counting yield

identical answers for terminal landscapes (the W method is ill-defined for fully recycling

landscapes as discussed in [103]).

The remaining two measures focus on the transitions between vacua experienced by a

single eternal worldline, and accord a probability to a vacuum that is proportional to the relative

frequency with which it is entered (p=“segment of a worldline between vacuum transitions”).

• The Recycling Transition (RT) method: The proposal of Vanchurin and Vilenkin [103],

which we will refer to as the Recycling Transition (RT) method, is to follow the evolution

of a given geodesic observer and set the probability to be in a given vacuum proportional

to the frequency with which this vacuum is entered, in the limit where the proper time

elapsed goes to infinity. As presented, the method only applies to landscapes with no

terminal vacua, and was argued to be equivalent to the CHC method in that case [103].

• The Recycling and Terminal Transition (RTT) method: The Bousso proposal [2], which

we denote the Recycling and Terminal Transition (RTT) method, covers the cases of

terminal and recycling vacua. Here, one chooses an initial condition for the worldline

(the predictions of this measure are dependent on initial conditions), and considers the

relative probabilities of the worldline entering various other vacua, averaging over possible

4It is unclear the extent to which the velocities of individual points can be chosen at random, as discussed by
Vilenkin in [105]

129



realizations. This is equivalent to the RT measure in the case where there are no terminal

vacua.

The focus in RTT on the worldline of an observer is presented as being motivated by

holography and the desire to only consider regions of spacetime that an observer can

signal to and receive signals from (the “causal diamond”). However, this viewpoint makes

essentially no difference to the mathematics and – as mentioned below – the time average

over histories for Bousso’s observer could equally well be thought of as spatial averages

over widely-separated worldlines in any of the above approaches. A similar observation is

made in [90]. Of course, a holographic point of view might lead one to strongly disfavor

further possible weighting factors to apply such as volume weighting.

Although we will not treat them further, let us also mention some other approaches

to asking about predictions in eternal inflation. In [98], Tegmark advances a simple and direct

possible answer to the question of the relative numbers of different vacuum regions: because

eternal inflation should produce a countably infinite number of each type of vacuum region,

and because all countable infinities are equal in the sense of being relatable by a one-to-one

mapping, each vacuum should be assigned equal weight. In [107], the authors put a measure on

the space of classical FRW solutions to the Einstein plus scalar field equations. If this could be

extended to allow for quantum jumps analogous to bubble nucleations, it might help address the

distribution of vacua within and amongst solutions. In [108], the authors focus on histories that

might be/might have been observed, in the context of single-field inflation with a monotonic

potential.
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5.2.2 Relations between the measures

Although the methods, both in their motivation and in their presentation here, have

been categorized into “volume counting”, “bubble counting” and “worldline following”, there

are relations between them that cross these divisions, so that in fact there are actually very few

essentially different measures under consideration.

Some of the relations between measures (as presented by their authors) have been

mentioned above (e.g. the equality of CHC and W for terminal landscapes, and the equality of

CHC and RT for “fully recycling” landscapes with no terminal vacua). More, however, exist.

In particular, the RTT method accords the same relative probabilities to terminal

vacua as does the CV method (though the methods differ for non-terminal vacua, which have

zero probability in CV and nonzero probability in RTT). To see this, consider a congruence

of comoving worldlines starting in some vacuum. Now, as t → ∞, every worldline that will

eventually end up in a terminal vacuum will do so (by definition); moreover, each terminal

vacuum will only be entered once (also by definition). Since RTT accords relative probability

to two terminal vacua A and B equal to the the relative probability of a worldline entering

them, this will in turn be equal to the relative numbers of worldlines terminating in A versus

B, which is in turn equal to the relative t → ∞ comoving volume fractions as defined in the

CV method. In appendix C, we show this correspondence by directly comparing the results of

the RTT and CV methods in the context of a specific model. More generally, the results of the

RTT method, for terminal as well as recycling landscapes, can be obtained by integrating the

incoming probability current into the various vacua [90, 1].

These relations between the measures (as formulated in the original papers) are sum-

marized in Fig. 5.2. It also appears possible to use what is understood about these connections

to devise some hybrid or generalized versions of the methods.
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RTT

RT
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CV

Figure 5.2: A summary of the connections between the various measures. Solid green lines
indicate equivalence between the measures for a terminal landscape. Dashed blue lines indicate
equivalence in the case of a fully recycling landscape. Dashed-dotted red lines indicate that the
measures assign the same relative weights to terminal vacua.

For example, take the CV procedure, where only a single late-time hypersurface is

considered, and attempt to count the number of bubbles intersecting this surface from the

volume distribution and some appropriately defined cutoff. This is not quite the CHC method

since, as described above, the CHC calculation requires a different time cutoff for bubbles formed

in different parent vacua. But this CV-CHC “hybrid” prescription does not seem any less

reasonable to us. One could also generalize the CHC prescription to obtain an infinite number

of related measures by altering the limiting procedure: rather than only counting shadows larger

than a size independent of the bubble type, one could instead only count shadows larger than

a given size relative to, say, some function of their Hubble radius. It would be interesting to

investigate how (in)sensitive the probabilities are to the choice of a particular cutoff procedure.

Having described the various bubble counting measures and their connections, we now use a set

of sample landscapes to illustrate some of their predictions.

5.3 Some Sample Landscapes

Consider the related one-dimensional landscapes pictured in Fig. 5.3. They all contain

both terminal and recycling vacua (where we assume here that a vacuum is terminal if and only

132



B’

V1

V

V

V

2

3 4

φ

φ

A
B

A
B B’

B’A
B Z

ZZ

ZA B

Figure 5.3: Some sample landscapes. Potential V1 depicts the ABZ example discussed by
Bousso [2]. V2 splits the B vacuum by introducing a small barrier. Potential V3 lowers the A
vacuum to zero or negative energy, so that it becomes terminal. The potential V4 has a low
energy minimum with high-energy neighbors that have short lifetimes (relative to other vacua
in the landscape).

if its energy is zero or negative), and we now discuss the predictions made by the RTT method

for each. In light of the close connections between the measures, many of the conclusions drawn

from these calculations will hold more generally.

Following Bousso, we define the relative probability µNM to transition from vacuum

M to vacuum N as

µNM ≡ κNM
∑

P κPM
(5.6)

where P is summed over all decay channels out of M , and κNM is the probability per unit

time of tunneling from vacuum M to vacuum N . Note that all summations in this paper are

expressly indicated. κNM typically takes the form of a three-volume times a nucleation rate per

unit four-volume, the latter being calculated using semiclassical instanton techniques. Note that

∑

P µPM = 1 if M is metastable and µPM = 0 if M is terminal, and also that µMN 6= µNM

in general. Bousso introduces the concepts of trees and pruned trees in order to calculate the

prior distribution in the RTT method. He also presents a matrix formulation, which we develop

further in appendix C.
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It will be important for what follows to obtain an indication of the magnitudes of

tunneling rates in a typical landscape. We model this landscape by a single scalar field φ with a

potential V (φ) expressed as V (φ) = µ4v(φ/m). We further assume that v is a smooth function

that varies over a range of order unity as its argument changes by order unity, and µ sets the

energy scale. For the semi-classical approximation that we are working in to make sense, we

must have µ4 ≪ M4
Pl, where MPl is the Planck Mass. For Coleman–De Luccia instantons to

exist, m must be less than some O(1) multiple of MPl. See [16] for more on the motivation for

this form of the potential.

As mentioned above, we will estimate tunneling rates between the potential minima

using semiclassical instanton techniques, notwithstanding thorny issues of interpretation, par-

ticularly for upward transitions. Then κNM ∝ e−(S(NM)−SM), the bracketed exponential factor

being the difference between the action S(NM) of the Coleman-De Luccia or Hawking-Moss in-

stanton linking the two vacua and the action SM of the Euclidean four-sphere corresponding

to the tunneled-from spacetime. Note that the same instanton applies to uphill and downhill

transitions (hence the use of symmetrising brackets in its label). Using the Euclidean equations

of motion, S(NM) can be written as

S(NM) = −
∫ √

g V (φ) d4x (5.7)

where the integral is performed over the Euclidean manifold of the instanton. The background

subtraction term (which is negative and larger in magnitude than the instanton action) is given

by the same expression and evaluates to

SM = − 3M4
Pl

8V (φM )
, (5.8)

where V (φM ) is the value of the potential of the pre-tunneling vacuum M at φ = φM .

From these formulae we can immediately deduce two important facts. First, we can

compare uphill and downhill rates between two vacua. In the ratio of the rates the instanton
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part cancels out, and only the background parts are left. If V (φM ) = V (φN ) + ∆V , then

κMN

κNM
∼ exp

−3M4
Pl

8

∆V

V 2(φM )
= exp

−3

8

∆v

v2
M

(

MPl

µ

)4

. (5.9)

So, unless ∆v is tuned to be much smaller than v, the uphill rate is exponentially smaller than

the downhill rate.

Second, we can compare the rates to two vacua N and P from the same parent vacuum

M . This time the background parts cancel and we are left with the exponential of the difference

of the instanton actions:

κPM
κNM

∼ exp−(S(PM) − S(NM)). (5.10)

Both instanton actions will be of order (MPl/µ)4, so we typically expect the tunneling rates to

differ exponentially. In particular, if VN and VM are somewhat atypically similar, and if there

is only a small barrier between the two, then as long as VP is not atypically close to VM also,

tunneling from M to P will be exponentially disfavored relative to tunneling to N . This holds

even if the tunneling from M to N is uphill and that from M to P is downhill. This difference

in tunneling rates can be extreme: for a typical inflationary energy scale of µ ∼ 1016 GeV,

κPM/κNM ∼ e−1012

.

5.3.1 Coupled pairs dominate in terminal landscapes

We begin by considering the potential V2 depicted in Fig. 5.3. We assume that the

barrier separating B and B′ is very small, so that rapid transitions occur between the two wells.

Thus we take κB′B ≫ κAB and κBB′ ≫ κZB′ . Using the results of appendix C, in the limit we
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obtain:
























PA,B,B
′

A

PA,B,B
′

B

PA,B,B
′

B′

PA,B,B
′

Z

























∝

























κBB′κAB

κBB′κB′B

κBB′κB′B

κB′BκZB′

























(5.11)

where PMN is the “prior” probability of Eq. 5.1 (with subscript p dropped) to be in the vacuumN ,

given an initial state in vacuum M . A multiple superscript indicates that the same distribution

applies to the listed initial states for the transition rates under consideration.

There are a number of interesting points to note here. First

PA,B,B
′

B

PA,B,B
′

A

=
κB′B

κAB
≫ 1 (5.12)

PA,B,B
′

B

PA,B,B
′

Z

=
κBB′

κZB′

≫ 1. (5.13)

These ratios hold independent of initial conditions. Vacuum B′ is similarly weighted relative to

A and Z. We therefore see that (as might be expected in a measure that counts transitions)

metastable vacua participating in fast transitions with their neighbors are weighted very heavily.

Such regions certainly exist in a landscape with sufficient complexity, and it is these regions

that the prior distribution in the RTT method will favor. From our above estimates of typical

transition rates in regimes with energies somewhat below the Planck scale, factors of order e10
12

should be commonplace.

Of course, arbitrarily fast transitions between B and B′ (which give arbitrarily high

weighting to both vacua) are unrealistic. In reality, bubble collisions will become important,

and at high enough nucleation rates there will be percolation. In this limit, there should then

be a transition to a treatment in terms of field rolling and diffusion. In this regard, it would be

desirable to treat field diffusion as described by the stochastic formalism and bubble nucleation

(with collisions taken into account) in a unified way (see [1] for work in this direction).
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Although the CHC measure is inequivalent to the RTT measure in landscapes with

terminal vacua, it (and hence the W method) nevertheless gives similar qualitative predictions.

We can see this by analyzing the “FABI” model of [102], which, in the limit where κB′B ≫ κAB

and κBB′ ≫ κZB′ , gives the same ratios as Eqs. 5.12 and 5.13. Thus the CHC and W proposals

weight fast-transitioning states exponentially more than others in exactly the same way the RTT

method does. The weighting can easily be large enough to dominate any volume factors, which

appear in the full probability defined using the CHC method [102], unless the number of e-folds

during the slow-roll period after a transition is extreme.

We have seen that pairs of vacua undergoing fast transitions in both directions are

weighted very heavily, but what about transitions that are fast in one direction only? For

example, consider V4 in Fig. 5.3, where there are quick transitions into B, but transitions out

of B are strongly suppressed. Requiring only κBB′ ≫ κZB′ in the probability tables from

appendix C yields:
























PA,B,B
′

A

PA,B,B
′

B

PA,B,B
′

B′

PA,B,B
′

Z

























∝

























κBB′κAB

κBB′ (κAB + κB′B)

κBB′κB′B

κB′BκZB′

























. (5.14)

It is apparent that vacuum B will be the most probable vacuum in this sample landscape. The

relative weight of A to B′ is very sensitive to the details of the potential since, as shown above,

there is an exponential dependence on the difference in instanton actions (which itself tends to

be quite large). In the absence of extremely fine-tuned cancellation in this difference (which

would be required to make κAB ∼ κB′B), one of the two will be vastly more probable than the

other. We have already considered the case where vacuum B′ is much more likely than vacuum

A with landscape V2 above. So the other generic alternative is for vacua A and B to have

probabilities very close to one-half, vacuum B′ to be exponentially suppressed and vacuum Z
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to be even more suppressed.

These two examples together make it clear that in order to obtain the large weighting

observed for potentials V2 and V3, there must be pairs of vacua which undergo fast transitions

in both directions. This allows for closed loops that produce large numbers of bubbles of each

of the vacua in the pair; in such cases the probabilities of both vacua scale with the product of

the transition rates between them.

5.3.2 Coupled pairs dominate in cyclic landscapes

As one might expect, the extreme weighting of coupled pairs persists if we raise the

height of the Z well of V2 in Fig. 5.3 so that it is no longer terminal. From the calculations in

appendix C, we find:

PA,B,B
′,Z

B

PA,B,B
′,Z

A

≃ κB′B

κAB
(5.15)

PA,B,B
′,Z

B

PA,B,B
′,Z

Z

≃ κBB′

κZB′

(5.16)

with the same results for the ratios of PB′ in place of PB to PA and PZ . This is of special interest

because for cyclic landscapes the predictions of the RTT method agree with those of the CHC

and RT methods (see Fig. 5.2). Thus all of these measures will weight rapidly transitioning

vacua heavily.

5.3.3 Splitting vacua

A closely related “test” to which we can put the RTT method to is to consider the

situation where potential V2 is obtained from potential V1 (The “ABZ” example of [2]) by

inserting a small potential barrier in the middle (B) well. The ratio of weights in the A and Z

wells in potential V1 is given by:

PA,BA

PA,BZ

=
κAB
κZB

, (5.17)
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which can be found from the result of [2] by substituting ǫ = κAB/ (κAB + κZB) and 1 − ǫ =

κZB/ (κAB + κZB). Now let us insert the barrier in such a way that the transition rates into

and out of the A and Z wells remain unaffected. After the insertion, the relative weights of

vacuum A and Z (in potential V2) are then found from Eq. 5.11 to be

PA,B,B
′

A

PA,B,B
′

Z

=
κBB′

κB′B

κAB
κZB′

. (5.18)

Now we can consider two cases. First, if there is no symmetry as B is interchanged with B′,

then we see that inserting the barrier has changed both the absolute probabilities (which are

now strongly weighted toward B and B′), and also the relative weights of the other vacua.

Second, if the problem is symmetric under interchange of B and B′ (so that κBB′ = κB′B

and κZB′ = κAB), then the relative weights of A and Z are unaffected; however, the absolute

weights of both are still altered drastically by this decomposition of B into two identical vacua

with fast transitions between them. This is somewhat disturbing, and again points to the need

for a smooth connection between “vacuum transitions” and “field evolution.”

5.3.4 Continuity of predictions

The next sample landscape we wish to consider is the most simple – a double well po-

tential, where we consider both the terminal and recycling cases. In this example, the predicted

ratio of weights in vacuum A to that in Z (in the case of full recycling) is identical for the CHC,

RT, and RTT methods, with PA/PZ = 1, independent of the relative lifetimes of the states. The

ratio of weights predicted by the CV method is [103] PA/PZ = (HA/HZ)4eSA−SZ , where HA,Z

is the Hubble constant and SA,Z the entropy of vacuum A and Z respectively. The difference is

due to the fact that the CHC, RT, and RTT methods count the frequency of transitions while

the CV method weights according to the time spent in a given vacuum [103].

Now consider shifting the entire potential down, such that the lower well becomes a
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terminal vacuum. The predictions of the CHC, RT, and RTT methods will remain identical until

the lower well is exactly terminal, at which point the CHC and RTT methods (the RT method

breaks down when the lower well becomes terminal) predict PA = 0, PZ = 1 5. Were this a

correct description of relevant probabilities, it would be very important in making predictions

to know if the energy of a minimum were zero or different from zero by one part in 1010100

. The

CV method will predict this distribution as well, but will approach it in a continuous manner

(SZ → ∞, sending the ratio PA/PZ to zero). The predictions of the CV method are for this

reason much more robust under small changes of the potential.

One possible way to avoid this discontinuity might be to reverse the order of limits

t → ∞ and κ−1
AZ → ∞. All of the measures discussed in this paper take the t → ∞ limit

first, but one could perhaps define a measure where the duration in time is held finite while

κ−1
AZ → ∞. Applying this to the two-well example, as the lifetime of the lower well goes to

infinity, the expectation value of the number of transitions observed would smoothly go to

zero. Alternatively, it may be the case that there are no truly terminal vacua (with strictly

zero probability of being tunneled from) 6. Finally, it may be that there is simply something

conceptually flawed in the way bubble-counting measures treat the borderline between a vacuum

being terminal and non-terminal.

5.4 Consequences for predictions in a landscape

The previous section pointed out some interesting features of bubble-counting mea-

sures (all the measures here save CV) as somewhat abstract procedures applied to small “toy”

5It is worth noting that that this is completely independent of the ratio of the lifetimes of the states, which
might be arbitrarily large [16].

6For example, if the “L” process describe below in Sec. 5.5 occurs, it might mediate transitions away from
negative or zero-energy vacua. A heuristic argument in favor of tunneling from negative “big crunch” vacua was
given in [15]. Finally, we note that after tunneling to a negative vacuum, the spacetime is an open FRW model
with energy density. Thus there may conceivably be tunneling before the “crunch” even if such tunneling is
impossible from pure AdS or Minkowski space.
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landscapes. What might these features imply for predictions (in the form of Pp or PX) in a

more realistic landscape with many, many vacua and transitions connecting them?

Without a well-specified model of such a landscape this is a difficult question to answer;

however the strong preference for pairs of fast-transitioning vacua does suggest some general

– and possibly troubling – predictions. Within a landscape, imagine the set of all pairs of

neighboring vacua (M,N) with similar pairs of energies (VM , VN ), and suppose that for each

pair, the barrier between M and N is independent of the barriers separating M and N from

other nearby vacua. Then we might expect that members of different pairs will be accorded

exponentially differing probabilities depending on the details of the barrier. In Sec. 5.3 we

found in our sample landscapes that the probabilities for the vacua in a fast-transitioning pair

(N,M) are approximately proportional to the product κNMκMN of the transition rates between

them. What determines this product? We fix VM and VN , and imagine the possible potentials

v in-between (i.e. consider we consider many pairs in the landscape). We have

κMNκNM ∼ e−2S(MN)(v)eSM+SN , (5.19)

where S(MN)(v) is the instanton action of Eq. 5.7 and SM,N are the background subtractions

for vacua M and N , given by Eq. 5.8. With SM and SN fixed, the product then depends just

on S(MN). As argued above, this action will be of order (MPl/µ)4, and vary by order unity as

the parameters governing the potential v are varied. Thus the weightings of the members of

each pair do appear to be exponentially sensitive to the shape of the potential in-between.

Now imagine that our vacuum is one tunnel away from one of the vacua with energy

VN . All other things being equal, we should be likely to come from any given one according to its

weight. The evolution towards our vacuum depends on the shape of the potential, and because

v is smooth this will not be independent of the shape of the potential between the endpoints

of the instanton. If an observable α depends on the shape of the potential as our vacuum is
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approached, then this raises the possibility of it having an exponentially varying prior over an

observationally relevant range. A good example might be the number of post-tunneling e-folds,

which might possess a prior exponentially favoring a particular number.

One might hope to compensate the prior probabilities Pp favoring cosmologies unlike

ours using a conditionalization factor nX,p that disfavors them (e.g. conditionalizing on the

existence of a galaxy). In some cases, this seems plausible. For example, if we consider the

cosmological constant Λ and (unrealistically) assume that all other cosmological parameters stay

fixed to our observed values, then nX,p(Λ) decreases as an exponential in Λ/ξ4Q3, where Q ∼

10−5 is the fluctuation amplitude and ξ ∼ 10−28 is the matter mass per photon in Planck masses

(e.g., [109]). Because this scale is so much smaller than the scale over which the parameters of

the potential vary (i.e. ξ4Q3 ≪ M), the exponential variations of Pp(Λ) are likely to be nearly

constant over a range of order ξ4Q3, so nX,p(Λ) would be effective in forcing PX to give most

weight to a region of parameter space near to what we observe [110, 111]. But in other cases

this is far from clear; for example, the number of inflationary e-folds is determined by the high

energy structure of the potential at and near tunneling, and the number of e-folds is linked to the

field value to which tunneling occurs, which is in turn linked to the instanton solution and hence

the tunneling rate. Thus nX,p and Pp might easily vary over the same scale in the parameters

governing the landscape potential, and the conditionalization may be ineffective at forcing PX

to peak in the observed range.

5.5 Observers in Eternal Inflation

Measures relying on properties experienced by a local “observer” (generally equated

with a causal worldline) require that observers can actually transition between the different

vacua. It is not, however, clear that this is always the case. In [17], two of the authors found
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that in semi-classical Hamiltonian descriptions of thin-wall tunneling, there are always two

qualitatively different types of transitions described by the same formalism.

One, called the “R” tunneling geometry, is a generalization of Coleman-De Luccia [12]/Lee-

Weinberg [13] (CDL/LW) true and false vacuum bubbles. It corresponds to the fluctuation of

a bubble of the new phase which is always in causal contact with the background region, in the

sense that worldlines in the old phase can both “tunnel with” the bubble, and also enter the

bubble of new phase soon after it forms.

In the other, which was called the “L” tunneling geometry (a generalization of the

Farhi-Guth-Guven mechanism [20]), the bubble of new phase lies behind a wormhole separating

it from the original background spacetime. In this case, no causal curve from the original phase

can enter the new phase after the tunneling event (in marked contrast to the usual picture

of an expanding bubble of new phase, or to the R mechanism). Some rare worldlines might

“tunnel with” the bubble, but the physical connection between pre-and post-tunneling phases

represented by such worldlines is obscure at best; moreover such worldlines do not exist in the

(highest probability) limit in which the bubble has zero mass.

If both L and R processes occur, then the L mechanism is the most probable path

by which regions of higher vacuum energy emerge, while the R geometry dominates decay to a

lower vacuum [17]; both processes are dominated by the lowest-mass bubbles.

At the semi-classical level of these calculations, the authors of [17] found no convincing

reason that one but not the other of these two tunneling processes would occur. Holographic

considerations would seem to conflict with the L geometries (at least for transitions to higher

vacuum energy), and [69] argued using AdS/CFT (see [75] for another treatment of L tunneling

geometries using AdS/CFT) that such events tunneling from AdS to dS would correspond to

non-unitary processes; however the question has not been settled with any clarity. In this section

we will therefore consider how the L-tunneling process would impact eternal inflation, and the
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measures as applied to it.

Let us consider an initial parcel of comoving volume in a metastable state residing in an

arbitrary potential landscape. This is shown at the bottom of Fig. 5.4. As time goes on, bubbles

of either higher or lower vacuum energy will nucleate by either the L or R tunneling geometries.

Since low-mass bubbles are most probable, most downward transitions will be CDL bubbles (the

R geometry in the zero mass limit), and most upward transitions will be L-geometry tunneling

events corresponding to a very small mass black hole forming in the background spacetime. Such

small black holes affect the background spacetime in a completely negligible way as long as the

nucleation rate is rather small 7. In particular, these upward nucleations remove zero comoving

volume from the old phase.

The pre-and post-tunneling spacetimes in an L-tunneling event are described compre-

hensively in, e.g., [17]; the portion of the post-tunneling spacetime existing behind the wormhole

consists of regions with both new and old vacuum energy separated by a thin wall, and in the

zero-mass limit is just the Lorentzian CDL bounce geometry. Both vacuum regions are larger

than their corresponding Hubble radii and so will unavoidably continue to inflate, independent of

the precise details of the initial nucleated space (i.e. how the instanton is “sliced” to be continued

into Lorentzian space; see [1] for the corresponding issue concerning the CDL instanton).

The result is that an entirely new “branch” of eternal inflation is created, with some

initial physical volume, having essentially no effect on the original spacetime. If a comoving

volume is assigned to this physical volume using the “scale factor time” of the background

geometry near the nucleation event, then the effect will be to create new comoving volume 8.

The new branch will in turn spawn more branches – and more comoving volume – via L-events,

7In fact even more probable is the zero-mass limit in which there is no black hole at all, which also clearly
does not affect the background spacetime.

8How to actually define “comoving volume” in the new phase is very unclear; comoving volume is related to
a particular coordinatization of a spacetime, and its definition is tied to a congruence of geodesics; here no such
congruence continues through the nucleation to fill the initial slice.
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so that the comoving volume appears to actually grow exponentially (though in what “time”

this occurs is unclear since there is no foliation of the entire spacetime). This process is shown

in Fig. 5.4.

How do the measures we have been discussing connect with this new picture? Consider

first the measures RTT, RT and W that explicitly follow causal worldlines. As formulated,

these measures would essentially “ignore” L transitions. This seems quite artificial, however, as

regions with high vacuum energy (reached by upward transitions) would almost all arise from

this process; put another way, choosing a random point in the entire spacetime (including the

tree of new universes formed by the L tunneling geometry) and projecting any geodesic back, it

would almost certainly hit an L-geometry nucleation surface in the past rather than the assumed

initial slice.

Now consider the CV and CHC prescriptions. As stated, the idea is to count the

relative comoving volume or number of bubbles of different types “on future null infinity”. But

as described in Sec. 5.2.1 and in [104, 102, 105], these measures are actually calculated with very

strong reliance on a congruence of geodesics emanating from an initial surface; thus as calculated

in this formulation they would be as unaffected by L-geometry events as RTT, RT, and W. It is

interesting, however, to speculate about taking these prescriptions seriously as counting bubbles

on future infinity, as this would actually include the bubbles in the other branches created by

L-events.

Consider, then, a volume Vi nucleated by an L-event (with the subscript i labeling

the particular region under consideration), and imagine a congruence of geodesics emanating

from it, denoting by J +(Vi) the part of the spacetime’s future null infinity reachable by these

geodesics. Then we might “count bubbles of comoving size exceeding ǫ” (for CHC) or “count

comoving volume” (for CV) on J +(Vi), to define a set of relative probabilities PVi .

Now, it is very unclear how precisely to combine the PVi in all of the branches i formed
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Figure 5.4: A picture of an eternally inflating universe which takes into account both L and R
tunneling geometries. At the bottom, there is an “original” parcel of comoving volume (defined
by the horizontal spacelike slice at the bottom of the figure), which evolves in time (vertically).
True and false vacuum bubble nucleation events occur via the R geometry in this volume,
denoted by the shaded regions which in the case of true vacuum bubbles grow to a comoving
Hubble volume and in the case of false vacuum bubbles shrink to a comoving Hubble volume.
The vertical black lines denote the black holes formed during L geometry tunneling events. On
the other side of a wormhole (inside the captions), the initial distribution, which is fixed by the
tunneling geometry, undergoes L and R tunneling events as well, spawning more disconnected
parcels of volume in which this process repeats. The original parcel of comoving volume will
spawn an infinite amount of new comoving volume via L geometry tunneling events. Shown on
the bottom of each parcel is the set of bubble shadows that might be used in the CHC method
to calculate probabilities PVi for each region Vi.

146



from L-tunnelings out of both the original spacetime, and out of the future of Vi, and from the

descendants of these branches, etc. Nonetheless, some general statements might be made even

in the absence of such precision.

Consider first CHC. Since its probabilities are essentially independent of Vi, it seems

that PVi will be the same in all branches, so it is hard to see how anything else could result

from combining them.

Now consider CV, which is dependent on the initial conditions for Vi. Here, the “initial”

conditions for a branch are not provided by the original spacetime, but rather by the dynamics

of the L-tunneling process, with a different set corresponding to each pair of vacua between

which the nucleations can occur. Whatever way we calculate all of the PVi , it seems likely that

the original spacetime’s initial conditions will be completely overwhelmed by those of all of the

branches in the infinite self-similar tree depicted in Fig. 5.4. One might then imagine that the

total prior distribution P is given by a weighted sum of these separate distributions, and is

independent of the initial conditions of the original spacetime.

We also point out that these questions may apply to “stochastic” eternal inflation as

well. It is generally implicitly assumed in these models that the global spacetime is causally

connected, but this is far from proven. Indeed, large fluctuations generically cause a large back

reaction, and it is not obvious that the large stochastic fluctuations driving eternal inflation

do not cause the production of universes behind a wormhole (this is suggested by singularity

theorems [33, 35, 14]). This discussion is also relevant for hypothetical transitions out of negative

energy minima. While no instanton has been constructed for such a transition (see [15] for a

proposal concerning the probability of such a process), if one exists then (considering thin-wall

constructions [69]) it would have to be an L geometry. Based on the considerations above, it is

unclear how or if including such transitions would change the predictions of extant measures.
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5.6 Discussion and Conclusions

Property CV CHC W RT RTT
Physicality P P P P P

Gauge independence P Y Y Y Y
Independence of initial conditions N Y Y Y N

Copes with varieties of transitions and vacua P Y N N Y
Copes with nontrivial topologies P P N N N

Treatment of states and transitions:
– General principles P P P P P

– Physical description of transitions P P P N N
– Reasonable treatment of split states Y N N N N

– Continuity in transition rates Y N N N N

Table 5.1: Properties of bubble counting measures – Y=yes, N=no, P=partial.

We have analyzed a number of existing measures for eternal inflation, exploring con-

nections that exist between them, and highlighting some generic predictions that they make.

With this perspective, let us return to the list of desiderata presented in Sec. 5.1. Shown in

Table 5.1 is a “scorecard” detailing which of the measures, in at least a majority of the authors’

humble and irresolute opinions, satisfy the properties listed in Sec. 5.1.

First, which measures are “physical”, in the sense of providing a non-arbitrary prior

probability Pp, for some “counting object” p, useful for calculating PX? Physical volume

weighting (discussed little here) would seem quite physical but appears to lead to gauge de-

pendence [96, 95], and incorrect predictions in at least some gauges (see [97, 98]). The related

CV (p=“unit of comoving volume”) method may avoid some of this difficulty, but at some cost

to physicality: comoving volumes are generally meaningful only insofar as they are re-converted

to physical ones, or if there are conserved objects (baryons, galaxies, etc.) with fixed density

per unit comoving volume. The latter may be true after reheating, but it is unclear to us

that comoving volume is as meaningful during a complex, inhomogenous inflationary period.

Another option is to weight according to the integrated incoming probability current [91, 90]
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across reheating surfaces, which can be found directly from volume distributions. This proposal,

which is tied more closely to the conditionalization, avoids the gauge dependence and spurious

predictions of standard volume weighting (as discussed above, this prescription can reproduce

the results of the RTT method [90, 1]).

The CHC and W methods have p =“bubbles,” which might be tied to conditional-

ization objects associated with the various reheating surfaces (though this involves consider-

able uncertainty since those reheating surfaces are generically infinite). However, the objects

(worldlines and shadows) actually used to arrive at a bubble count seem rather less physical,

particularly as they demand a cutoff prescription that – while natural – also seems as if it could

easily be different. The RT and RTT methods use p =“segment of a worldline between vacuum

transitions,” and has been suggested as an appropriate measure if we identify X =“unit of en-

tropy production” [2, 92]. This connection is not entirely compelling, however, as the results of

these “holographic” measures can be found by considering an ensemble of observers (as noted

in Sec. 5.2.1 and by [90]). These connections suggest that CV, RT, and RTT are very closely

related, but with a consistent and appropriate physical interpretation somewhat lacking.

Consider now gauge independence. Physical volume weighting is gauge dependent, but

the other measures appear gauge-independent, albeit with some caveats. For RT, RTT, W, and

CHC, gauge-independence stems from their counting of objects (bubbles) or events (transitions);

in CV it occurs via use of a congruence of geodesics, which are also then “counted” to obtain

comoving volume. The caveats stem from subtleties – connected with a time variable choice – in

defining cutoffs, transitions rates, and initial conditions, and we hope to elucidate some of these

further in future work. (We single out CV as partially gauge-dependent because the results will

depend on the time slicing used to characterize the initial value surface.)

Drawing on the description of the various measures presented in Sec. 5.2.1, we can see

that not all of the measures under discussion have the ability to cope with all types of transitions
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and vacua. For instance, the CV method accords zero weight to metastable minima (particularly

disturbing as we may live in one), and the RT method in its current formulation is not able

to describe a landscape with terminal vacua. We also note that the CV and RTT methods are

dependent on initial conditions.

In Sec. 5.5, we argued that it is possible – if certain types of “L” bubble nucleation

events occur – for different regions of the eternally inflating multiverse to be separated by worm-

holes, and therefore causally disconnected. None of the evaluated measures are, as formulated,

equipped to deal with such spacetimes in a reasonable way. The “philosophy” behind CV and

CHC – of counting bubbles or volume on future infinity – might reasonably apply to such

spacetimes, and if this could be implemented technically we argued that in this case CV would

probably become independent of initial conditions. The philosophy behind RTT and RT would

suggest simply ignoring these events (as indeed those measures effectively do) but it is rather

unclear to us that this is appropriate. Accounting for such tunneling events in measure prescrip-

tions is very difficult – but this merely highlights the possible importance of such transitions,

and of determining whether or not they occur.

Even thornier problems might arise from considering transitions in greater generality.

All of the measures considered rely on a congruence of worldlines and a fairly straightforward

spacetime structure. Were we to include transitions between different string/M theory flux

vacua, including even different numbers of large spacetime dimensions, it is unclear whether the

principles of extant measures would apply. Without having a well–defined description of such

transitions this is difficult to asses, hence we do not consider this in our table.

But even confining our attention to (relatively) well-understood spacetime evolution in

a general scalar potential landscape, the measures differ somewhat in how generally and robustly

they treat “vacua” and “transitions”. All of the measures under discussion have been applied to

the brand of eternal inflation driven by metastable minima. However, it would be desirable to
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include the effects of all the dynamics of an eternally inflating universe, and the effective scalar

fields that are imagined to drive it. This includes a description of the diffusion and classical

rolling of the field that will occur. There has been work extending CV and CHC methods to

these cases, but little so far in making such an extension to RT or RTT.

In terms of connecting transition rates to physical transitions, all of the measures ignore

the small-scale details of vacuum transitions (i.e. within a few Hubble volumes). This may be

relatively benign, but bears investigation. For example in RTT “transitions” are thought of as

something that occurs to a worldline within its causal diamond – but these transitions could

occur via the encounter of a bubble formed in a nucleation process outside the causal diamond.

More trouble occurs when we consider nearby vacua separated by a small barrier. The

main observations of this paper centered around a study of the sample landscapes shown in

Fig. 5.3 using the RTT method. In Sec. 5.3.1 it was found that pairs of vacua that undergo

fast transitions will be very strongly weighted. Using order of magnitude estimates of the tran-

sition rates, we argued that the probability ratio of such pairs to other vacua in the sample

landscape can be exponentially large. This effect occurs in both terminal and recycling land-

scapes. Using the equivalences between the various measures noted in Sec. 5.2.2 (for a summary,

see Fig. 5.2), and an explicit example for the CHC method, we have shown that the weight-

ing of fast-transitioning pairs occurs in the CHC, W, and RT methods as well. As discussed

in Sec. 5.3.3, because of this effect, by inserting a small barrier in an intermediate state, the

absolute weight assigned to each vacuum is affected drastically. Therefore, the RTT, RT, W,

and CHC methods are only partially robust in their definition of transitions; the undivided-well

distribution is not recovered as the barrier disappears. This situation might be remedied if,

as bubble collisions become more and more important, the diffusion analysis replaces bubble

nucleation (giving further impetus to generalizing the measures to treat this). In contrast, the

CV method does approach the undivided-well weight as the small barrier disappears.
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Lastly, we considered continuity in transition rates, which was studied using a two-

well landscape in Sec. 5.3.4. It was noted that the predictions of the CHC, RT, and RTT

methods change discontinuously as a recycling vacuum is deformed into a terminal vacuum. This

discontinuity makes the exact properties of vacua in a landscape important. Such a discontinuity

could be avoided if the order of limits in the cutoff procedure were modified.

Most of the discussion – and all of the scorecard – has focused on issues of principle

concerning the measures as abstract procedures. Some of the discussed features have impli-

cations for what such assumed measured would mean observationally. In particular, we saw

in Sec. 5.4 that the exponential dependence of the prior distribution Pp on the details of the

potential implies that making predictions using bubble counting measures may be very hard.

This problem is particularly acute when, for some parameter α, the factors Pp(α) and nX,p(α)

(these are the prior and conditionalization factors needed to produce a prediction in the form of

Eq. 5.1) vary appreciably over the same range in α. This may be the case, for example, when α is

related to the number of e-folds during inflation. If the observation that fast-transitioning pairs

are exponentially weighted generalizes to more complicated landscapes, then bubble-counting

measures may in some cases lead to strongly exponential prior probabilities that would over-

whelm any conditionalization factor nX,p(α). This would lead to very strong predictions, which

might be successful, or disastrous. More generally, this exponential dependence suggests that

current measures seem to potentially call for a complete knowledge of the fine details of the

entire landscape, a Herculean requirement.

Perhaps not surprisingly, we come to the conclusion that while progress has been made

towards predicting our place in the multiverse, we are far from finished. It would be desirable

to find and explore other measures, and see if they fall victim to any of the same problems that

we have outlined.
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Chapter 6

Measures on transitions for cosmology

from eternal inflation

6.1 Introduction

”Cosmic inflation”, the idea that the early universe underwent an epoch of accelerated

expansion, was developed to account for the universe’s observed uniformity, geometric near-

flatness, absence of GUT monopoles, and required small density inhomogeneities. But while

inflation grants these wishes, it, like the proverbial genie let out of the bottle, is difficult to

contain. In nearly any model in which the scalar field potential driving inflation has multiple

minima, the very exponential expansion responsible for inflation’s predictive successes also pre-

vents a global end to inflation: the expansion shields still-inflating regions from the encroaching

effect of those where inflation has ended. Such models can be fairly described as ”eternal”

because a time foliation exists in which the physical inflating volume expands exponentially

forever, and inflation only ends locally in regions where the field settles into a particular, low

energy, potential minimum or “vacuum”.
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Moreover, developing understanding of metastable states in string theory seems to be

pointing towards a vast, interconnected, many-dimensional web or “landscape” of many, many

such vacua. Populated by eternal inflation, this would lead to an ensemble of “bubble universes”

with diverse properties, making predictions of low-energy observables probabilistic. A major

open question is how – even in principle – this probability distribution should be calculated, and

significant effort has been expended in finding methods to assign probabilities P (vk) to different

vacua vk using, e.g., bubble abundances, frequencies of vacuum entries, and probability currents

(e.g., [96, 105, 104, 2, 103, 102, 101, 90]).

We argue here that such P (vk) are insufficient: while many particle-physics-type ob-

servables may depend on the vacuum alone, many cosmological observables depend not just on

what vacuum a region is in at some time, but also on the history of that region. Thus, what

is actually required in principle is a measure over histories rather than over vacua. Putting

measures over histories is not a new concept (e.g., [108, 107]), but counting full histories to

determine low-energy observables is probably overkill if significant inflation occurs after most

transitions that lead to low energy vacua. The final transition type will typically determine the

slow-roll inflationary history down to a low energy state, and hence answer most cosmological

and low-energy particle physics questions. Thus a measure over transitions should be sufficient

(and much simpler to calculate) for most purposes.

6.2 Transitions rather than vacua

In the “multiverse” picture suggested by eternal inflation, the 20-odd parameters αi

defining both a “standard model” of particle physics and a cosmology since inflation’s end (see,

e.g. [109] for a listing) might be described by a 20-odd dimensional joint probability distribution

PX(αi), where X is some “conditionalization object” such as a point in space, baryon, galaxy, or
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Figure 6.1: A simple potential landscape. We consider both a positive and negative energy C-
well, with the zeros in energy density denoted by the solid or dotted line. In the text, we discuss
both three-well (composed of (A,B,C)) and four-well (composed of (A,B,C,D)) landscapes.

“observer”, and PX(αi) governs the chance – given no other information – that an “X” inhabits

a region with parameters described by αi [89, 88].

How can PX(αi) be calculated? A method based on vacua, as is generally done, might

run as follows. Suppose there is a unique set αi(wk) of parameter values and a fixed number

NX(wk) of X-objects associated with each wk, where each wk is equated with a particular

vacuum vk. Then for each i we might calculate:

PX(αi) =

∫

dα′
i

∑

k

NX(wk)P (wk)δ(α
′
i − αi(wk)), (6.1)

normalize, and smooth the distribution if desired.

However, both αi and NX often depend not just on the vacuum vk, but also on how

that vacuum was reached – that is, there is a one-to-many mapping from vacua vk to observables

αi. For example, consider the potential V (φ) in Fig. 6.1. Bubbles of vacuum C can form via

Coleman-De Luccia transitions [12] from either the B or D vacua. The endpoint of tunneling

from B would lie on the flat region of the potential, whereas the endpoint of tunneling from D

might be very near C’s minimum. The number Ne of inflationary e-folds between tunneling and

reheating then depends on which of these two transitions took place.

Clearly, each vacuum will not correspond to a unique set of αi for inflationary pre-

dictions like Ne, the tensor/scalar ratio, the curvature scale, the perturbation amplitude, the
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reheating temperature, etc.1 Instead, each vacuum maps to a set of possibilities that may be

large, given that in a many-dimensional landscape there might be hundreds of directions from

which to tunnel. It is possible that some non-inflationary predictions could depend on the

vacuum tunneled from as well.

Even if a parameter α(i) does depend on just the vacuum vk (for instance the late-time

vacuum energy), the “counting factor” NX very likely will not. For example, X choices of “a

unit volume on the reheating surface” (e.g., [104]) or “a galaxy” (e.g., [112, 109] ) or “a unit of

entropy generation” [2] would all seem to depend on (at least) Ne.
2 Thus even if α(i) is merely

correlated in NX or P with an observable that depends on the predecessor vacuum, properly

predicting α(i) using PX requires accounting for the transition history.

These considerations suggest that we may still use Eq. 6.1 to calculate PX(αi), but

that each wk should correspond to a transition between two vacua, which will (in most cases)

map directly both to a unique set of observables αi and to a unique counting factor NX . We

stress here that fully labeling a transition requires specification of both a “before” and an “after”

vacuum.

It is also quite possible that the transition rates and mechanisms themselves depend

on the transition history. For example, Tye [113] has recently argued that in a landscape

like Fig. 6.1, very fast “resonant” tunneling from A → C can occur if (a) the (non-resonant)

B → C transition rate approximately equals the A→ B rate, and (b) the shape of the potential

near vacuum B satisfies a “resonance condition” (see also [114]). Such tunneling in a general

landscape can be accounted for consistently, but only if one allows the B → C transition rate

to depend upon whether or not the previous transition was A→ B.

As another example, consider the case where the C-well in Fig. 6.1 has negative energy.

1This dependence can be seen “in action” in Tegmark’s study [98] of inflationary predictions for random
one-dimensional potentials.

2In fact, NX will often be infinite and require regularization; we will not pursue that thorny difficulty here.
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A transition D → C might (if the potential is suitably chosen) yield no post-tunneling inflation

and lead quickly to a big-crunch in bubble’s interior, so that the tunneling rate out of C would

either be extremely suppressed or even vanish identically. But after a tunneling from B → C,

transitions back to B might occur during the near-de Sitter phase during slow roll toward C.3

6.3 Transitions on a single worldline

We now develop a transition-based analogue of Bousso’s “holographic probability”

measure for vacua [2].4 Consider a worldline that passes through spacetime regions described by

different vacua. If we denote by NM the transition from vacuum M to N , then we can denote

by pαi , with α = NM , the probability that the ith transition experienced by the worldline is

NM .

If we now assume that the probability that a transition β is followed by a transition

α is independent of transitions before β, and denote this probability (or “branching ratio”) by

µαβ, then the pαi form a Markov chain, with

pαi+1 =
∑

β

µαβ p
β
i . (6.2)

Note that if α = NM and β = LK then µαβ is nonzero only for L = M , and that in general

µαβ 6= µβα. Also, normalization of the probabilities requires that
∑

α µ
α
β = 1 if transition β ends

in a metastable vacuum; if β ends instead in a “terminal” vacuum (which cannot be transitioned

out of), µαβ vanishes for all α.

Now, if we start with some initial condition pα0 , and write p as a vector and µ as a

matrix (with entries labeled by the greek indices), then pi = (µ)ip0, and the expected number

nαj of transitions of type α after j steps (excluding the “zeroth” transition) is:

3This distinction would be critical in measures that yield very different probabilities depending on whether
transitions are allowed – with whatever probability – out of a vacuum or not; see [18].

4Indeed, the dependence of entropy production on the parent vacuum, and the necessity to introduce a
formalism such as that presented here, was anticipated in the conclusions of the pre-print versions of [2].
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nj =

j
∑

i=1

pi = Sjp0, (6.3)

where Sj ≡
∑j

i=1(µ)i.

The sum can be performed exactly if the landscape is terminal, and must be regulated

in the case of a fully recycling landscape (we refer the reader to the Appendix of [18] for analogous

details). In either case, in the j → ∞ limit the number of transitions is proportional to

n∞ ∝ {adj(1− µ)}µp0, (6.4)

where adj denotes the adjoint matrix operation (i.e. the transpose of the matrix of cofactors of

the matrix in question). Normalizing n∞ yields probabilities for the various transitions in the

model.

To illustrate this method, consider a landscape with three vacua (A,B,C), with vacuum

energies VC < VA, VB (solid curve in Fig. 3.47), that can experience nearest-neighbor transitions

only. If pαi = (pABi , pBAi , pCBi , pBCi ), we obtain

µ =

























0 µABBA 0 µABBC

µBAAB 0 0 0

0 µCBBA 0 µCBBC

0 0 µBCCB 0

























. (6.5)

Imposing the normalization condition on the columns, we obtain µBAAB = 1, µABBA = ǫ, µCBBA =

1− ǫ, µABBC = δ, µCBBC = 1− δ, and µBCCB = 0 (resp. µBCCB = 1) if C is terminal (resp. recycling),

with free parameters ǫ, δ < 1.

As an example, if the fictitious zeroth transition is BA (i.e. pα0 = (0, 1, 0, 0)), starting

us in vacuum B, the expected number of transitions for the terminal case (µBCCB = 0) is n∞ =
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(ǫ/(1 − ǫ), ǫ/(1 − ǫ), 1, 0). Normalizing, the transition probabilities are given by

P (AB) =
ǫ

1 + ǫ
, P (BA) =

ǫ

1 + ǫ
,

P (CB) =
1 − ǫ

1 + ǫ
, P (BC) = 0. (6.6)

Using any initial condition, we can compute the number of transitions in the recycling

case (µBCCB = 1), yielding n∞ ∝ (δ, δ, 1− ǫ, 1− ǫ). Normalizing, the probabilities assigned to the

various transitions are then:

P (AB) = P (BA) =
δ

2(1 − ǫ+ δ)
,

P (CB) = P (BC) =
(1 − ǫ)

2(1 − ǫ+ δ)
. (6.7)

6.3.1 Recovery of one-point statistics

Let us quantify the extent to which the transition counting measure presented above is

a generalization of Bousso’s [2] measure for vacua. In [2], one considers nv vacua with transitions

between them, the rates of which depend only upon the starting and ending vacuum. Describing

these transitions requires nv(nv − 1) transition rates with nv normalization conditions, hence

nv(nv − 2) independent numbers must be specified. In contrast, there are nv(nv − 1)2 possible

transitions between transitions, with nv(nv−1) normalization conditions, hence nv(nv−1)(nv−2)

independent parameters. There is thus nv− 1 times as much freedom, essentially corresponding

to the nv − 1 ways a vacuum might be entered.

Now let us see how probabilities for states can be reproduced. Thinking in terms of

states rather than transitions suggests two things: (1) assuming that transition rates depend

only upon the initial and final states (that is, for a given α, µαβ is identical for all β that end

in the same state) and (2) that we are interested primarily in the probability accorded to each

vacuum M . To obtain this probability, we simply sum n over all transitions that end in M , do

likewise for all other vacua, then normalize.
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Probabilities for the states A, B and C in the examples above can be found by setting

δ = ǫ (assumption (1) above) and summing over the two transitions that end in B to obtain

results in agreement with those of [2].

It is worth noting that under assumption (1), one can calculate the relative frequencies

p(NM) of the different transitions by first calculating the relative frequencies p(M) of different

parent vacua (but now including the starting transition in nj), then multiplying by the “branch-

ing ratio” µNM , which is the (normalized) probability that M transitions into N . In cases where

assumption (1) holds, this can provide a simpler procedure.

6.3.2 Higher moments and longer histories

In principle it is possible that either (a) we might desire probabilities for strings of three

or more transitions, or (b) transition rates might depend on the last two or more transitions.

Probabilities for long chains are simple if transition rates depend only on at most the previous

transition. Then, if we wish to count chains PON...MLK along a worldline, we simply multiply

p(LK) by a string of branching ratios: p(PON...MLK) = µPOON ...µ
ML
LKp(LK).

If transition rates do depend on two or more previous transitions, it is still straight-

forward to generalize the counting to longer histories (groups of transitions). Focusing on the

count along a single worldline, if we set α = PO...LK, β = NM...JI, then µαβ implements

transitions from the transition group I → ... → N into the group K → ... → P . This allows

the transition rate to a new vacuum to depend on a history of transitions of arbitrary length.

To accomplish this, we set µαβ = 0 unless α = QNM...J for some Q; that is, we only allow

transitions such as CBA→ DCB or DCB → EDC but not, e.g. CBA→ EDC (which would

allow the DC transition rate to depend on what transition occurs after DC). With this setup,

we can calculate p(N...M), using the same Markov chain techniques described above.
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6.4 Counting total transition numbers

The measure discussed in the previous sections assigns weight to various transitions

occurring on a single worldline. It is also possible to define a measure based on the total

number of transitions occurring in the eternally inflating spacetime. Consider the method of

Garriga et al. [102], which follows the evolution of a congruence of hypersurface-orthogonal

geodesics extending from some initial spacelike slice. The formalism first calculates the fraction

of geodesics in a given phase as a function of time. To extend this method, we must keep track

of the fraction fNM of these “comoving observers” in vacuum N that came from vacuum M ,

such that
∑

N,M fNM = 1. The dynamics are determined by the rate equations

dfNM

dt
= −

(

∑

P

κPNNMf
NM

)

+

(

∑

L

κNMMLf
ML

)

, (6.8)

where κCBBA are the transition rates.

The state-based rate-equation formalism can be recovered by assuming that rates do not

depend on the previous transition (κPNNM → κPN ), and then summing over M (fN ≡∑M fNM )

to yield

dfN

dt
=
∑

P

−κPNfN +
∑

M

κNMf
M . (6.9)

Note that there are nv equations for fN , but nv(nv − 1) equations for fNM , reproducing the

fact that there are (nv − 1) more degrees of freedom in a transition-based framework.

The procedure given by [102] for counting the total number of bubbles of type N

nucleated in a background M before some (NM -dependent) time cutoff can be generalized

straightforwardly: the number of such bubbles formed per unit time would be given by the

formation rate
∑

L κ
NM
MLf

ML of comoving volume fraction fNM , divided by the asymptotic

comoving volume of bubbles of N . fNM itself can be calculated by formulating Eq. 6.8 as a

matrix problem, in a manner similar to that for the standard rate equations presented in [102].
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Bubble-counting measures may be extended to longer histories (of bubbles within bub-

bles within bubbles...) in a similar manner as for transitions along a worldline.

6.5 Conclusions

Many cosmological observables depend upon how the inflaton evolves to the minimum

of its potential, which in turn depends on how that minimum’s basin of attraction was entered.

We have therefore argued that a measure for eternal inflation should assign weights to transitions

between vacua, as opposed to existing measures that count vacua regardless of how they were

reached. Moreover, a measure on transitions is a more natural way to apply many of the

“anthropic” conditionalizations being considered today (baryons, galaxies, entropy produced,

etc.), since these also generally depend upon the transition type rather than simply the vacuum

considered.

We showed how two proposed measures – counting either vacuum entries by a worldline,

or the total number of bubbles of different vacua in an eternally inflating spacetime – could be

modified to count transitions as opposed to vacua, as well as how the transition formalism could

be extended to allow for history-dependent transition rates, and to provide probabilities for

longer histories.
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Chapter 7

Towards observable signatures of other

bubble universes

7.1 Introduction

Cosmological inflation never ends globally when driven by an inflaton potential with

long-lived metastable minima. This was discovered in the very first models of inflation as a

failure of “true” (lower) vacuum bubbles in a “false” vacuum background to percolate [115]. It

was later recognized as a special case of “eternal inflation” in which our observable universe

would lie within a single nucleated bubble [116] while inflation continues forever outside of this

bubble (e.g., [115, 117]).

While important for any sufficiently complicated inflaton potential, this issue has be-

come prominent lately with the realization that stabilized string theory compactifications appear

to correspond to minima of a many-dimensional effective potential “landscape” [85, 118] that

would drive just this sort of eternal inflation and thus create “pocket” or “bubble” universes with

diverse properties. This has raised a number of very thorny questions regarding which properties
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to compare to our local observations (e.g. [88, 119]), as well as debates as to whether these other

“universes” have any meaning if they are unobservable, as is the conventional wisdom.

But what if they are observable, so that the processes responsible for eternal inflation

can be directly probed? What is the chance we could actually see such bubbles, and how would

they look on the sky? These are the questions that the present paper begins to explore.

It would seem that for us to observe bubble collisions in our past, three basic and

successive criteria must be met:

1. Compatibility: A bubble collision must allow standard cosmological evolution including

inflation and reheating – and hence be potentially compatible with known observations –

in at least part of its future lightcone.

2. Probability: Within a given “observation bubble” (seen as a negatively-curved Friedmann-

Robertson-Walker (FRW) model by its denizens) a randomly chosen point in space should

have a significant probability of having (compatible) bubbles to its past.

3. Observability: The effects of compatible bubbles to the past must not be diluted away by

inflation into unobservability, nor affect a negligible area of the observer’s sky.

Although a rigorous analysis of these issues does not yet exist, several recent studies

suggest – in contrast to previous thinking – that it is actually plausible that these three criteria

may be met.

First, studies of bubble collisions “boosted” so that one bubble forms much “earlier”

than the other indicate that the older bubble may see the younger bubble as a small perturbation

that does not disrupt its overall structure [120], even if the younger bubble contains a big-

crunch singularity [121]. Second, straightforward arguments (see below), inspired by the results

of Garriga, Guth & Vilenkin [122] (hereafter GGV), indicate that a random position in the

164



FRW space within a bubble should (with probability one) have a bubble nucleation event to its

past. Third, in a complex inflaton potential with many minima, the number of e-foldings within

a randomly chosen bubble can become a random variable with some probability distribution.

Suppose that this distribution favors a small number of e-foldings, and yet – either to match

our observations or for “anthropic” reasons – we focus only on the subset of bubbles with

< Nmin ∼ 50 − 60 e-foldings. Then we might expect that our region underwent close to Nmin

e-foldings [98, 123]. Thus it is plausible that just enough inflationary e-foldings occurred to

explain the largeness and approximate flatness of the universe; and since the CMB perturbations

on the largest scales formed ∼ Nmin e-foldings before the end of inflation, perturbations at the

beginning of inflation may then be detectable.

None of these studies have actually addressed whether bubble collisions might be ob-

servable, however, and leave many key questions unresolved. The bulk of the present paper

aims to help answer several of these questions by calculating, given an observer at an arbitrary

spacetime point in an bubble, the expected differential number

dN

dψd(cos θ)dφ
(7.1)

of bubble collisions on the observer’s bubble wall, seen on the sky by the observer with angular

scale ψ and direction (θ, φ).

We will see that for for small nucleation rates, this distribution is interesting for two

cases. First, very late-time observers might observe a nearly-isotropic distribution of bubbles

with tiny angular scales. Second, for a typical position inside the bubble, many bubbles enter

the past lightcone at early times and with large angular scales (i.e., each collision will affect the

majority of the observer’s sky), nearly all from a particular direction on the sky. While we can

only speculate as to how these bubbles would look observationally, the detection of either signal

would offer direct observational evidence that we inhabit a universe undergoing false-vacuum
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eternal inflation, and would bolster support for fundamental theories that may drive this type

of cosmological evolution.

We proceed as follows. In Sec. 7.2 we discuss the dS background and the structure

of a bubble universe inside it, then outline the calculation to be performed and the simplifying

assumptions we will employ. In Sec. 7.3 we display the calculation. The basic results and

their implications are summarized in Sec. 7.4, and readers uninterested in the details of the

computations can skip from Sec. 7.2 to this section. Finally, in Sec. 7.5 we conclude.

7.2 Setting up the problem

The system we will study consists of a de Sitter spacetime (dS) supported by a false-

vacuum energy, containing nucleated Coleman-de Luccia (CDL) [12, 10, 11] bubbles of true

vacuum. We work in the approximation where all bubbles are nucleated with vanishing size,

expand at the speed of light, and have an infinitely thin wall. Bubble walls then correspond to

spherically symmetric null shells.

The geometry of the bubble interior, the background de Sitter space, and the wall

between them can all be visualized and understood in terms of a 5D embedding space with

coordinates Xµ, µ = 0...4, and Minkowski metric ds2 = ηµνdX
µdXν. In this embedding, pure

dS is a hyperboloid defined by ηµνX
µXν = H−2, where H2 = 8πρΛ/3 in terms of the vacuum

energy density ρΛ.

In formulating the problem we employ the “flat slicing” coordinates (t, r, θ, φ) to de-

scribe the dS (with H = HF ) outside of the bubble. In the embedding space, these coordinates
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are given by

X0 = H−1
F sinhHF t+

HF

2
eHF tr2 (7.2)

Xi = reHF tωi

X4 = H−1
F coshHF t−

HF

2
eHF tr2,

with (ω1, ω2, ω3) = (cos θ, sin θ cosφ, sin θ sinφ), 0 ≤ r < ∞, −∞ < t < ∞. This induces the

metric:

ds2 = −dt2 + e2HF t
[

dr2 + r2 dΩ2
2

]

, (7.3)

which covers half of the de Sitter hyperboloid.

Turning now to the bubble, the exact form of the post-nucleation bubble interior is

found from the analytic continuation of the CDL instanton [12], with the details largely depen-

dent on the form of the inflaton potential. The null cone, which in our approximation traces

the wall trajectory, more generally corresponds to the post-tunneling field value.1 Inside of this

null cone, the metric is that of an open FRW cosmology

ds2 = −dτ2 + a2(τ)
[

dξ2 + sinh2 ξ dΩ2
2

]

. (7.4)

This metric is induced by the embedding

X0 = a(τ) cosh ξ (7.5)

Xi = a(τ) sinh ξωi

X4 = f(τ),

where 0 ≤ ξ < ∞, 0 < τ < ∞, and where f(τ) solves f ′2(τ) = a′2(τ) − 1. If we set a(τ) =

H−1
T sinh(HT τ), we have f(τ) = H−1

T cosh(HT τ), and we recover the usual “open slicing” of dS.

1At late times, the identification of the null cone with the position of the bubble wall becomes an increasingly
accurate approximation, and we can safely neglect the portion of the spacetime encompassing the wall.
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X 0X

Figure 7.1: On the left is the embedding of two dS spaces of different vacuum energy in 5-D
Minkowski space (three dimensions suppressed). The construction obtained by matching these
two hyperboloids along a plane of constant X4, as shown on the right, corresponds to the one-
bubble spacetime shown in Fig. 7.2 in the limit where the bubble interior is pure dS. The light
shaded (green) region represents the false vacuum exterior spacetime, while the dark shaded
(blue) region represents the interior spacetime.

Now these two spacetimes can be “glued together” across the bubble wall.2 In the

limit where the bubble interior is pure dS, this corresponds to gluing two dS hyperboloids in

the embedding space, and breaks the original SO(4,1) symmetry of empty de Sitter space to

SO(3,1), since we must choose an axis (here, we choose X4) along which to do the pasting. This

procedure is shown schematically in Fig. 7.1. For a more general interior a(τ) the picture is

similar but with the “scale” of the hyperboloid varying with X4 > Xwall
4 .

The basic setup of the problem we wish to consider is shown in Fig. 7.2, which is

the conformal diagram for de Sitter space containing a true vacuum bubble. In this model

our observable universe resides within the “observation bubble.” The spacelike slices inside this

bubble correspond to surfaces of constant-τ that, by the homogeneity of the metric Eq. 7.4, are

also surfaces of constant curvature and density. These slices correspond to the various epochs

of cosmological evolution inside of the bubble: the beginning of inflation (near the tunnelled-to

field value), the end of inflation at the failure of slow-roll, reheating, the recombination epoch,

etc., up until the present time.3

2Even in the thin-wall limit this is only an approximate solution to the coupled Einstein and scalar field
equations (for the full solution, see eg [1]), corresponding to the limit where the initial bubble radius vanishes.

3We note that it is difficult to construct inflaton potentials (without considerable fine tuning) giving rise to a
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Figure 7.2: The conformal diagram for a bubble universe. We imagine an observer at some
position (ξo, τo, θo) inside of the observation bubble, which is assumed to nucleate at t = 0 and
expand at the speed of light. The foliation of the bubble interior into constant density, negative
curvature, hyperbolic slices is indicated by the solid lines. These spacelike slices denote epochs
of cosmological evolution in the open FRW cosmology inside of the bubble. The past light cone
of the observer is indicated by the dashed lines. There is a postulated no-bubble surface at some
time to the past of the nucleation of the observation bubble. Also shown is a (θ = θn, φ = φn
slice of a) colliding bubble that nucleated at some position (tn, rn, θn, φn), and intersects the
bubble wall within the past light cone of the observer.
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If the nucleation rate λ (per unit physical 4-volume) of true-vacuum bubbles is small

compared to H4
F , the observation bubble will be one of infinitely many that form as part of

what either is or approaches a “steady-state” bubble distribution wherein there is a foliation of

the background dS in which the bubble distribution is statistically independent of both position

and time (see [124], and also [117, 125].) An infinite subset of these will actually collide with

the observation bubble.

If we now assume that our bubble experiences what a “typical” bubble in the steady-

state distribution does, then we can follow the strategy of GGV and consider the bubble to

exist at t = 0, model the background as having an initial pure false-vacuum surface at t = t0

(indicated in Fig. 7.2), then send t0 → −∞. (By doing this, GGV explicitly showed that

there is a “preferred frame” in the model of eternal inflation they treated, which coincides with

comoving observers in the “steady-state” foliation, and is related to the initial false-vacuum

surface; observers with different boosts with respect to this frame see bubble collisions at different

rates.)

Given an observer at time τo and hyperbolic radius ξo inside the bubble, we can define

a two-sphere by the intersection of the observer’s past lightcone (dashed lines in Fig. 7.2) with

another equal-τ surface (i.e. corresponding to a portion of the recombination surface or the

bubble wall). The question we now wish to address is: what is the number of bubbles

observed in a given direction (θ, φ) with a given angular size on the two-sphere (the

observer’s “sky”)? This quantity could provide the basis for a calculation of the impact

on the observer’s CMB of incoming bubbles that distort the recombination (or reheating, etc.)

surface.

In the next section we calculate this quantity under the following assumptions:

1. We assume that bubbles start at zero radius and expand at lightspeed at all times. We also

cosmological evolution inside of the bubble similar to our own.
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assume that the bubbles do not back-react, i.e. one bubble will not alter the trajectory of

a subsequent bubble. This may be important for directions on the sky hit with multiple

bubbles, but requires a careful treatment of bubble collisions and is reserved for future

work.

2. We assume that no bubbles form within bubbles, and that there are no transitions from

true to false vacuum. We comment on the implications of including these features in

Sec. 7.4

3. We assume that structure of the observation bubble is unaffected by the incoming bubbles,

and that the observed equal-τ surface is at τ → 0, coinciding with the bubble wall. The

first – rather strong – assumption is discussed below in Sec. 7.4; the second should be

reasonable insofar as we are hoping to assess the incoming bubbles’ impact on the first few

e-foldings of inflation.

Within this setup, let us examine why it is plausible for a typical observer to have one or

more bubble nucleations within their past lightcone. Because bubbles expand as lightcones and

nucleate with some rate λ per unit 4-volume, the expected number of bubbles in an observer’s

past lightcone is just λV4, where V4 is the 4-volume of the exterior spacetime contained in the

past light cone of the observer, bounded by the initial value surface, the bubble wall, and the

past light cone of the nucleation site of the observation bubble (which enforces the no bubbles-

within-bubbles approximation). This 4-volume depends on the position of the observer inside

of the bubble and the epoch of observation.

Now, the spatial volume in a coordinate interval dξ goes as dV3 ∝ 4π sinh2 ξdξ, thus the

volume is exponentially weighted towards large ξ. If observers inside of the bubble are uniformly

distributed on a given constant-τ surface, we would expect most of them to exist at large ξ.

But as shown by [122], on any constant-τ surface, the 4-volume relevant for bubble nucleation
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diverges for large ξ as V4 ∝ ξ. Thus even for a tiny nucleation rate4 most observers have a huge

4-volume to their past and should therefore expect bubbles in their past.5

We now proceed to calculate the distribution of collisions on our observer’s sky. Readers

uninterested in the details of this calculation can proceed to Sec. 7.4 for a summary of the results.

7.3 Computations

Consider an observer at coordinates (ξo, τo, θo) in the observation bubble. There is

nothing breaking the symmetry in φ, so we are free to choose φ=const.

1. First, we compute the angular scale ψ and direction θobs on the sky of the triple-intersection

of the observer’s past lightcone, the bubble wall (the τ → 0 surface), and the wall of a

bubble nucleated at some point in the background spacetime.

2. We then find the differential number (Eq. 7.1) of bubbles of angular size ψ in the direction

θobs by integrating the volume element for the exterior spacetime over all available nucle-

ation points on a surface of constant ψ and θobs and multiplying by the bubble nucleation

rate λ.

Both items can be computed in two different frames that we shall denote the “un-

boosted” and the “boosted” frames. In the original “unboosted” frame, where the observer is

at (ξo, τo, θo), we compute the locations of triple-intersections on the 2-sphere of the observer’s

sky, then convert these locations to an observed angle θobs and angular scale ψ on the sky (see

Sec. 7.3.1 and Appendix D). While this frame is most straightforward, the calculations are

much more tractable using a trick suggested by GVV: given the symmetries of dS, a boost in

4We might expect a typical nucleation rate to be of order λ ∼ e−SF , where SF is the entropy of the exterior
de Sitter space.

5If the interior vacuum energy is much lower than the exterior one, this only increases the 4-volume accessible
to the observer.
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the embedding space changes none of the physical quantities we are interested in (see below for

elaboration). Thus we can choose a boost such that the observer lies at ξ=0, so that (a) θobs

coincides with the coordinate angle θn at which the bubble nucleates, and (b) the bubble’s angu-

lar scale is just given by the angular coordinate separation of the two triple-intersection points.

The cost of this simplification is that the initial false-vacuum surface is boosted into a more

complicated surface. In the results to follow, we will employ both the boosted and unboosted

viewpoints, but will focus on the boosted frame for the calculation of the distribution function.

7.3.1 Angles according to the unboosted observer

The triple-intersection between the observation bubble, the colliding bubble, and the

past light cone of the observer represent the set of events that form a boundary to the region

on the observer’s sky affected by the collision. Working in a plane of constant φ, these will

correspond to two events, and the angle between geodesics emanating from these two events

and reaching the observer at (τo, ξo, θo) gives the observed angle on the sky. In the particular

case where the bubble interior is dS with HT = HF , Appendix D gives the explicit solution to

this problem, although a similar (necessarily more complicated) procedure can be applied to the

more general case.

Let us visualize this by focusing now on the inside of the observation bubble which (as

discussed in Sec. 7.2) is described by an open FRW cosmology. We can use the Poincaré disk

representation to describe the hyperbolic equal-τ surfaces in this spacetime. Suppressing one of

the spatial dimensions, the metric on a spatial slice of Eq. 7.4 becomes

ds2 = 4a(τ)
dz2 + z2dθ2

(1 − z2)2
. (7.6)

Since there are collision events that disrupt large angular scales, we find it useful for visualization

purposes to let polar angle θ assume also negative values −π < θ < π and limit the range of φ
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Figure 7.3: A time lapse picture of the null rays reaching an observer from the boundary of
the region affected by a collision event in the Poincaré disk representation. The boundaries are
located at angles θ1,2 from the center of the disk, and at angles α1,2 from the location of the
observer. The total angular scale of the collision event as recorded by the observer, which affects
the region of the disc indicated by the double lines, is given by ψ.

accordingly. Scaling by a(τ)−1 gives the disk unit radius, with z = 1 corresponding to the wall

of the observation bubble, as depicted in Fig. 7.3.

This figure shows the time-lapse of a collision event from the perspective of an interior

observer on the Poincaré disk. The angles θ1 and θ2 are the triple-intersection points. The broken

lines from these points trace the path of null rays that reach the observer at (ξo, τo, θo = 0),

where we have used the remaining symmetry of the problem to place the observer at θo = 0.

Analyzing this geometry, the angular position of an intersection from the perspective

of an interior observer is given by

cosα1,2 =
tanh ξo − cos θ1,2

tanh ξo cos θ1,2 − 1
(7.7)

Notice that the denominator never vanishes unless ξ → ∞ (the boundary) where cosα = −1,

independent of θ. Using the above results, we conclude that the observer will see a collision as

having an angular scale of

ψ = α1 − α2 (7.8)

where one has to take some care choosing the correct branch of the cosine function in the process
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of solving for α using Eq. 7.7, see Fig. 7.3.

Because of the hyperbolic nature of the spatial slices, an observer at large-ξo can record

an angle α that is very different from θ. To examine this limit, transform to the Euclidean

coordinates (z, θ) on the disc, and expand Eq. 7.7 near the boundary at z = 1 − ǫ

cosα1,2(z, θ) = −1 +
1

2
cot2(

θ1,2
2

)ǫ2 + O(ǫ3). (7.9)

Accordingly, any given angle θ gets mapped to α = ±π the closer we approach the

boundary (ǫ → 0). On the other hand, regardless of how close to the wall we are, there are

always small enough angles θ < ǫ that will be mapped by Eq.7 to small hyperbolic angles α.

In the first case, choosing the branch of the cosine in Eq. 7.7 determines whether the

angular size is ψ ≃ π − π or ψ ≃ π + π. Studying a few examples, it is easy to see that in

this limit intersections where θ1,2 have opposite signs get mapped to ψ ∼ 2π, and intersections

where θ1,2 have the same sign get mapped to ψ ∼ 0.

We will see in the following sections that most of the phase space for bubble nucleation

comes from very small angles θobs ∼ 0, typically yielding one intersection in the upper half and

one in the lower half of the disk. In this frame, we also expect the angular scale |θ1 − θ2| to be

small, since the majority of colliding bubbles form at very late times, and therefore have a tiny

asymptotic comoving size. All of this information taken together suggests that typical collision

events will appear to take up either very large or very small angular scales on the observer’s sky,

depending on where the observer is situated inside of the bubble.

7.3.2 The boosted view

We now go on to discuss the boosted frame. We will again exploit the symmetry of

the problem to position the observer at θo = 0, and define the following transformation in the
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embedding space:

X ′
0 = γ (X0 − βX1) , (7.10)

X ′
1 = γ (X1 − βX0) ,

X ′
2,3,4 = X2,3,4.

This is simply a boost in the X1-direction of the embedding space, and respects the SO(3,1)

symmetry of the one-bubble spacetime, since it is in a direction perpendicular to the ”surface

of pasting” described in Sec. 7.2. If γ = cosh ξo and β = tanh ξo, the observer at ξo is translated

to the origin. More generally, in terms of the open coordinates inside of the observation bubble

(with arbitrary scale factor), this boost is equivalent to a translation (see Appendix E for an

explicit demonstration of this).

Points outside of the observation bubble are also affected by the boost. We will be

particularly concerned with the effects on the initial value surface at t0 → 0, since this determines

the available 4-volume to the past of our observer. The boost will push portions of this initial

value surface into regions of the de Sitter manifold not covered by the flat slicing coordinates (see

Eq. 7.3). It is therefore useful to employ the third foliation of dS, into positively curved spatial

sections, which cover the entire manifold. Using a conformal time variable, these coordinates

(T, η, θ, φ) are defined by:

X0 = H−1
F tanT (7.11)

Xi = H−1
F

sin η

cosT
ωi

X4 = H−1
F

cos η

cosT
,

where −π/2 ≤ T ≤ π/2 and 0 < η < π, and the ωi are the same as in Eq. 7.5. This induces the

metric

ds2 =
1

H2
F cos2 T

[

−dT 2 + dη2 + sin2 η dΩ2
2

]

. (7.12)
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The transformation between the boosted and unboosted frames in terms of the global

coordinates is given by

tan θ′ =
sin η sin θ

γ (sin η cos θ − β sinT )
(7.13)

tanT ′ = γ

(

tanT − β
sin η cos θ

cosT

)

(7.14)

cos η′ = cosT ′ cos η

cosT
. (7.15)

We now apply this transformation to the initial value surface at t0 → −∞. In terms

of the embedding coordinates, we can define this (null) surface by X0 +X4 = 0 (T = η − π/2),

which boosts to

X ′
0 + βX ′

1 = −X
′
4

γ
. (7.16)

Substituting with the global coordinates, we arrive at the relation

sinT ′ = −
(

cos η′

γ
+ β sin η′ cos θ′

)

. (7.17)

Henceforward we will drop the prime on the boosted coordinates unless explicitly noted.

The boosted initial value surface Eq. 7.17 is a function of the coordinate angle, ac-

counting for the dependence on θobs of the past 4-volume for an unboosted observer. This is

displayed for a variety of angles on the dS conformal diagrams in the upper cell of Fig. 7.4.

The effects of the boost on a slice of constant (φ, θ = 0) in the background spacetime

is shown in the lower cell of Fig. 7.4. Even for this rather modest boost (here we use ξo = 2),

it can be seen that most of the points in the unboosted frame are condensed into the wedge

between the past light cone of the nucleation event and the boosted initial value surface.

One may be worried that the presence of colliding bubbles, which break the SO(3,1)

symmetry of the one-bubble spacetime, invalidates our procedure. In fact, to calculate the

quantities we are interested in, we only need a consistent description of the spacetime outside of

the colliding bubbles. We assume that the colliding bubbles are null and since SO(3,1) symmetry
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Figure 7.4: The effects of the boost. The top cell shows the boosted initial value surface (at
t0 → −∞ in the unboosted frame) for small (left) and large (right) ξo for a variety of angles
(with the bottom curve (red) corresponding to θ = 0, the top (yellow) corresponding to θ = π,
and other lines corresponding to intermediate angles at intervals of π/4). The bottom cell shows
the effects of the boost on points in the exterior spacetime on a slice of constant (φ, θ = 0). Note
that even for this very modest boost (ξo = 2), most of the points are condensed into the wedge
created by the past light cone of the nucleation event and the boosted initial value surface.

transformations keep points inside their light cones, it follows that the spacetime outside bubbles

is mapped to itself. While it may be true that such transformation may e.g. violate causality

inside the colliding bubbles this effect does not affect the analysis we perform here.

7.3.3 Angles according to the boosted observer

We can now calculate the angular scale of a collision on the boosted observer’s sky. To

do so, we must confront the non-Euclidean geometry of spatial slices in the global coordinates:

constant-T slices are 3-spheres of radius 1/HF cosT . We can visualize a timeslice of bubble

evolution by suppressing one dimension, embedding in a 3 dimensional Euclidean space, and

scaling the spheres to unit radius. The polar angle on this two-sphere is given by η and the

azimuthal angle by θ (recall that we take the range −π < θ < π).

A bubble wall appears as an evolving circle on the unit 2-sphere. Allowing for arbitrary
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bubble interiors, and continuing the global coordinate equal time slices (X0 =const. in the

embedding) into them, a spatial slice is not quite a two sphere, but rather a two sphere with

divets and bumps describing the varying curvature of the spacetime inside of the bubbles. For

colliding bubbles, these structures – no matter how extreme – are irrelevant, as we will only

employ information about the bubble wall.

But the observation bubble requires more care, since we are ultimately interested in

a description of collision events from the perspective of an inside observer. Whatever form the

embedding of the bubble interior may take, by symmetry, the bubble wall will be a latitude

on the background two-sphere. It will have η = T (since it nucleates at T = 0), and span

all θ from −π to π. For T < π/2 it looks like a circle, with the bubble interior the portion

of the sphere bounded by this circle. At T = π/2 the circle is a great circle and the bubble

exterior a hemisphere. If we had chosen a frame in which the observation bubble was formed

at some Tn < 0, then for T − Tn > π/2 the bubble wall would again become a “small” circle,

with the portion of the sphere bounded by this circle corresponding to the bubble exterior. By

homogeneity of the space a bubble nucleated elsewhere would appear similarly.

In the spherically symmetric, open FRW coordinates that describe the interior of the

observation bubble, the boosted observer lies at the origin, which coincides with Xi = 0 in

the embedding space. Because of the spherical symmetry of this metric, radial incoming null

rays from the bubble wall follow trajectories of constant θ and φ, and the angle on the sky is

identical to the angle we would find if the bubble interior were replaced by a continuation of the

background dS. In terms of calculating the observed angle, we can therefore largely ignore the

hyperbolic geometry of the bubble interior, and visualize the collision between the observation

bubble and an incoming bubble as the intersection of two circles on the T = const. sphere, as

shown in Fig. 7.5.

In analyzing the geometry it is helpful to perform a stereographic projection onto a
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Figure 7.5: A spatial slice in the global foliation of the background de Sitter space, and its
stereographic projection. The observation bubble is shaded light (yellow) and the colliding
bubble is shaded dark (blue). The angle ψ is indicated in the plane of projection.

plane tangent to the north pole of the two-sphere (η = 0) as shown in Fig. 7.5. This projection

maps circles on the 2-sphere to circles in the plane, and also preserves angles since the map is

conformal.

Examining the projection, there are three cases to consider. Colliding bubbles with an

interior that does not cut out the south pole appear as filled circles in the projection (upper-left

panel of Fig. 7.6, where the light (yellow) disc represents the observation bubble and the dark

(blue) disc represents the colliding bubble). On the time slice when a bubble wall intersects the

south pole, the wall appears as a line in the projection, bisecting the plane into a region inside,

and outside, the bubble (upper-right panel of Fig. 7.6). If the bubble interior cuts out the south

pole, it projects to a circle whose interior corresponds to the region outside of the bubble (see

the lower panel of Fig. 7.6).

Now consider a bubble nucleated at arbitrary coordinates (Tn, ηn, θn). Ingoing and

outgoing radial null rays from the center of this bubble (corresponding to the location of the
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ρ
∆ρ

Figure 7.6: The three cases of bubble intersection in the plane of projection. The top left cell
displays the case where the bubble interior does not encompass the south pole of the projected
two-sphere, the top right cell displays the case where the bubble wall intersects the south pole,
and the lower cell displays the case where the bubble interior includes the south pole.

bubble wall) obey:

η = ηn ± (T − Tn) ≡ ηn ± ηT . (7.18)

We are interested in the projection of this bubble at the global time-slice Tco (and bubble

coordinate time τco → 0) when the observer’s past lightcone intersects the observation bubble

wall (see Fig. 7.2). If we follow the past lightcone of the observer we find

ξ =

∫ τo

τ

dτ/a(τ). (7.19)

To determine Tco, a valid junction between the interior and exterior spacetimes requires that

the physical radius of two-spheres (the coefficients of dΩ2 in Eq. 7.4 and 7.12) at the location

of the wall match, and gives

Tco = arctan

[

HF lim
τ→0

a(τ) sinh

(∫ τo

τ

dτ/a(τ)

)]

. (7.20)

In the case where the interior is pure dS (where a(τ) = H−1
T sinhHT τ), this works out to

Tco = arctan[(HF /HT ) tanh(HT τo/2)]. As we send τo → ∞, it can be seen that this ranges

between Tco = π/4 for HT = HF and Tco = π/2 for HT ≪ HF .
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Viewed in the projected plane using polar coordinates (ρ, φproj), the incoming bubble

has a center at ρ̄ = (ρ2 + ρ1)/2, and a radius ∆ρ = (ρ2 − ρ1)/2 as shown in the upper left panel

of Fig. 7.6. Then, since the projection of an arbitrary point gives ρ = 2 tan η/2 (this can be seen

by analyzing the geometry of Fig. 7.5), we can work out:

ρ̄ =
2 sin ηn

cos ηn + cos ηT
, ∆ρ =

2 sin ηT
cos ηn + cos ηT

. (7.21)

Finally, on the plane we can find the angle ψ between the two radial null rays that come to the

observer from the two intersection points, which is given by:

cos

(

ψ

2

)

= − cot ηn cotTco +
cos(Tn − Tco)

sin ηn sinTco
. (7.22)

At ξ = η = 0, observers at rest in the open and closed coordinates are in the same frame, so

ψ is the actual angular scale on the sky of the bubble’s “sphere of influence”, as seen by the

observer.

We can now foliate the background spacetime into surfaces of constant ψ, as shown in

Fig. 7.7. From the symmetries of the boosted frame, this foliation is independent of θ and φ

(although the angular dependence of the boosted initial value surface will play an important role

in defining the statistical distribution of collisions). This provides a map between the nucleation

site of a colliding bubble and the observed angular scale of the collision. The number of collisions

of a given angular scale can be found by examining how the exterior four-volume is distributed

in the causal past of the observer.

In the ξo → ∞ limit, there is a divergent 4-volume containing nucleation sites that

correspond to ψ ∼ 2π and θn ≃ 0 (in the corner near past null infinity enclosed by the shaded

boxes of Fig. 7.7, the left panel of which shows the HT ∼ HF case). Considering the time

evolution of an observer starting from τ ≃ 0, most of the 4-volume in this region will come into

the observer’s past light cone at very early times. The observer will therefore see new bubble
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Figure 7.7: The foliation of the exterior de Sitter space into surfaces of constant ψ for junctions
with HT ∼ HF (left) and HT ≪ HF (right). Dark regions correspond to small ψ and light
regions correspond to large ψ. Superimposed on this picture is the boosted initial value surface
for various θn in the limit of large-ξo.

collisions at a rate that is very high at first (formally divergent as ξ → ∞), and decreases with

time6.

In the limit where HT ≪ HF , for all ξo, there is also a very large 4-volume containing

nucleation sites that correspond to ψ ∼ 0 (in the corner near future null infinity enclosed by the

shaded box), though the observer will not have access to these collisions until late times. In this

late-time limit (and even for ξo → ∞), the boosted initial value surface cuts into the relevant

phase space only when θobs ∼ π, so the distribution is nearly isotropic.

Assembling this information, we predict that the distribution function has two poten-

tially large peaks: one at ψ ∼ 2π and θn = 0, for large ξo, and one at ψ ∼ 0 and all angles, for

large τo; both are in complete agreement with the analysis of the unboosted frame. Collisions

with ψ ∼ 2π are recorded at very early observation times, while those with ψ ∼ 0 are recorded at

very late observation times. We now directly confirm these predictions by explicitly calculating

6Surfaces of constant ξ are nearly null at early times, so this effect can be viewed as due to time dilation in
the boosted frame.

183



the distribution function in the boosted frame.

7.3.4 Angular distribution function

We now calculate dN
dψd cos θobsdφobs

, the differential number of bubbles with an observed

angular scale ψ in a direction on the sky given by (θobs, φobs). In Sec. 7.3.3 we found a mapping

(Eq. 7.22) between the position at which a colliding bubble nucleates and the observed angular

scale ψ as seen by an observer situated at the origin (for which θobs = θn, φobs = φn). We can

therefore calculate the distribution function by determining the density of nucleation events on

surfaces of constant ψ and θn. (The symmetry in φ implies that the distribution is independent

of φn.)

The differential number of bubbles nucleating in a parcel of 4-volume somewhere to

the past of the observation bubble is:

dN = λdV4 = λH−4
F

sin2 ηn
cos4 Tn

dTndηnd(cos θn)dφn. (7.23)

A more complete analysis would include the probability that a given nucleation site is

not already inside of a bubble. Under our assumption that bubble walls are null, this probability

is given by fout = e−λV
past
4 (ηn,Tn,θn) [126], where V past

4 (ηn, Tn, θn) is the 4-volume to the past of

a given nucleation point. Consider some parcel of 4-volume from which bubbles might nucleate.

At late times, in the unboosted frame, a straightforward calculation shows that the 4-volume to

the past of any point is proportional to t, the flat slicing time. This yields a differential number

of nucleated bubbles:

dN

dtdrd(cos θ)dφ
= λr2e(3−λH

−4)Ht ≃ λr2e3Ht, (7.24)

where we have used the fact that in any model of eternal inflation λH−4 ≪ 1. The total

number of bubbles is found by integrating, and it can be seen (essentially for the same reason
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that inflation is eternal in these models) that including fout only minutely affects both the

differential and total bubble counts. We will therefore neglect this correction in our calculation.

Returning to Eq. 7.23, changing variables from Tn to ψ using Eq. 7.22, and integrating

ηn at constant ψ(ηn, Tn), we obtain the distribution function:

dN

dψd(cos θobs)dφobs)
=

dN

dψd(cos θn)dφn
(7.25)

= λH−4
F

[

∫ ηmax(ξo,ψ,θn)

0

dηn
sin2 ηn

cos4(Tn(ψ, ηn, Tco))

∣

∣

∣

∣

∂Tn(ψ, ηn, Tco)

∂ψ

∣

∣

∣

∣

]

,

with the Jacobian given by

∣

∣

∣

∣

∂Tn(ψ, ηn, Tco)

∂ψ

∣

∣

∣

∣

=
1

2
sin ηn sinTco sin

(

ψ

2

)

×
[

1 −
(

cos

(

ψ

2

)

+ cot ηn cotTco

)2

sin2 ηn sin2 Tco

]−1/2

. (7.26)

The lower limit of integration at ηn = 0 can be understood by tracing the surfaces of

constant ψ in Fig. 7.7 and also by noting that for all ψ and Tco, Eq. 7.22 yields Tn(ψ, ηn =

0, Tco) = 0. The upper limit of of integration, ηmax(ξo, ψ, θn), is found by determining the

intersection of the surfaces of constant-ψ with the boosted initial value surface; this intersection

depends position on θn and ξo (due to the boosted initial value surface Eq. 7.4), reflecting the

dependence of the past 4-volume on the position of the observer.

The properties of the observation bubble enter this calculation through the determi-

nation of Tco via Eq. 7.20. Recall that for late-time observers (τo → ∞), Tco can range from π
4

for HT = HF to π
2 for HT ≪ HF .

We first examine the behavior of the distribution function Eq. 7.25 for an observer at

the origin, ξo = 0. In this limit, the distribution is isotropic, and based upon the discussion

surrounding Fig. 7.7, we expect it to have a large peak around ψ = 0 as Tco → π/2 (HT /HF → 0

and τo → ∞). Integrating Eq. 7.25, we see in Fig. 7.8 that this behavior is indeed observed.

For fixed HT /HF , the amplitude of the distribution function approaches a constant maximum
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Figure 7.8: The distribution function Eq. 7.25 for an observer at ξo = 0 with varying Tco

(corresponding to a varying HT ), factoring out the overall scale λH−4
F . (This factor will in

general be astronomically small, but we choose this convention to more clearly display the
functional behavior of the distribution function.) This function is independent of θn for this
observer. As Tco → π/2 (HT /HF → 0), a divergent peak around ψ = 0 develops.

value as τo → ∞ (Tco approaches its maximum). We will see in the next section that the

total number of observable collisions at late times is bounded, reflecting the behavior of the

distribution function.

From the analysis of the boosted initial value surface in Sec. 7.3.2, we predicted that

in the limit of large-ξo, the distribution function Eq. 7.25 should be anisotropic, peaking around

θn = 0. Fig. 7.9 shows a number of constant-(θn, φn) slices through the distribution function

for Tco = π
4 and ξo = 25, where we see that this behavior is indeed present. The peak at large

ψ, which was predicted to arise based upon the analysis in both the unboosted (Sec. 7.3.1)

and boosted frames (Sec. 7.3.3), is present in this example as well. Finally, we observe that as

θn → 0, the distribution peaks at progressively larger ψ. This feature can be predicted from

Fig. 7.7 by noting that as θn → 0, an increasing fraction of the 4-volume above the boosted

initial value surface corresponds to nucleation sites that produce a large ψ (the shaded box near

past null infinity in Fig. 7.7).

Focusing on a slice through the distribution function with (θn = 0, φn = const.) –

for which the amplitude is largest – we can study the effects of varying Tco and ξo. Fig. 7.10
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Figure 7.9: The distribution function Eq. 7.25 for an observer at ξo = 25, with Tco = π
4 , for

θ = π
10 ,

π
15 ,

π
20 , factoring out the overall scale λH−4

F . As θn → 0, the position of the peak shifts
to larger ψ, and increases in amplitude, displaying the predicted anisotropic peak about large
angular scales.
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Figure 7.10: The distribution function Eq. 7.25 with θn = 0 and τco = 3π
8 for ξo = (1.5, 2, 100),

factoring out the overall scale λH−4
F . As ξo gets large, the peak near ψ ∼ 2π grows, while the

peak near ψ ∼ 0 remains of constant amplitude.

shows the distribution function for fixed θn = 0 and Tco = 3π
8 with varying ξo. As ξo increases,

the amplitude of the peak at large ψ increases, while the peak at small ψ remains unaffected.

This can be understood from Figs. 7.4 and 7.7 by recognizing that as ξo grows, the phase space

near past null infinity – corresponding to nucleation points producing ψ ∼ 2π – grows, while

the phase space near the intersection of the past light cone and the observation bubble wall –

corresponding to nucleation points producing ψ ∼ 0 – remains constant.

Finally, Fig. 7.11 shows the evolution of the distribution function produced by fixing

187



Π

2
Π 3 Π

2

2 Π
Ψ

5

10

15

20

25

30

dN

dΨn dΦn d HcosΘnL

Figure 7.11: The distribution function Eq. 7.25 with θn = 0 and ξo = 2 for Tco = (π4 ,
3π
8 ,

7π
16 ),

factoring out the overall scale λH−4
F . As Tco grows, the bimodality of the distribution becomes

more and more pronounced. Both the peak about ψ ≃ 0 and ψ ≃ 2π grow, with the growth of
the ψ ≃ 0 peak eventually overtaking the growth of the ψ ≃ 2π peak. The position of the peaks
shift as well, with one peak approaching ψ = 0 and the other ψ = 2π as Tco → π

2 .

θn = 0 and position ξo = 2 and increasing Tco (corresponding to the actual time-evolution of the

distribution function seen by this observer). Here, the bimodality of the distribution becomes

apparent. Based on Fig. 7.7, we determined that bubbles with large angular scales form at early

(open slicing) observation times, and bubbles with small angular scales form at late times. This

can be seen in the distribution function of Fig. 7.11. As Tco increases, the peak near ψ ≃ 0

becomes more and more pronounced, overtaking the amplitude of the ψ ≃ 2π peak, whose

growth eventually stagnates. The positions of the peaks also shift, moving towards ψ = 0 and

ψ = 2π, respectively, as Tco increases.

7.3.5 Behavior of the distribution near ψ ≃ 2π and ψ ≃ 0

Since the distribution function (as displayed in the figures) is multiplied by λH−4
F ≪ 1,

it must have a very large amplitude for our hypothetical observer to hope to see any collisions.

We have seen that the distribution function is largest for ψ ≃ 2π (corresponding to collisions

occurring at small τ) in the large-ξo, small-θn limit as well as for ψ ≃ 0 (corresponding to

collisions occurring at large τ) in the limit where HT ≪ HF . The origin of these peaks was
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discussed in Sec. 7.3.3, but now we assess them quantitatively.

7.3.5.1 The peak at ψ ∼ 0

The total number of late-time collisions can be found by evaluating λ times the 4-

volume V ψ∼0
4 in the exterior spacetime corresponding to small angles. Assuming that the bubble

interior and exterior are pure dS and taking the limit of large τo with HT ≪ HF , we obtain

Nψ∼0 =
4πλ

3H2
TH

2
F

tanh2

(

HT τo
2

)

+ O
(

log
HF

HT

)

. (7.27)

For fixed HT this approaches a fixed number as τo → ∞, but this number can be arbitrarily large

if HT → 0. We see also that for Nψ∼0 > 0, we require both HT < λ1/2H−1
F , and τo > HFλ

−1/2.

The angular scale of late-time collisions decreases with τo, as exhibited by Fig. 7.11; one

might then ask what total angular area on the sky is affected. This can be found by evaluating:

Ω = λ

∫

dV4ψ
2 (7.28)

over the volume outside of the observation bubble available for the nucleation of colliding bub-

bles, where ψ is a function of the exterior spacetime coordinates as in Eq. 7.22. As it turns out,

the decrease in angular scale nearly cancels the growth in Nψ∼0, so while the latter scales as

(HF /HT )2, the maximal sky fraction is nearly logarithmic in HF /HT , as shown in Fig. 7.12.

Since λH−4
F ≪ 1, the total angular area is very small unless HT is essentially zero (and τo

absurdly large); thus for any realistic scenario the bubble distribution should be considered a

set of point sources with infinitesimal total solid angle.

7.3.5.2 The peak at ψ ∼ 2π

Let us now consider the large-ξo, small-θn limit. To do so, we take ψ = 2π − ǫ with

ǫ≪ 1 and look at Tco = π/4 (the amplitude of the peak would only be larger if we were to take

Tco > π/4, so this gives a lower bound). Keeping terms to first order in ǫ, we can simplify the
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Figure 7.12: A log-log plot (calculated numerically) of the total angular area on the sky taken
up by late-time collisions with ψ ≃ 0.

various objects in Eq. 7.25 immensely: Tn along constant ψ surfaces is given approximately by

Tn = −ηn, and the Jacobian reduces to

∣

∣

∣

∣

∂Tn(ψ, ηn)

∂ψ

∣

∣

∣

∣

=
ǫ

4

sin ηn
√

1 + sin(2ηn)
(7.29)

yielding a distribution

dN

dψdφnd(cos θn)
=

λH−4
F ǫ

4
× (7.30)

∫ ηmax

0

(tan ηn)
3

cos ηn
√

1 + sin(2ηn)
dηn.

In the limiting case under discussion, we can solve for ηmax from the simplified form of

the initial value surface (obtained from Eq. 7.17)

sin ηmax =
cos ηmax

γ
+ β sin ηmax (7.31)

yielding

ηmax = sec−1
(

eξo

√

1 + e−2ξo

)

, (7.32)

where we have not yet taken ξo large. Integrating Eq. 7.30, substituting with ηmax, and taking

ξo ≫ 1, we obtain:

dN

dψdφnd(cos θn)
=
λH−4

F ǫ

12
e3ξo , (7.33)

which diverges as ξo → ∞.
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7.4 Summary of results and implications

7.4.1 Properties of the distribution function

Given an observer at some point in their bubble defined by (τo, ξo, θo = 0), we have

calculated the expected number, angular size, and direction (θobs, φobs) of regions on the sky

affected by bubble collisions, under the assumption that those collisions merely perturb the

observation bubble.

Three key features of this distribution dN/dψd(cos θobs)dφobs are:

• For observers at ξo 6= 0 inside bubbles with HT ≪ HF , the distribution is bimodal, with

peaks at ψ ≃ 0 and ψ ≃ 2π forming at late and early observation times respectively.

• For early-time collisions with ψ ≃ 2π, the distribution is strongly anisotropic as ξo → ∞,

with the overwhelming majority of collision events originating from θobs ≃ 0, while the

distribution of collision events with ψ ≃ 0 becomes isotropic at late-times.

• For a givenHT , HF , and τo, the peak at ψ ≃ 2π diverges as exp(3ξo); the peak at ψ ≃ 0 has

fixed amplitude, with the total number of such collisions bounded by Nψ∼0 < λH−2
T H−2

F .

Although different observers see qualitatively different bubble distributions, we can

focus on two key classes: those at large ξo and those at very late times τo.

Because the bubble interior is naturally foliated into a set of homogeneous spaces that

accord no particular preference to ξo = 0, we might imagine observers distributed uniformly

over these spaces. In this case (as argued in Sec. 7.2) a “typical” observer would be at large ξo,

and have causal access to a large number of collision events (as long as ξo > H4
Fλ

−1). If such

collisions are Compatible (with our observations), we should therefore expect that they exist to

our past.
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At very late times, observers at any position ξo will have access to nearly the same

distribution of collisions. We have seen that such an observer would typically record the first

collision at exponentially late times (of order τo ∼ λ−1/2HF ), with tiny angular scale. Thereafter,

the number of collisions would grow to asymptotically approach∼ H−2
T H−2

F , and the distribution

would become nearly isotropic. Note that this analysis is relevant to the suggestion by [127, 128]

that an observer residing at ξo = 0 inside of a bubble with HT = 0 (the “census taker” of [128])

could be used to define a measure over the pocket universes in eternal inflation; it may also be

relevant for evaluating the quantum-gravitational degrees of freedom of an eternally-inflating

de Sitter space [129]. In terms of our observations, if we fix HT to be the vacuum energy we

currently observe, and τo ∼ H−1
T , late-time, small angular scale collisions could be observable if

λH−4
F > 10−100. While perhaps an atypically large tunneling rate, this is well within the limit

λH−4
F << 1 required for eternal inflation in our parent vacuum.

Because all observers might potentially ‘see’ bubbles at late times (for sufficiently large

λ), and essentially (except for a set of measure zero) all should ‘see’ collisions at early times, it

is interesting to ask what potential observational effects might exist.

7.4.2 A classification of collision events

Unfortunately, assessing any potentially observational effects of this scenario requires a

good understanding of the outcome of bubble collisions under a variety of circumstances, which

is presently lacking. As a preliminary step, we can qualitatively survey the general types of

collision events that might occur in a universe undergoing false-vacuum eternal inflation; after

this we return to what these collision types could imply observationally.

Each cell of Fig. 7.13 depicts two bubbles near future null infinity in the eternally

inflating background dS. Cell A depicts the situation considered thus far, of two colliding true

vacuum bubbles (“downward-bubbles” for present purposes). Others show also transitions up-
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Figure 7.13: A general set of situations which might involve collisions between two bubbles in an
eternally inflating spacetime. Each cell represents a region near future null infinity (horizontal
solid line) of an eternally inflating background dS. True vacuum bubbles form at very small
radius and expand, while false vacuum bubbles form larger than the exterior horizon size, and
contract. Collisions are denoted by filled circles, with the uncertainty of the post-collision
spacetime indicated by a question mark.

ward from the false vacuum (“upward-bubbles”); the structure of such bubbles is very different:

they collapse due to the inward pressure gradient [13], so if they contain a finite region of future

null infinity, then they form must with super-(exterior) horizon size7 (e.g., [14]).

The first column (A-D) shows situations where bubbles actually collide; the right-hand

column shows cases in which they do not. Cell A shows the collision between two downward-

bubbles (which may or may not be of the same vacuum energy). Downward-bubbles can also

collide with upward bubbles (cell B), but because the latter accelerate inward, and have strongly

suppressed formation rates relative to downward-bubbles, such collisions should be extremely

rare. Collisions of type C, between nested bubbles, occur if a downward-bubble quickly nucleates

within an upward-bubble, our observation bubble is unlikely to be such an early bubble when

infinitely many form later within the same false-vacuum bubble. Finally, nested upward-bubbles

7Or form on the other side of an Einstein-Rosen bridge.
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may collide (cell D), but only very rarely.

This general survey of two-bubble collision events, indicates that the focus on situation

A alone is quite justified: all other possible collision events should be negligibly rare.

Determining the detailed aftermath of a collision event between two vacuum bubbles of

arbitrary vacuum energy is a very complicated problem, most likely involving numerical relativ-

ity. Previous numerical and analytic studies have treated cases where the vacuum energy inside

both bubbles vanishes [130, 120], cases where both bubbles have negative vacuum energy [131],

and cases where a zero and negative vacuum energy bubble collide [121].

In the absence of detailed computations, but based on these studies, we can outline

a few generic possibilities. For collisions between bubbles of the same vacuum, the disturbed

intersection region might radiate away much of the wall’s energy, then be smoothed out by

subsequent inflation. For bubbles of different vacuum field value, wall energy may still radiate

away (as demonstrated in [130, 131]), but a domain wall must remain, and would presumably

accelerate into the bubble of higher vacuum energy.

In terms of the effect on an observation bubble, it would seem that collisions resulting

primarily in a domain wall accelerating away from an observer are likely to be “Compatible” (in

the terminology of Sec. 6.1) over a significant part of the collision’s future. Even if considerable

energy is released, it will be red-shifted by the epoch of inflation within the bubble, perhaps

resulting in only a minor perturbation of the interior cosmology. On the other hand, a domain

wall accelerating towards the observer will almost certainly be catastrophic (and hence not

Compatible). In between, bubbles of the same vacuum (where there is no domain wall), or

collisions resulting in a timelike domain wall (as in [121]), may or may not be Compatible (for

all or just a portion of the causal future of the collision) depending on the details of the collision.

Returning to Fig. 7.13, cells A-C depict collision events potentially relevant to the

observation bubble. In each case, if the vacuum energy of the observation bubble is lower than
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the vacuum energy of both the background dS and the colliding bubble, it seems likely that

the collision is Compatible over most of its future. A or C could alternatively be fatal if the

incoming bubble (in cell A) or the background space (in cell C) are at lower vacuum energy

than the observation bubble. However, the finer details will need to be studied to provide a

definitive classification of these collision events and to what degree they satisfy the Compatibility

condition.

7.4.3 Observational implications

What does all of this mean for making predictions starting from a fundamental theory

that drives eternal inflation? The above discussion of the possible results of bubble collisions

suggests a spectrum ranging from what might be called “Fatal” collisions to “Perturbative”

ones. Fatal collisions would destroy all observers to their future, while Perturbative collisions

would merely “paint” their effect on the observation bubble. Realistic collisions would fall in

between these extremes.

Consider first a scenario in which Fatal (downward) bubbles can form at rate λfatal and

collide with our observation bubble. Focusing on the τ = τo spatial slice, on which we presumably

exist now, we must be at a position that has not yet experienced such a collision. The unaffected

volume fraction will be fOK = exp[−λfatalV4(ξo)] (where V4 measures the available past 4-volume

for nucleations, which for ξo ≫ 1 is V4(ξo) ≃ 4πξoH
−4
F /3), and as discussed in Sec. 7.2, the 3-

volume element goes as dV3 = 4πH−3
T sinh2(ξo)dξo. Combining these, the distribution in ξo, for

ξo ≫ 1, of volume unaffected by fatal bubbles goes as

dV3 fOK ∝ exp[(2 − 4π

3
λfatalH

−4
F )ξo] dξo,

For λfatalH
−4
F < 3

2π (which will be satisfied for any theory of eternal inflation) this diverges as

ξo → ∞, so we would expect even the surviving regions to be dominated by the largest ξo.
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Now, if we assume ourselves to be in a typical surviving region, there are two cases of

interest. If we are in a bubble with HT < λ
1/2
fatalH

−1
F , then as time increases, we will have an

increasing risk of being hit by Fatal bubble (as discussed in Sec. 7.3.3), and would expect such

a collision after a cosmological time of order τo ∼ λ
−1/2
fatal HF . Even if HT = 0, for exponentially

small nucleation rates this can easily be a reassuringly long time; 8 conversely, we can use our

survival to rule out scenarios that include Fatal bubbles with λ
−1/2
fatal HF > 10 Gyr. If, instead,

HT > λ
1/2
fatalH

−1
F , then all of the collision events likely to ever affect us happened in the distant

past, and we will safely inhabit our unaffected region of the observation bubble, oblivious to the

fact that fatal collisions may have occurred elsewhere.

Let us consider collisions that are Compatible but not Fatal, so that we might exist in

at least part of the collision’s future. If this part is relatively small, or excludes the region that we

are likely to be in, we might treat these bubbles as Fatal, and simply assume that we are not in

the future of any of them. If, on the other hand, we might exist in essentially all of the collision’s

future, we might treat them as Perturbative. If a theory predicts that at least one collision type

is effectively Perturbative, then we can simply assume ourselves to be in a region unaffected

by non-Perturbative bubbles, but should still expect to see Perturbative collisions to our past,

following our derived distribution function. Determining whether a Compatible collision is

effectively Fatal or Perturbative will be difficult, as it requires a detailed understanding of the

collision’s aftermath, and may also involve ’measure’ issues to determine whether or not the

(putative) observers in question are likely be in the perturbed or the destroyed part of the

collision result. (One cause for concern in this regard is that the ξo → ∞ observers likely to

see many collisions are very highly “boosted”. Therefore even if an incoming bubble is almost

perfectly Perturbative, this perturbation might be extremely dangerous to such a highly-boosted

8This analysis agrees with that of GGV, who essentially assumed that collisions are all Fatal and then found
that we are unlikely to hit by such a bubble soon.
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worldline. Another way to see this is to note that most collisions observed at early times by the

“boosted” observer in Fig. 7.7 come from very early cosmological times.)

In our analysis, we have concentrated on determining the region of the observer’s sky

that is in principle affected by (a set of) collision events. Further, we have used the bubble

wall as the surface upon which the observer is examining the effects of collisions. This has

allowed us to avoid making any assumptions about how collision products may travel inside of

the observation bubble. However, the most relevant calculation is to determine the effects of

bubble collisions on the post-tunneling equal-field surface, then in turn the observable effect on

the last-scattering surface (and therefore in the CMB). This will necessarily involve a better

understanding of the physics involved in bubble collisions, an investigation that we reserve for

future work.

That being said, we might speculate that the gross features of the distribution function

on the last scattering surface will be similar to the analysis we have carried out, suggesting that

bubble collisions would produce anisotropies and features on large angular scales in the CMB.

Because of the bimodality of the distribution function, the subdominant peak around ψ ≃ 0

might also produce observable effects akin to point sources, but only if λ > (HTHF )−2 for some

bubble type. These speculations must be put on much firmer ground before any conclusions can

be drawn from current or future data.

7.5 Discussion

In Sec. 6.1, we outlined three conditions that must be met for there to be observable

effects of bubble collisions in false-vacuum eternal inflation: Compatibility, Probability, and

Observability. What do our results imply about these?

We have not gone beyond the general arguments concerning Compatibility given in
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Sec. 6.1, except to note that incoming bubbles of higher vacuum energy are likely to be separated

from us by a domain wall that accelerates away from us, greatly enhancing the likelihood that

they will merely perturb the “observation bubble.” We have not, however, actually shown that

bubbles with the requisite level of Compatibility are expected; it will be necessary to extend

previous bubble-collision analyses [130, 120, 131, 121] to answer this question decisively, as well

as to assess the result of multiple bubble collisions affecting a single point inside the observation

bubble.

Our main result is a calculation of the statistical distribution of collisions coming from

a direction (θn, φn) that can affect an angular scale ψ on the 2-sphere defined by the portion of

the bubble wall causally accessible to an observer at some instant in time, assuming that the

incoming bubbles merely perturb the observation bubble. The properties of this distribution

function depend upon the location of the observer inside of the observation bubble. We have

evaluated it in complete generality, but there are two interesting cases.

Our main result is a calculation of the statistical distribution of collisions coming from

a direction (θn, φn) that can affect an angular scale ψ on the 2-sphere defined by the portion of

the bubble wall causally accessible to an observer at some instant in time, assuming that the

incoming bubbles merely perturb the observation bubble. The properties of this distribution

function depend upon the location of the observer inside of the observation bubble, which we

have evaluated in complete generality, but there are two limiting cases of interest.

First, if we sit very far from the finite “unaffected” region near the center of the bubble

(defined by ξo < λH−4
F in terms of the false-vacuum Hubble parameter HF ), then our results

show that most collisions come from the direction of the bubble wall, happen at early observation

times, and have a large angular scale ψ ≃ 2π. If such bubble collisions are compatible with our

observations, there is no reason to expect that they are not causally accessible to us.

Second, for an observer at any ξo, bubbles can potentially be encountered (or come
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into view) at late times τo ∼ λ−1/2HF if HT < λ1/2H−1
F . (Note that such values of λ are

large compared to typical exponentially suppressed nucleation rates, but still small compared

to values that would allow percolation and thus preclude eternal inflation.)

Now consider Observability. One might have guessed that even if an infinite number

of bubbles collide with ours, they might be of infinitesimal angular size on the sky, perhaps even

taking up small total sky fraction. Indeed this appears to be true for the small scale, late-time

collisions, but is not the case for the early-time collisions – which take up large angular scales –

implying that the Observability criterion is at least partly satisfied.

Now consider Observability. One might have guessed that even if an infinite number

of bubbles collide with ours, they might be of infinitesimal angular size on the sky, perhaps even

taking up small total sky fraction. Indeed this appears to be true for the small scale, late-time

collisions, but is not the case for the early-time collisions, which take up large angular scales,

implying that the Observability criterion is at least partly satisfied.

Assessing the other half of Observability (that the effects of the collisions must survive

inflation within the bubble) would, in the context of eternal inflation, require both an accurate

model of the inflaton potential, and also a measure over transitions within this potential so as

to give a probability distribution over e-foldings [19]. Neither is in hand but the present results

increase the importance of making progress in this area.

In some sense, bubble collisions are the most generic prediction made by false vacuum

eternal inflation, independent of the properties of the fundamental theory that may drive it.

While connecting this prediction to real observational signatures will entail both difficult and

comprehensive future work (and probably no small measure of good luck), it appears worth

pursuing. For a confirmed observational signature of other universes, while currently speculative

even in principle, and probably far-off in practice, would surely constitute an epochal discovery.
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Appendix A

Spacetimes with a cosmological constant

In this section, we outline the properties of a number of spherically symmetric space-

times with a cosmological constant. We will describe the de Sitter (henceforward referred to

as dS), Anti-de Sitter (AdS), Schwarzschild de Sitter (SdS), and Schwarzschild Anti de Sitter

(SAdS) spacetimes in detail.

A.1 The FRW metric

The Friedmann Robertson Walker (FRW) metric is derived by assuming that spatial

slices are homogeneous and isotropic: the spatial slices are maximally symmetric, and therefore

spherically symmetric, which greatly constrains the form of the metric. Spatial slices at different

times are allowed to have some dynamics in the form of an overall scale factor. The FRW metric

is given by

ds2 = −dt2 + a(t)2
[

dr2

1 − kr2
+ r2dΩ2

]

, (A.1)

where k = 0,±1.

The different values that k can take correspond to spacetimes with constant positive
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(k = +1), negative (k = −1), or zero (k = 0) curvature. This can be seen by examining the

metric in each of these three cases. The simplest is k = 0, where the metric on a spatial slice at

time t is given by

dγ2 = a(t)2
[

dr2 + r2dΩ2

]

, (A.2)

which can be recognized as being conformal to 3 dimensional, flat Euclidean space. The metric

on a spatial slice in the case of positive curvature (k = +1) becomes

dγ2 = a(t)2
[

dr2

1 − r2
+ r2dΩ2

]

. (A.3)

If we introduce a new coordinate r ≡ sin(χ), this metric becomes

dγ2 = a(t)2
[

dχ2 + sin2(χ)dΩ2

]

= a(t)2dΩ3, (A.4)

which is conformal to the surface of a 3-sphere. The metric on a spatial slice in the case of

negative curvature is

dγ2 = a(t)2
[

dr2

1 + r2
+ r2dΩ2

]

. (A.5)

Defining r = sinh(χ), we obtain a metric which is conformal to a hyperbolic surface

dγ2 = a(t)2
[

dχ2 + sinh2(χ)dΩ2

]

. (A.6)

A.1.1 Friedmann Equations

The matter content of the FRW spacetime is taken to be a perfect fluid, whose energy

momentum tensor is given by

Tµν = (p+ ρ)UµUν − pgµν , (A.7)

where p is the pressure and ρ is the energy density of the fluid. The quantity Uν is the four-

velocity of the fluid, which in the comoving frame is just

Uµ = (1, 0, 0, 0). (A.8)
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In this frame, the energy momentum tensor is given by

T µν = diag(−ρ, p, p, p), (A.9)

where we might split up the total density and pressure into contributions from fluids with

different equations of state (ρ →∑

i ρi, p→
∑

i pi).

Substituting the metric and energy momentum tensor into Einstein’s equations

Rµν = 8π

(

Tµν −
1

2
gµνT

)

, (A.10)

yields the Friedmann equations

ä

a
= −

∑

i

4π

3
(ρi + 3pi) (A.11)

(

ȧ

a

)2

=
∑

i

8π

3
ρi +

k

a2
, (A.12)

which together with energy conservation

0 = ∇νT
ν
0 =

∑

i

−ρ̇i − 3
ȧ

a
(ρi + pi) (A.13)

fully determines the evolution of the scale factor. The scale factor as a function of time for a

fluid with equation of state p = wρ:

a(t) = a0t
2

3(1+w) (A.14)

where

w = 0; dust,

w = 1/3; radiation,

w = −1/3; curvature,

w = −1; cosmological constant. (A.15)
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Figure A.1: 4 dimensional de Sitter space can be visualized as a hyperboloid embedded in 5
dimensional Minkowski space.

A.2 de Sitter Space

De Sitter space is a maximally symmetric spacetime, with SO(4,1) symmetry. It be-

longs to the Friedman, Robertson, Walker (FRW) class of spherically symmetric, homogenous,

and isotropic metrics. The stress energy tensor that generates de Sitter space is a perfect fluid

(see Eq. A.7) possessing an equation of state p = −ρ (w = −1).

It is possible to visualize de Sitter space as the surface of a hyperboloid embedded in

a 5-dimensional Minkowski space, as shown in Fig. A.1. The surface is defined by the equation

−X2
0 +X2

1 +X2
2 +X2

3 +X2
4 = H−2 (A.16)

where H2 ≡ Λ/3. We will find it convenient to express the various coordinates of interest in

terms of these embedding coordinates, as it allows for easy transformations between them.

Static Slicing

The first coordinate system we will discuss is the static foliation, described by the

metric

ds2− = −adsdt
2 + a−1

ds dR
2 +R2dΩ2

2, (A.17)

ads = 1 −H2R2. (A.18)
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This metric has a coordinate singularity at R = H−1, indicating the presence of an event horizon,

henceforward referred to as the cosmological horizon. This coordinate system does not cover

the entire manifold, we must work with alternate coordinates or multiple patches to discuss the

behavior of the spacetime across the horizon. The amount of covering can be determined by

looking at the embedding coordinates

X0 = H−1
√

1 −H2R2 sinhHt, (A.19)

Xi = Rωi i = 1, 2, 3, (A.20)

X4 = H−1
√

1 −H2R2 coshHt, (A.21)

where the ωi parametrize an S2

ω1 = cos θ1, (A.22)

ω2 = sin θ1 cos θ2, (A.23)

ω3 = sin θ1 sin θ2, (A.24)

and the coordinates take the range −∞ < t < ∞, 0 < R < H−1. It can be seen that these

coordinates do not cover the entire manifold, for example excluding values of Xi larger than

H−1. We can cover the entire manifold by using four coordinate patches, given by

X0 =
√

1 −H2R2 sinh

(

Ht+
inπ

2

)

, (A.25)

Xi = Rωi i = 1, 2, 3, (A.26)

X4 =
√

1 −H2R2 cosh

(

Ht+
inπ

2

)

, (A.27)

where

n = 0, 2; −∞ < t <∞; 0 < R < H−1, (A.28)

n = 1, 3; −∞ < t <∞; H−1 < R <∞. (A.29)
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Flat Slicing

de Sitter space can be foliated by flat spatial slices, and in these coordinates the metric

is given by

ds2 = −dT + e2HT d3x. (A.30)

This can be recognized as an FRW metric (see Eq. A.2) with a scale factor a(T ) = eHT , and

k = 0. These coordinates extend across the cosmological horizon, but they do not cover the

entire manifold. In terms of the embedding, they can be defined by

X0 = H−1 sinh(HT ) +
H

2
x2eHT , (A.31)

Xi = xie
HT , (A.32)

X4 = H−1 cosh(HT ) − H

2
x2eHT . (A.33)

Null Coordinates

A useful foliation of de Sitter space is in terms of null rays. Looking at the flat slicing

metric Eq. A.30, we can see that ingoing null rays will be parametrized by

G = r +H−1e−HT , (A.34)

and outgoing null rays will be parametrized by

F = r −H−1e−HT . (A.35)

The collection of ingoing and outgoing null rays is sufficient to foliate the portion of the manifold

covered by the flat slicing coordinates, and we can perform a coordinate transformation from

(r, t) to (F,G)

ds2 = H−2

[

1

(G− F )2
(dFdG + dGdF ) +

(G+ F )2

(G− F )2
dΩ2

]

. (A.36)

From the metric Eq. A.36, we must have G > F , which translates into a requirement that the

outgoing and ingoing light cones intersect in the portion of the manifold covered by the flat
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slicing coordinates. Continuing across the coordinate singularity in the metric to regions where

G < F , we can cover the entire manifold. The embedding coordinates are given by

X0 =
H−2 +GF

G− F
, (A.37)

Xi = H−1G+ F

G− F
ωi, (A.38)

X4 =
H−2 −GF

G− F
. (A.39)

To get an idea of how null rays look in the embedding picture, we can solve for X0(X4, F ) and

X0(X4, G), yielding

X0(X4, G) =
H−2 +G2

H−2 −G2
X4 −H−2 2G

H−2 −G2

X0(X4, F ) =
H−2 + F 2

H−2 − F 2
X4 +H−2 2F

H−2 − F 2
(A.40)

Shown in Fig. A.2 is a projection of the de Sitter embedding (the hyperboloid in Fig. A.1)

onto the X0-X4 plane. The foliation of this spacetime into lines of constant F and G, found

from Eq. A.40, is shown. Adding an extra dimension to this picture, we find that null rays are

given by the intersection of the hyperboloid with a plane. Lines of constant F and G form the

boundaries of the past and future light cones from their point of intersection.

Open Slicing

de Sitter space can also be foliated by open spatial slices, with the metric

ds2 = −dτ2 +H−2 sinh2(Hτ)
[

dξ2 + sinh2 ξdΩ2
]

. (A.41)

The embedding coordinates are given by

X0 = H−1 cosh ξ sinh(Hτ), (A.42)

Xi = H−1 sinh ξ sinh(Hτ)ωi, (A.43)

X4 = H−1 cosh(Hτ). (A.44)

Closed Slicing
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X4

X0

X4

X0

Figure A.2: A projection in the X0-X4 plane of the embedding for de Sitter space. Shown on
the left are lines of constant G, and on the right are lines of constant F . Dashed lines correspond
to F,G > 1, and solid lines correspond to F,G < 1.

The foliation of de Sitter space by closed spatial slices can by accomplished with the

embedding [60]

X0 = H−1 cos (Hz) , (A.45)

X4 = H−1 sin (Hz) sinhχ, (A.46)

Xi = H−1 sin (Hz) coshχωi, (A.47)

(A.48)

The metric is given by

ds2 = dz2 +H−2 sin2 (Hz)
[

−dχ2 + cosh2 χdΩ2
2

]

(A.49)

Global Coordinates

A set of coordinates can be defined that covers the entire de Sitter manifold, in terms

of which the metric is given by

ds2 = −dτ2 +H−2 cosh2(Hτ)
[

dη2 + sin2(η)dΩ2
2

]

. (A.50)
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The embedding is given by

X0 = H−1 sinh(Hτ) (A.51)

Xi = H−1 cosh(Hτ) sin(η)ωi (A.52)

X4 = H−1 cosh(Hτ) cos(η). (A.53)

Conformal Coordinates

The global coordinates can be used to define a set of coordinates that are conformal to

the Einstein Static Universe, which is a cylinder (R x S3). Defining a new variable τ ′ such that

cosh(Hτ) =
1

cos τ ′
, (A.54)

the metric becomes

ds2 =
1

H2 cos2 τ ′
(

−dτ ′2 + dη2 + sin2(η)dΩ2
2

)

. (A.55)

with −π/2 < τ ′ < π/2 and 0 < η < π. Performing a conformal transformation to the Einstein

Static Universe, and unwrapping the cylinder, we obtain the conformal diagram for de Sitter

space shown in Fig. A.3. Each point on this diagram corresponds to a two-sphere with a radius

equal to the proper radius R in the static slicing. A number of features can be located on

this diagram. The vertical dotted lines on the left and right are the north and south poles,

corresponding to spheres of zero radius. Recall that conformal transformations preserve null

rays, which will travel on 45 degree lines. The top and bottom of the diagram can therefore be

identified as future and past null infinity respectively (denoted J ±). The intersecting null lines

denote the location of the cosmological horizon at R = H−1. The foliation of the spacetime into

surfaces of constant static time t is shown, with the circulating arrows indicating the direction

of increasing coordinate time in each of the four static patches required to cover the entire dS

manifold (note that t → ∞ as an event horizon is approached, and then jumps to t = −∞ in

the next patch).
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=
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=
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R = H

−1

J+

J−τ = − π/2
η = 0
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IV

III
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Figure A.3: Conformal diagram for the de Sitter geometry.

A.3 Anti-de Sitter space

The Anti de Sitter spacetime is also maximally symmetric, with SO(3,2) symme-

try. It describes a spacetime filled with dust possessing negative energy density, which can

be parametrized by a negative cosmological constant. Like dS, AdS can also be viewed as the

surface of a hyperboloid embedded in 5 dimensional Minkowski space, defined by

−X2
0 −X2

4 +X2
1 +X2

2 +X2
3 = −H−2 (A.56)

where H2 ≡ |Λ|/3.

Global Coordinates

A set of coordinates can by introduced that covers the entire AdS manifold. The

embedding is given by

X0 = H−1 cosh(Hη) cos(τ) (A.57)

Xi = H−1 sinh(Hη)ωi (A.58)

X4 = H−1 cosh(Hη) sin(τ). (A.59)
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The metric is given by

ds2 = −H−2 cosh2(Hη)dτ + dη2 +H−2 sinh2(Hη)dΩ2 (A.60)

Defining a new coordinate θ such that tan θ = sinh(Hη) (0 ≤ Hη ≤ π/2), we see that this metric

is conformal to the Einstein Static universe

ds2 =
1

H2 cos2 θ

(

−dτ2 + dθ2 + sin2 θdΩ2.
)

(A.61)

Since the coordinate θ only ranges between 0 ≤ θ ≤ π/2, then we see that AdS maps to half

of the ESU cylinder. Unwrapping, the conformal diagram for AdS is shown in Fig. A.4. The

red dashed line in this figure represents a future-directed null ray emitted from the origin at

τ = 0. In a time τ = π, this null ray returns to the origin after reflecting off of the boundary at

θ = π/2 (η = ∞). The blue dotted line is a timelike geodesic. No timelike geodesics starting at

the origin can reach the boundary of the AdS spacetime.

Static Coordinates

A set of static coordinates can be defined in analogy with the static coordinates in de

Sitter space. The embedding is given by

X0 = H−1
√

1 +H2R2 sinHt, (A.62)

Xi = Rωi i = 1, 2, 3, (A.63)

X4 = H−1
√

1 +H2R2 cosHt, (A.64)

where H2 ≡ |Λ|. The metric is given by

ds2 = −(1 +H2R2)dt2 + (1 +H2R2)−1dR2 +R2dΩ2. (A.65)

Comparing with the global coordinates of Eq. A.60, we see that

t = H−1τ, (A.66)

R = H−1 sinh(Hη) = tan θ. (A.67)
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τ=π
. . .

. . .

θ=0 θ=π/2
τ=0

Figure A.4: Conformal diagram for the Anti de Sitter geometry. Horizontal solid lines denote
surfaces of constant static time t. The red dashed line represents a null ray emitted from the
origin, traveling out to the boundary, and back to the origin. The blue dotted line represents a
timelike geodesic.
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Shown in Fig. A.4 are surfaces of constant t, where the left and right boundaries correspond to

the origin at R = 0 and R = ∞ respectively.

A.4 Schwarzschild de Sitter

The Schwarzschild-de Sitter (SdS) spacetime describes a spherically symmetric point

mass in a spacetime with a positive cosmological constant. Using Birkhoff’s theorem, it is

possible to construct the metric in a static slicing

ds2 = −asdsdt
2 + a−1

sdsdR
2 +R2dΩ2, (A.68)

asds = 1 − 2M

R
− Λ

3
R2. (A.69)

Fixing Λ, there are three qualitatively different casual structures characterized by the value of

M (see [132]), due to the nature of the three roots of asds(R).

For 3M < Λ−1/2, there are three distinct real roots of form:

Rn = 2(Λ)−1/2 cos

(

θ

3
+

2πn

3

)

, (A.70)

where

cos θ = −3M(Λ)1/2, (A.71)

and π < θ < 3π/2. We can label them as

RBH ≡ R0, R− = R1, RC = R2,

where the range of θ means that they lie in the ranges R− < 0 < 2M < RBH < 3M < RC . The

two positive roots correspond to the black hole (RBH) and cosmological (RC) horizons.

We can re-write the metric coefficient as

a(R) = − Λ

3R
(R−R−) (R−RBH) (R−RC) , (A.72)
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and using the above definitions, there are a number of identities among the horizon radii

R− +RBH +RC = 0 (A.73)

3

Λ
= R2

BH +RBHRC +R2
C (A.74)

6M

Λ
= RBHRC (RBH + RC) (A.75)

For 3M = Λ−1/2, there are also three real roots: a double positive root Rh and a

negative R−, given by:

Rh = Λ−1/2, R− = −2Λ−1/2. (A.76)

This mass is known as the Nariai mass, and in this spacetime there is only one horizon at the

positive root. For 3M > Λ−1/2, there is one real negative root, and therefore no horizons in the

spacetime.

The static patch of SdS given by the metric A.68 covers a spatial region between

the black hole and cosmological event horizons only. There are coordinate singularities at the

horizons, and It is desirable to remove these by a change of coordinates. In the process, we

will extend the coordinates to cover the entire SdS manifold. We will work with values of the

cosmological constant and mass satisfying 3M < Λ−1/2, and define a tortoise coordinate

R∗ =

∫

asds(R)−1dR (A.77)

The integral can be evaluated using the form of the metric coefficient given by Eq. A.72, yielding

R∗ =
1

2kBH
ln (R−RBH) − 1

2kC
ln (RC −R)

+

(

1

2kC
− 1

2kBH

)

ln (R+RBH +RC) , (A.78)

where kBH,C are the surface gravities of the black hole and cosmological horizons

kBH,C =
1

2

∣

∣

∣

∣

dasds
dR

∣

∣

∣

∣

RBH,C

, (A.79)
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kBH =
Λ

6RBH
(2RBH +RC) (RC −RBH , ) (A.80)

kC =
Λ

6RC
(2RC +RBH) (RC −RBH .) (A.81)

It can be seen that R∗ goes to infinity at the horizons RBH and RC . We now introduce

a set of null coordinates defined by

u = t−R∗, v = t+R∗, (A.82)

after which the metric becomes

ds2 = −asdsdudv +R2dΩ2. (A.83)

In these coordinates, the horizons are both located at u, v = ±∞ (because of R∗). We can lift

this degeneracy by introducing two coordinate patches, one covering the vicinity of each horizon.

The location of the horizons can be pulled in from infinity by defining the following two sets of

coordinates

uC,BH = ±e±kC,BHu, vC,BH = ∓e∓kC,BHv. (A.84)

The metric in these coordinates takes the form

ds2C,BH = −fC,BHduC,BHdvC,BH +R2dΩ2 (A.85)

where fC,BH is defined as

fC =
Λ

3k2
CR

(R−RBH)
1+kC/kBH (R+RBH +RC)

2−kC/kBH , (A.86)

fBH =
Λ

3k2
BHR

(RC −R)
1+kBH/kC (R+RBH +RC)

2−kBH/kC . (A.87)

It can be seen that we have eliminated all of the coordinate singularities in the original system

since this metric is perfectly regular as the horizons are approached. The BH patch is good

for all R < RC , and the C patch is good for all R > RBH . Together, these two patches cover

0 < R <∞ and −∞ < t <∞.
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We now define the following two coordinates

UC,BH =
1

2
(uC,BH − vC,BH) (A.88)

VC,BH =
1

2
(uC,BH + vC,BH) (A.89)

which cast the metric in the form

ds2C,BH = fC,BH (−dVC,BH + dUC,BH) +R2dΩ2 (A.90)

and it can be seen that the (UC,BH , VC,BH) plane is conformal to Minkowski space. These

coordinates are related to the original (t, R) coordinate system by:

± U2
C,BH ∓ V 2

C,BH = e∓2kC,BHR
∗

=

(R−RBH)
−kC,BH

kBH (RC −R)
kC,BH

kC (R+ RBH +RC)

“

kC,BH
kC

− kC,BH
kBH

”

(A.91)

In the BH coordinate patch the origin is at RBH , and in the C coordinate patch the origin is

at RC . The R-coordinate then corresponds to hyperboloids in the (UC,BH , VC,BH) plane. We

can solve for the t coordinate by taking the ratio

t =
1

kC,BH
tanh

(

±VC,BH
UC,BH

)

(A.92)

We will find the (UC,BH , VC,BH) coordinates useful when we Euclideanize the SdS metric for the

construction of instantons in Chapter 4. Presently, we move on to discuss the causal structure

of the SdS spacetime.

The (UC,BH , VC,BH) patches can be sewn together to cover the entire SdS manifold,

and as discussed in [133], they can be used to define a global set of coordinates 1. From this

set of coordinates, we can explicitly construct the conformal diagram shown in Fig. A.5. In this

diagram, surfaces of constant coordinate time t are drawn as solid lines, with the circulating

1It is possible to construct the conformal diagram for any spacetime which admits spacelike slices of the form
ds2

2 = −fdt2 + f−1dR2 without finding the explicit form of the global coordinates [134]. This is a very useful
construction technique in cases where global coordinates are difficult or impossible to define.
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Figure A.5: Conformal diagram of the Schwarzschild de Sitter geometry for 3M < Λ+.

arrows denoting the direction of increasing t. Note that the conformal diagram is periodic,

reflecting the fact that spacelike slices in SdS are noncompact.

The conformal diagram for the Nariai spacetime, 3M = Λ−1/2, is shown in the upper

panel of Fig. A.6 [132]. There is also a time-reverse solution, starting at past null infinity and

ending at R = 0. For 3M > Λ−1/2, there is one real negative root, and therefore no horizons in

the spacetime. The conformal diagram for this case is shown in the lower cell of Fig. A.6.

A.5 Schwarzschild Anti-de Sitter

The Schwarzschild Anti-de Sitter (SAdS) spacetime describes a spacetime with a neg-

ative cosmological constant containing a spherically symmetric point mass. As with the SdS

spacetime, the metric can be constructed using Birkhoff’s theorem, and can be foliated by static

slices with a metric given by

ds2 = −asadsdt2 + a−1
sadsdR

2 +R2dΩ2 (A.93)

where

asads = 1 − 2M

R
+

|Λ|
3
R2. (A.94)
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. . .. . . −1

H
H −1

J+

R=0

. . .

Figure A.6: Conformal diagram for the Schwarzschild de Sitter geometry when 3M = Λ+.

The metric coefficient has one real root, denoting the location of the black hole event horizon

RBH =

(

3ΛM +
√

Λ + 9Λ2M2
)2/3 − Λ−1/3

(

3ΛM +
√

Λ + 9Λ2M2
)1/3

(A.95)

The conformal diagram can be constructed using the methods of [134], and is shown in Fig. A.7.

Surfaces of constant t are shown as solid lines.
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Figure A.7: Conformal diagram for the Schwarzschild Anti de Sitter geometry.
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Appendix B

Covariant Entropy Bound and

Singularity Theorems

In this appendix, we briefly discuss the covariant entropy bound and the Penrose singu-

larity theorems. We will restrict ourselves to spherically symmetric spacetimes, and concentrate

on the practical issues of their application rather than their technical details, for which we refer

the reader to the original literature. Our presentation of the covariant entropy bound will rely

heavily on the review of Bousso [135], which can be consulted for further references.

B.1 Covariant Entropy Bound

We can state the covariant entropy bound as:

The entropy on any light sheet L of a surface B will not exceed the area of B,

S(LB) <
A(B)

4
. (B.1)

The light sheet of a surface is defined by following null rays from the surface (there are

always two directions) back to a focal point (a caustic). There are in fact four orthogonal null
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directions emanating from any surface B, as shown in Fig. B.1. In this figure, the conformal

diagram for Minkowski space is shown (we will work with conformal diagrams, as this will be

the most economical way to apply the covariant entropy bound to the spherically symmetric

spacetimes we will be interested in), and the light sheet emanating from an S2 of some radius

(the point labeled B) is indicated by the blue and red dashed lines. In this case, the covariant

entropy bound states that the entropy on the future directed ingoing and past directed ingoing

null surfaces is bounded by the area of the S2 labeled B.

In flat space, null rays can only focus at the origin. For example, the future directed

incoming null rays in Fig. B.1 are focusing as they approach B (the radius of the S2 at each

point on the curve is getting smaller). Continuing this past B, we would see that after passing

through the origin, the null rays are now future directed outgoing, which diverge (pass through

S2 of increasing radius along the curve). However, there are situations in curved spacetime

where null rays can focus without passing through the origin. In light of this fact, we will find

it useful to classify the various types of surfaces that can exist in a curved spacetime.

To do so, we will use the rays from past directed ingoing and outgoing null directions.

A normal surface will be defined as one in which the past directed ingoing null rays are focusing

and the past directed outgoing null rays are defocusing (as the curves are followed back from

the surface). A trapped surface will be defined as one which has both the past directed ingoing

and outgoing null rays defocusing. An anti-trapped surface will be defined as one which has

both the past directed ingoing and outgoing null rays focusing. Examples of each of these types

of surfaces can be found in the time symmetric Schwarzschild geometry as shown in Fig. B.2.

Looking at the representative points in Fig. B.2, it can be seen that the light sheet

of a normal surface will be composed of the past directed and future directed null directions.

The situation is different for trapped and anti-trapped surfaces. The light sheet for trapped

surfaces will be composed of the future directed ingoing and outgoing null directions, and the

220



Past directed ingoing

B

Future directed outgoing

Future directed ingoing

Past directed outgoing

Figure B.1: Shown in this figure is the conformal diagram for Minkowski space. The point
labeled B is in fact the surface of an S2, and the four orthogonal null directions from this
surface are indicated by the dashed lines. The light sheet for B in this example is composed of
the future directed ingoing and past directed ingoing null surfaces indicated by the red and blue
dashed lines respectively.

Figure B.2: The conformal diagram for the time symmetric Schwarzschild spacetime. Points
in the green shaded regions are normal surfaces, points in the red shaded region are trapped
surfaces, and points in the blue shaded region are anti-trapped surfaces. Representative surfaces
and their past directed null rays are shown in each type of region. The wedges in each region
represent the direction of the light sheet corresponding to surfaces in that region.
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light sheet for anti-trapped surfaces will be composed of the past directed ingoing and outgoing

null directions. The light sheet structure is denoted by the wedges shown in Fig. B.2.

Having defined the covariant entropy bound and introduced the concept of light sheets,

we must now clarify how such a bound relates to real matter systems. The relation is most clear

in situations where we are interested in a surface that completely encloses a weakly gravitating

system. In this case, the future directed light sheet will ”sweep out” the volume of the system,

and therefore bounding the entropy on the light sheet is tantamount to bounding the entropy

of the system. In situations where gravity is important, the presence of matter will cause light

sheets to focus. In systems where there is a correspondence between the statistical entropy of a

system and its energy, then the consequent focusing effects have been shown in all studied cases

to uphold the bound.

There is much evidence to interpret the bound as a fundamental statement about

the degrees of freedom that a quantum theory of gravity might possess. This leads one to

conjecture that a Holographic Principle will apply to the as-yet-unknown theory of quantum

theory of gravity. As stated in [135], the Holographic Principle is:

The covariant entropy bound is a law of physics which must be manifest in an underlying

theory. This theory must be a unified quantum theory of matter and space- time. From it,

Lorentzian geometries and their matter content must emerge in such a way that the number of

independent quantum states describing the light-sheets of any surface B is manifestly bounded

by the exponential of the surface area:

N [L(B)] < eA(B)/4 (B.2)

It will be of particular use for the material discussed in thesis to apply the holo-

graphic principle to spacetimes with a positive cosmological constant. This is related to the

N-bound [136], which states that spacetimes with a finite positive cosmological constant will
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have an observable entropy less than N = 3π/Λ.

Qualifying what is meant by observable entropy will lead to the identification of the

causal diamond of an observer as an object of fundamental importance. Consider two time-like

separated points , p and q, with p to the past of q. These points might represent the state of

some measuring device at two instants of time. Signals could conceivably intersect the worldline

between p and q if they are emitted somewhere in the causal past of p. However, all matter that

is present in this light cone must have passed through the boundary of the causal future of q.

Any entropy in the causal past of q that lies outside of the causal future of p is not considered to

be observable entropy. That is, observable entropy must be locally accessible to the measuring

device on the worldline between p and q. For two points p and q on a timelike curve, the causal

diamond is defined as the intersection of the causal future of p and the causal past of q.

If one considers a fundamental theory describing the experiments done inside of the

causal diamond, then the such a theory must have a number of degrees of freedom commensu-

rate with the observable entropy. Therefore, an application of the Holographic Principle along

with the N-Bound, implies that the number of degrees of freedom in a spacetime with positive

cosmological constant is bounded by 3π/Λ. In the context of a stable de Sitter space, this claim

was originally made by Banks and Fischler [66]. It is possible to formulate a quantum theory

of stable de Sitter space [65], and the relation of such a theory to the topics discussed in this

thesis is presented in Chapter 3.

B.2 Penrose Singularity Theorems

We can state the singularity theorems as [24]

If:

1. The spacetime is connected.
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2. There exists a non-compace cauchy surface.

3. The null energy condition (Rµνk
µkν ≥ 0 for all null kµ) holds everywhere.

4. There exists a trapped surface (anti-trapped surface).

Then, there exists a singularity to the future (past).

More precisely, the conditions above imply the existence of at least one past-directed

null geodesic which cannot be extended beyond some finite affine parameter. The null energy

condition (also known as the ”null convergence condition”) implies that matter focuses light,

and in a spacetime filled with a perfect fluid of pressure p and energy density ρ, requires that

ρ ≥ −p.
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Appendix C

Matrix Calculations and Snowman

Diagrams

In this appendix we present a quick way of calculating normalized probabilities for

terminal and cyclic landscapes in a unified manner, which also sheds light on the nature of the

regularizing limit taken in the cyclic case.

First, assemble the relative transition probabilities µNM into a matrix µ (equivalent

to Bousso’s η matrix). Starting in an initial state represented by a vector q with components

qN (ΣN qN = 1), after one transition the mean number of entries (or “raw probability”) for

each vacuum will be given by µq. At the second transition an additional µ2q entries will occur

and so on. After n transitions the raw probability will be given by (µ + µ2 + . . .µn)q. If we

set Sn ≡ µ + µ2 + . . .µn, then (1 − µ)Sn = µ(1 − µn). In the terminal case we can invert

(1 − µ) and take the n → ∞ limit to obtain S∞ directly (µn → 0 since asymptotically all

the probability goes into the terminal vacua and so fewer and fewer vacuum entries occur). In

the cyclic case det(1 − µ) = 0 and µn does not tend to zero, and things are not so simple.

It is convenient to proceed by replacing µ by (1 − ε)µ, which can be inverted. Neglecting the
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Figure C.1: Examples of “snowman diagrams” summarizing relative transition probabilities
µNM . The one on the left is for a recycling landscape and the one on the right is for a terminal
landscape.

troublesome determinant factor (since we shall be later normalizing to obtain probabilities from

numbers of vacuum entries anyway), we take the limits n → ∞ and ε → 0 in that order, and

for both terminal and recycling landscapes obtain the simple expression:

S∞ ∝ T ≡ (adj(1− µ))µ (C.1)

where adj denotes the adjoint matrix operation (i.e. the transpose of the matrix of cofactors of

the matrix in question). Multiplying T into q and normalizing yields the probabilities for the

vacua given the initial state in question.

This procedure yields exactly the same results as the pruned tree method. We thus see

that the latter procedure is equivalent to considering sequences of transitions up to some length

n and then taking the limit n→ ∞.

The µNMs in question can conveniently be depicted in snowman-like diagrams such as

those shown in Fig. C.1, which apply to the calculations in Sec. 5.3. In fact we treat both cases

at once by leaving µZB′ arbitrary and only set it to 1 or 0 as appropriate after having calculated

T . We also allow for the possibility of vacuum A being terminal in the same manner.
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Suppressing the normalizing factor for clarity, we obtain
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in the recycling case with the full set of superscripts indicating that the results are independent

of initial conditions.

In the terminal case we can only start in states A, B or B′ and we obtain:
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and
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The relative transition probabilities are related to the transition rates by

µBA = 0 or 1 (C.6)

µAB =
κAB

κAB + κB′B
(C.7)

µB′B =
κB′B

κAB + κB′B
(C.8)

µBB′ =
κBB′

κZB′ + κBB′

(C.9)

µZB′ =
κZB′

κZB′ + κBB′

(C.10)

where µBA = 0 if A is terminal and µBA = 1 if it isn’t. Substituting these expressions into

equations C.3, C.4, and C.5, we can then take the limits discussed in Sec. 5.3 to produce the

appropriate probability tables.

In the case where vacuum A is terminal (µAB = 0), there are a number of ratios of

interest. The probabilities assigned by the CV method to this sample landscape were calculated

in [102] (the “FABI” model), and using these results, we can directly compare the results of the

CV and RTT methods. For initial conditions in B or B′, we find:

PBA
PBZ

=
κAB (κBB′ + κZB′)

κB′BκZB′

(C.11)

PB
′

A

PB
′

Z

=
κABκBB′

κZB′ (κAB + κB′B)
(C.12)

As expected given the argument of Sec. 5.2.2, these results agree with the predictions of the CV

method.
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Appendix D

Triple intersection in the unboosted

frame

In this appendix we solve directly for the coordinate angles denoting the boundaries of

a collision on the Poincaré disk. We specialize to the case HT = HF = H , where it is possible

to foliate the bubble interior with the flat slicing. Working in a plane of constant-φ,1 we are

attempting to find the triple-intersection between three circles representing the observation

bubble, the colliding bubble, and the past light cone of the observer, whose radii are given by

robs = 1 − e−Ht, (D.1)

rcoll = e−Htn − e−Ht, (D.2)

rplc = e−Ht − e−Hto . (D.3)

Using up the remaining symmetry of the problem we can assume that the observer is at θo = 0.

The free parameters that must be specified are then the position at which the colliding bubble

1As before, we work with the convention where −π < θ < π to cover full circles.
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is nucleated (tn, rn, θn) and the position of the observer (to, ro) in terms of the flat slicing

coordinates. The transformation between the open and flat slicing location of the observer is

given by

ro =
H−1 sinh ξo sinh τo

cosh τo + cosh ξo sinh τo

to = H−1 log(cosh τo + cosh ξo sinh τo).

(D.4)

The observation bubble introduces no new free parameters, since it is centered around the origin,

and nucleates at t = 0.

We find it useful to parameterize time with x ≡ 1 − e−Ht (this way r = x is the

observation bubble). It is straightforward to conclude that the three light-cones are the set of

points (r(x, θ), x, θ) parameterized as follows:

• Observation Bubble future lightcone:

(r = x, x, θ) 0 ≤ x ≤ 1, −π ≤ θ ≤ π (D.5)

• Observer’s past lightcone:

(ro cos θ ±
√

(x − xo)2 − r2o sin2 θ, x, θ)

x ≤ xo, |θ| ≤ | arcsin(
x− xo
ro

)|
(D.6)

• New bubble future lightcone:

(rn cos(θ − θn) ±
√

(xn − x)2 − r2n sin2(θ − θn), x, θ)

xn ≤ x, |θ − θn| ≤ | arcsin(
xn − x

rn
)|

(D.7)

The triple intersection is the set of points belonging to all three groups. Demanding first

that 1 − x = ro cos θ ±
√

(x− xo)2 − r2o sin2 θ and repeating for 1 − x = rn cos(θ − θn) ±
√

(xn − x)2 − r2n sin2(θ − θn), then solving for x(θ) we obtain

2x =
r2o − x2

o

ro cos θ − xo
=

r2n − x2
n

rn cos(θ − θn) − xn
, (D.8)
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giving an equation for θ:

A cos θ +B sin θ + C = 0, where

A = ro
(

x2
n − r2n

)

− cos θnrn
(

x2
o − r2o

)

B = − sin θnrn
(

x2
o − r2o

)

C = xn
(

x2
o − r2o

)

− xo
(

x2
n − r2n

)

.

(D.9)

There are two solutions2 to Eq. D.9,

cos θ1,2 = −

(

AC ±B
√
A2 +B2 − C2

)

A2 +B2
. (D.10)

One can now solve for the time of the intersection by plugging θ1,2 into eq. D.8. This gives

the coordinates of the two desired intersection events in the flat slicing where the angle is

measured from the origin. By spherical symmetry, these angles are the same as the coordinate

angles measured from the origin of the of the bubble interior as described by the open slicing

coordinates. We can then use the angles θ1,2 to define the angle as measured by the observer

sitting at some open slicing coordinates (ξo, τo, θo = 0) via Eq. 7.7.

2The denominator A2 + B2 never vanishes because the observer and the nucleated bubble never sit on the
observation bubble wall. Also, notice that the symmetry in φ is reflected in the fact that the positive solution
for a given θn is the negative solution for −θn.
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Appendix E

Effects of boosts on the bubble

In Sec. 7.3.2, we used the symmetries of the one-bubble spacetime to justify performing

a boost that would bring us to a frame where the observer is at the origin. Here, we explore the

effects of this boost on the interior spacetime in greater detail.

In terms of the embedding coordinates, the transformation is given by Eq. 7.11. The

first important property to note is that the X4 coordinate is invariant. In the open slicing,

surfaces of constant X4 are surfaces of constant τ , and so we see that the boost preserves the

open slicing time. The second important property is that the observer at (ξo, τo, θo = 0) is

translated to the origin (ξ′o = 0, τ ′o = τo, θ
′
o = 0) of the the boosted frame. From the relation for

X ′
0 in Eq. 7.11,

cosh ξ′o = cosh ξo (cosh ξo − tanh ξo sinh ξo) = 1, (E.1)

and therefore ξ′o = 0.

In Sec. 7.3, we derived a formula for the observed angular scale of a collision event in

both the boosted and unboosted frames. We now establish the invariance of this quantity by

directly applying the transformation to Eq. 7.7. The angle θ in this equation corresponds to the

angular position of the intersection on the null wall of the observation bubble (as defined by the
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origin in the unboosted frame), so using η = T , the boosted angle from Eq. 7.13 is:

tan θ′ =
sin θ

γ (cos θ − β)
. (E.2)

In this frame, θ′ can be identified as α, the actual observed angle at which the boundary of the

collision lies (which is used to find the total angular scale of the collision in Eq. 7.7). Solving

for cos θ′,

cos θ′ =
sinh ξo − cos θ cosh ξo

√

sin2 θ + (sinh ξo − cos θ cosh ξo)
2
, (E.3)

and expanding into exponentials reveals that this expression is in fact equal to Eq. 7.7, as

evidenced by:

cosα = cos θ′ (E.4)

= −1 + 2eiθ + e2iθ + e2iξo − 2eiθ+2ξo + e2iθ+2ξo

1 + 2eiθ + e2iθ − e2iξo + 2eiθ+2ξo − e2iθ+2ξo

In the Poincaré disk representation, using the hyperbolic law of cosines, this implies that all

of the angles in the triangle composed of (and therefore the lengths between) the observation

point, the unboosted position of the origin, and the edge of the collision, remain invariant under

the boost. More generally, the distance between any two points on the disc will be invariant

under the boost (as one can check on a point-by-point basis), and so we can identify the boost

as a pure translation in the open coordinates.
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