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Abstract
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2005

This thesis describes the first search for electroweak single top quark production in

proton-antiproton collisions at a center of mass energy of 1.96 TeV. The data sample

used for this analysis corresponds to 162 pb−1 recorded by the upgraded Collider Detec-

tor at Fermilab. The search is performed by doing a classic maximum likelihood fit to

the HT distribution in data. The kinematic variable HT is the scalar sum of transverse

energies of all final state particles in the event. This variable has the advantage that its

distribution looks very similar for both contributing (s-channel and t-channel) single top

processes, but is different for background processes. The combination of both channels to

one signal improves the sensitivity of the search. No significant evidence for electroweak

single top quark production is found and we set an upper limit at the 95% confidence

level on the combined single top quark production cross section of 17.8 pb.
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Chapter 1

Introduction

Our present knowledge of the fundamental building blocks of matter and their interac-

tions is summarised in the Standard Model of particle physics. The Standard Model

distinguishes between fermions (quarks and leptons), which form observable matter, and

bosons (photons, gluons, W±, Z bosons), which are responsible for their interactions

(forces). The Standard Model contains six quarks, where the sixth quark, the top quark,

had escaped detection for quite a long time. As we know today, this was due to its

large mass (' 175 GeV/c2). The top quark was discovered in 1995 by the CDF and

DØ Collaborations in its top-antitop quark pair production mode (tt̄), mediated through

the strong force [1, 2]. Data taking ended in 1996 for Run I of the Tevatron. CDF and

the Tevatron have undergone major upgrades between 1996 and 2000 to increase the

centre-of-mass energy from 1.8 to 1.96 TeV, and to increase the luminosity by about a

factor of five. The upgraded Tevatron resumed operation in 2001, the beginning of Run

II. Until data-taking starts at the LHC1 in 2007, the Tevatron will be the only place to

produce and analyze top quarks. The properties of the top quark have only been stud-

ied with small statistical samples, and are poorly constrained by Run I data. Precision

measurements of top quark properties in Run II are therefore very important.

1Large Hadron Collider at CERN

1



Chapter 1. Introduction 2

The Standard Model of particle physics also predicts single top quarks to be produced

at Fermilab’s Tevatron Collider through the electroweak interaction. Due to formidable

experimental challenges, single top production has so far eluded direct observation. The

search for this process is one of the highest priorities of Run II because it offers some

unique possibilities in studying the weak interactions of top quarks in both production

and decay. The single top quark process is difficult to measure because the production

rate has been calculated to be about two times smaller than that of top-antitop quark

pair production, and especially because other background processes have much larger

production rates than the signal.

This thesis presents the first search for single top quark production in 162 pb−1 of data

from the Tevatron in Run II collected with the upgraded Collider Detector at Fermilab

(CDF II). In this chapter, a short summary of the Standard Model is given together

with a summary of the Standard Model top quark properties. Chapter 2 describes the

electroweak production of single top quarks and the kinematics of its decay products.

Chapter 3 provides an introduction to the Fermilab Tevatron accelerator facility and

the upgraded CDF II detector. In Chapter 4 the event selection is described. Chapter

5 summarizes background processes which enter the data sample. In Chapter 6 the

maximum likelihood method is described used in this analysis, and Chapter 7 provides

the result from data. Chapter 8 provides an outlook and introduces a new analysis

technique, which will be used in the next iteration of the single top search. Chapter 9

provides the conclusions.
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1.1 The Standard Model of Particle Physics

The Standard Model is a theoretical framework that describes our current understanding

of the physical world at the most fundamental level. To this day, it is a very successful

theory and is consistent with all experimental observations [3]. Fundamental particles2

and their interactions are quantitatively described by the use of Quantum Field Theory

(QFT) [4].

Fundamental Particles and Interactions

The Standard Model describes the world in terms of interacting quantum fields. Different

fields represent different particles and are grouped into two categories according to the

value of their intrinsic angular momentum (spin) [5]. Particles with spin-1/2 are called

fermions (quarks and leptons) and are the building blocks of observable matter. Atomic

matter is composed of particles from the first generation (see Table 1.1). Within atoms,

electrons are orbiting up and down quarks which make up nucleons inside atomic nuclei.

Particles from the second or third generation are more massive duplicates of the particles

from the first generation and only existed at an early stage of the universe. These particles

are not stable and decay into particles from the first generation, but they can be produced

and studied in high energy particle accelerators today. The u, d and s quarks are much

lighter (all three < 160 MeV/c2) than the c, b and t quarks (∼ 1200, 4400 and 175000

MeV/c2 respectively). This hierarchy is not understood. The down-type quarks (d, s,

b) carry electric charge − 1
3
e and the up-type quarks (u, c, t) carry electric charge + 2

3
e,

where e is the charge of the electron.

Each lepton generation consists of a charged particle (electron, muon or tau) and an

associated neutrino. The charged leptons carry electric charge −1e while the neutrinos

have zero electric charge. The three charged leptons also have increasing mass for higher

2A fundamental particle is one with no internal structure.
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Fundamental Fermions (Spin-1/2)

Quarks Leptons

Gen. Flavor Charge Mass [MeV] Flavor Charge Mass [MeV]

I Up (u) +2/3 1.5 to 4.5 Electron neutrino (νe) 0 < 1.5 × 10−6

Down (d) −1/3 5 to 8.5 Electron (e−) -1 0.511

II Charm (c) +2/3 1.0 to 1.4 × 103 Muon neutrino (νµ) 0 < 1.9 × 10−4

Strange (s) −1/3 80 to 155 Muon (µ−) -1 105.7

III Top (t) +2/3 170 to 179 × 103 Tau neutrino (ντ ) 0 < 18.2

Bottom (b) −1/3 4.1 to 4.4 × 103 Tau (τ−) -1 < 1777.1

Table 1.1: Fundamental fermions (quarks and leptons) of the Standard Model [6].

generations. Recent results provide evidence that neutrinos have masses that are small

but non-zero in absolute value [7]. Neutrinos interact only through the weak force while

the charged leptons interact in addition through the electromagnetic force.

Particles with integral spin are called bosons and are quanta of the quantum fields

responsible for interactions between particles. The Standard Model describes three types

of interactions among quarks and leptons: the electromagnetic, the weak, and the strong

force. Table 1.2 summarizes all fundamental interactions and their associated boson.

Gravity is currently not described by the Standard Model, but since it dominates only

for large masses and has little effect on the scale of quarks and leptons, it can usually

be ignored in fundamental particle interactions. The most basic interaction between

two particles can be represented as a process in which two particles exchange a boson.

The Lagrangian of each interaction obeys gauge invariance under a transformation that

corresponds to a symmetry group. The Standard Model is based on the symmetry group

SU(3) × SU(2) × U(1) [8].

Quantum Electrodynamics is based on the U(1) symmetry group and describes the

electromagnetic interaction among quarks and leptons through the exchange of massless
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Fundamental Bosons (Spin-1)

Interaction Name Gauge Group Charge Mass [GeV/c2]

Electromagnetic Photon (γ) U(1) 0 0

Weak W boson (W ) SU(2) 1 80.4

Weak Z boson (Z) SU(2) 0 91.2

Strong Gluon (g) SU(3) 0 0

Table 1.2: Fundamental bosons of the Standard Model.

spin-1 photons [9].

The weak interaction is mediated by the W and Z bosons. Since these particles are

very massive, they can only act over small distances. One of the greatest achievements

in the development of the Standard Model was the unification of the electromagnetic and

weak interaction which was combined to the electroweak theory [10]. This unification was

achieved by introducing a scalar field, known as the Higgs field, whose presence breaks

the symmetry of the SU(2)×U(1) gauge group. The electroweak unification explains the

existence of the W and Z bosons and the photon and the process of symmetry breaking

allows the W and Z to acquire mass [11]. The predictions made on the basis of the

electroweak theory have been verified by experiments with very high precision [12].

The weak interaction allows transitions between quarks of different flavors; transi-

tions within the same generation are favored over those across generations. The mass

eigenstates of the down-type quarks (d′, s′, b′) do not match the eigenstates of the weak

interaction (d, s, b). This phenomenon is known as the the Cabibbo-Kobayshi-Maskawa

(CKM) mixing and the 3×3 CKM unitary matrix, shown in Equation 1.1, links the

mass-eigenstates with the eigenstates of the weak interaction. The matrix elements, |Vij|,

characterize the strength of the transition of quarks into other flavor quarks (|Vij| ≤1)



Chapter 1. Introduction 6

when interacting through the charged weak interaction (exchange of a W ± boson).











d′

s′

b′











=











Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb





















d

s

b











(1.1)

The parameters of the matrix can be found in Reference [6].

Quantum Chromodynamics is based on the SU(3) symmetry group and describes

the strong interaction among quarks, mediated by the exchange of eight massless spin-1

gluons [13]. Quarks and gluons carry color charges (R, G, B) which are analogous to the

electric charge in Quantum Electrodynamics. The eight gluons represent the following

color combinations:

RB̄, RḠ, BR̄, BḠ, GR̄, GB̄, (RR̄ − GḠ)/
√

2, (RR̄ + GḠ − 2BB̄)/
√

6

Quarks are bound together through the strong interaction to form colorless states. The

qq̄ bound states are called mesons (e.g. pion) and qqq bound state are called baryons (e.g.

proton). The residual color field outside the nucleons (protons and neutrons) then forms

nuclei (just like the residual electric field outside neutral atoms forms molecules). Big

differences between QCD and QED arise due to the fact that gluons carry color charge,

while the photon is electrically neutral. This gives rise to an effect called self-coupling of

gluons. At short distances (or large momentum transfers) the strong force gets weaker.

This property is known as asymptotic freedom [14]. At large distances, however, the

strong force has the property that the potential energy of two colored particles increases

with distance between them. This property is called confinement and implies that colored

particles (quarks and gluons) appear as jets in high energy particle collisions where a lot

of energy is transferred to a quark inside the proton. The quark moves off relative to

the other quarks with which it was bound and the color field grows until enough energy

is present to create a particle-antiparticle pair out of the vacuum. This process repeats

until the original energy is dissipated, producing several hadrons (a process referred to as
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hadronization). In effect, instead of observing a single quark or gluon, we detect color-

neutral combinations of quarks and gluons that form physical hadrons which move in

the same direction as the original particle (i.e. a jet) [8]. An exception is the heavy top

quark, which decays before it can hadronize [15].

1.2 The Top Quark

Within the Standard Model framework, the top quark is the SU(2) partner of the bottom

quark in the third generation of fundamental fermions. Because the top quark was found

to be so much more massive than all other fermions, it has been speculated that it may

play a special role in nature [16].

1.2.1 Top Quark Properties

The top quark was first observed in Run I of the Tevatron and most of its properties are

still inferred indirectly. If the top quark indeed plays a special role in nature, it is likely

that some of these inferred properties will in fact differ from their direct measurements.

Thus it is important to study the top quark properties in a direct way through all possible

production and decay channels.

Production

In proton-antiproton (pp̄) collisions, the four-momentum of the p and p̄ is divided among

the quarks and gluons inside the proton, collectively called partons. In inelastic colli-

sions with high momentum transfer, an individual parton inside the proton/antiproton

undergoes the interaction which breaks the initial proton and antiproton. The energy

available in the collision to produce new particles, like the top quark, is only a fraction

of the total center-of-mass energy of the pp̄ system. If P1 is the four-momentum of the

proton and P2 is the four momentum of the antiproton and x1 and x2 are the fractions
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of momentum carried by the partons which undergo the interaction then:

s = (x1P1 + x2P2)
2 ' 2x1x2P1P2 ' x1x2(P1 + P2)

2 = x1x2ŝ

where ŝ is the square of the invariant mass of the proton-antiproton system and s is the

square of the invariant mass of the parton system, which is a fraction x1x2 smaller. The

mass of the proton/antiproton is considered to be negligible in this calculation.

The fraction of momentum (x) carried by the individual partons inside the proton

is characterized by the parton distribution functions (PDFs). The probability of finding

a certain parton with momentum fraction between x and x + dx is f(x)dx. Figure 1.1

shows the PDFs for u, d, s and b-quarks. The PDFs have been measured in deep inelastic

Figure 1.1: Parton distribution functions (CTEQ5L) for u, d, s and b-quarks inside the

proton [17].

electron-proton scattering mainly by the H1 and ZEUS Collaborations at DESY3. Two

sets of PDFs are currently available, prepared by the CTEQ [18] and MRS [19] analysis

3Deutsches Elektronen-Synchrotron
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groups.

At the Tevatron, top quarks may be produced in tt̄ pairs through the strong force,

or singly through the electroweak force. The top pair production mode is the dominant

channel and proceeds mostly through a quark-antiquark annihilation process, qq̄ → tt̄

and to a lesser extent (≈13%) through gluon-gluon fusion, gg → tt̄. Single top quarks

are produced through the exchange of a virtual W boson of the colliding partons. Two

channels contribute at the Tevatron, the s-channel process, qq̄′ → tb̄ and the t-channel

process qb → tq′.

Mass

The mass of the top quark has been measured by the CDF and DØ Collaborations at

the Tevatron during Run I. All Run II analyses are still preliminary and not published.

The 2004 particle data group best value of the top mass is: 174.3 ± 3.2 ± 4.0 GeV [6].

Lifetime

The width of the top quark is predicted by the Standard Model to be:

Γ(t → Wb) =
GF m3

t |Vtb|2
8π

√
2

(1 − m2
W

m2
t

)2(1 + 2
m2

W

m2
t

)[1 − 2αs(4π
2 − 15)

18π
]

where GF is the Fermi coupling constant, Vtb is the CKM matrix element, mt is the top

quark mass, mW is the mass of the W boson and αs is the coupling constant of the strong

interaction. Since the top mass is very large, the width is large, too. At a top mass of 175

GeV/c2 it has a value of Γt ' 1.53 GeV. This corresponds to a lifetime of τ = h̄/Γt of 0.4

×10−24 s. The shortness of this lifetime has a profound implication. A top quark decays

before the strong force can bind it into a hadron. In QCD, the formation of bound states

takes a certain time, the inverse of ΛQCD, about 10−23 s. The top quark decays within

about 10−24 s after its formation, so that bound states cannot be formed. It’s important

to point out that the top quark does interact with gluons, but these interactions, at time

scales less than 10−24 s, are so weak that the top quark basically exists as a free quark.
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Decay

The top quark decays through the electroweak interaction. While the decay width of

the top quark is large by standards of other quarks, it is still quite small compared to

experimental resolution. Thus it is very difficult to measure the width directly. Assuming

Figure 1.2: Top quark decay with leptonic W boson decay.

only three generations of quarks, the CKM matrix element Vtb can be inferred from the

unitarity of the CKM matrix to be close to unity (|Vtb| = 0.9991 to 0.9994). As a result,

the Standard Model predicts that the top quark decays almost always to a b quark and a

W boson with a branching ratio (BR) close to 1. Top decays are therefore labeled by the

W boson decay mode. The W boson can either decay into a lepton and its associated

neutrino (BR=1/9), or into a quark-antiquark pair (BR=3/9). The branching ratio is

larger for the decay into quarks because of three possible color combinations.

Polarization

The left-handed nature of the SM weak interaction determines the polarization of the W

boson in top decays. This, together with the fact that the top quark decays before it can

hadronize makes it possible to reconstruct the polarization of the top in the laboratory.

In tt̄ events, the spins of the two top quarks are correlated and the multi particle final

state causes ambiguities which make it hard to reconstruct the top quark rest frame.

Single top quark production however offers an optimal spin basis to measure the top

polarization since it proceeds through the electroweak interaction in the production and

the decay [20]. The spin basis exploits the fact that the W boson couples only to fermions
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with left-handed chirality which leads to a 100% polarization of the produced top quark

in the direction of the d-type quark. A small ambiguity arises from identifying the d-type

quark. For single top production through the s-channel, 98% of the top quarks have their

spins in the antiproton direction. For single top production through the t-channel, 96% of

the top quarks have their spins in the direction of the light flavor quark, recoiling against

the virtual W boson. The polarization of the top quark is then reflected in the angular

correlation of its decay products and is best visible in the top rest-frame (see Figure 2.4

and Figure 2.5) by plotting the cosine of the azimuthal angle between the direction of

the final state lepton (from the W decay) and the direction of the d-type quark (which

is most likely the beam axis in case of s-channel and the light flavor quark in the final

state in case of t-channel single top).



Chapter 2

Electroweak Single Top Quark

Production

The Standard Model of particle physics predicts top quark production through the elec-

troweak interaction [21, 22]. This process is referred to as ’single top’, since the top quark

is produced singly, either in association with a b-quark (s-channel), in association with a

light flavor quark (t-channel) or in association with a W boson (associated production).

Feynman diagrams of the production channels are shown in Figure 2.1. The cross sec-

q

q′

t

b̄

W ∗

q

b

q′

t

W

g

b

W

t

b

Figure 2.1: Leading order Feynman diagrams for s-channel (left), t-channel (middle) and

associated tW (right) single top quark production.

tion of the associated production is kinematically suppressed at the Tevatron (σtW < 0.1

pb) due to the initial state b quark and the heavy top quark and W boson in the final

state. Only the s-channel and t-channel production modes are therefore considered in

this analysis.

12
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Electroweak single top quark production offers some unique possibilities. The mea-

surement of the production cross section is proportional to the Cabibbo-Kobayashi-

Maskawa matrix element |Vtb|2 and allows therefore the direct extraction of this quantity.

|Vtb| characterizes the strength of transition of a top quark into a bottom quark when the

two particles interact through the (charged) electroweak interaction. The quantity is cur-

rently not well measured and all previous results were made under the assumption that

the CKM matrix is unitary [23]. Three generations of quarks are described in the Stan-

dard Model and the unitarity of the CKM matrix implies that |Vub|2 + |Vcb|2 + |Vtb|2 = 1.

The elements |Vub| and |Vcb| have been measured to be small and one finds [24]:

|Vtb| = 0.9991 to 0.9994 (three generations of quarks)

If we assume more than three generations of quarks, then the unitarity of the CKM

matrix implies almost nothing about |Vtb| [24]:.

|Vtb| = 0.06 to 0.9994 (> three generations of quarks)

Measuring the single top quark production cross section allows us to avoid the assumption

of unitarity, to measure |Vtb| precisely, and to draw conclusions about a hypothetical

fourth generation of quarks. Moreover, electroweak single top quark production provides

an extraordinary source of polarized top quarks with a very large net polarization (≥ 96%)

[20]. Studying the polarization in single top events will be a very important test of

the weak interaction of the top quark. Finally, measuring the single top process tests

exotic models beyond the Standard Model, which predict anomalously altered single top

production rates like heavy right handed W ′ bosons, flavor changing neutral currents

or large extra dimensions [25]. Two searches for single top quark production have been

performed during Run I of the Tevatron at a center of mass energy of 1.8 TeV. The CDF

Collaboration reported upper limits on the single top quark production cross section at

the 95 % Confidence Level of 13 pb for the t-channel process, 18 pb for the s-channel

process and 14 pb for the combined (s-channel + t-channel) search [26]. The limits
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obtained by the DØ Collaborations were 22 pb for the t-channel process and 17 pb for

the s-channel process [27].

2.1 Theoretical predictions

2.1.1 The Leading-Order Matrix Element

The leading order Feynman diagrams for s-channel and t-channel single top quark pro-

duction are shown in Figure 2.1. For each channel, the Born differential cross section can

be written as:

dσ =
1

2s
|M |2dΦ2, dΦ2 =

(|pCM |d(cosθ))

8π
√

s
, |pCM | =

s − m2
t

2
√

s

Where s is the partonic center-of-momentum energy squared and dΦ2 is the two body

phase space. Using the Feynman rules [4], the matrix element for the s-channel is given

by:

iM = (v̄d̄(−i
g√
2
γµ 1

2
(1 − γ5)Vud)uu)(

−igµν

s − m2
W

)(ūt(−i
g√
2
γν 1

2
(1 − γ5)Vtb)v̄b)

where v and u are the Dirac spinors for the quark fields, γµ and γ5 are the Dirac matrices,

gµν is the metric tensor, s = (pu + pd̄)
2, mW is the mass of the W boson and g is the

weak coupling constant.

Since the intrinsic spin of particles is not measured at CDF directly, we can take the

sum over initial state spin directions and sum over final state spin direction. The square

of the matrix element becomes then:

|M |2 = g4 |Vud|2|Vtb|2
(s − m2

W )2
(pu · pb̄)(pd̄ · pt)

A similar expression is obtained for the t-channel.
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2.1.2 Next-to-Leading-Order Corrections

At next-to-leading order perturbation theory (NLO), virtual QCD corrections and real

emission of partons are included in the calculation [4].

s-channel

For the s-channel some NLO virtual and real emission Feynman diagrams are shown in

Figure 2.2. The energy scale of the process is characterized by the top mass (' 175 GeV)

q

q′

t

b̄

+...+

q

q′

t

b̄

+...+

q

g

t

b̄

+...

Figure 2.2: Some representative Feynman diagrams of the virtual and real emission NLO

corrections to s-channel single top quark production.

and is far away from the scale at which QCD becomes non-perturbative (ΛQCD ≈ 250

MeV). The calculation is therefore in a regime where QCD is very reliable. The process

is similar to the Drell-Yan type process qq̄′ → lν which has been very well studied. The

initial state QCD corrections for the s-channel single top process are identical to that

for Drell-Yan. This leaves only the final-state QCD corrections to be done, which are

relatively straightforward since the initial and final-state corrections do not interfere at

NLO for electroweak single top production [21]. Furthermore, Drell-Yan data can be used

to reduce systematic uncertainties on PDF’s and QCD corrections to the initial state.

A fully differential NLO cross section calculation has been performed recently [28]. The

prediction for the cross section and uncertainties for the s-channel have been updated

and found to be:

σs = 0.88 ± 0.05 pb
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t-channel

For the t-channel some representative NLO diagrams are shown in Figure 2.3. The energy

scale of the process is characterized by the virtuality of the W boson in case of the light

flavor quark line and is characterized by the virtuality of W boson plus the mass of the

top quark in the case of the top quark line. The prediction for the inclusive cross section

q

b

q′

t

+...+

q

b

q′

t

+...+

q

g

q′

b

t+...

Figure 2.3: Some representative Feynman diagrams of virtual and real emission NLO

corrections to t-channel single top quark production.

at NLO has been calculated using a phase space slicing method and found to be [28]:

σt = 1.98 ± 0.08 pb

For both channels the main sources of systematic uncertainties arise from the top

quark mass uncertainty and PDF uncertainties. The result for the leading order calcula-

tion only are σLO
s =0.57 pb and σLO

t =1.99 pb for the s-channel and t-channel respectively.

2.2 Single Top Event Kinematics

To simulate the kinematic distributions of the final state particles in single top events,

the MadEvent Monte Carlo program has been used [29]. MadEvent is a leading-order

matrix element event generator. This program has the advantage that it includes both

production and decay of the top quark and passes the correct spin information to the

decay products. MadEvent can decay the W boson from the top decay into all possible

final states. However, we choose to select only the leptonic decay of the W boson (W →

lνl). This choice is motivated in Chapter 4. Figure 2.4 shows the kinematic distributions
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Figure 2.4: Kinematic distributions of final state particles for s-channel single top quark

production.

of the observable final state particles of s-channel single top. The Pythia program is

used to include the presence of higher order QCD and QED effects [30]. This is done

in the so-called shower approximation. Figure 2.5 shows the kinematic distributions for

the t-channel final state particles. For the t-channel process we employed a merging

of events generated with the LO matrix element and events generated with the NLO

matrix elements (diagram where the initial state gluon splits into two b quarks) [31].

The reason for that is that the shower approximation employed by Pythia works very
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Figure 2.5: Kinematic distributions of final state particles for t-channel single top quark

production.

well for processes which are dominated by initial and final state radiation like the s-

channel. The problem in the t-channel comes from the b-quark in the initial state. Since

b-quarks exist only as ’sea quarks’ in the proton, programs like Pythia calculate an initial

state through backward evolution where the b-quark originates from gluon splitting while

the b-quark momentum was estimated using the proton PDF. The collinear singularity

problem is naturally taken care of in this case, but this approach misses the cases where

the initial state contains a hard gluon (W-gluon fusion type diagrams). The hard gluon
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also splits into two b-quarks but gives the b-quarks higher momentum. In this case the

process is of the type gq → tbq′. To cover the full spectrum, we generate both event

scenarios and merge the samples to obtain a smooth transverse momentum spectrum

of the b-quark (which originates from the gluon splitting). This approach is outlined in

Reference [32].

The final state particles for the s-channel process consist of the W decay products

and two energetic b quarks which are emitted over a similar range in pseudo-rapidity.

One b-quark comes from the top decay while the second one is emitted from the primary

tWb vertex and recoils against the top quark. For t-channel events, the second b-quark

originates from the initial-state gluon splitting and tends to reside at small transverse

momentum (pT ) and is emitted at higher pseudo-rapidities. In addition, a third (light

flavor) quark is produced. This quark is recoiling from the virtual W -emission and has

a distinct peak at higher pseudo-rapidities. The final states of both single-top channels

feature a similar high-pT and low-|η| b quark in the final state together with the decay

products of a real W . The kinematic properties of the second b quark in the event,

however, differ significantly between the two processes. In addition, the final state of the

t-channel process is accompanied by a light flavor quark.

In both channels, the polarization of the top quark is clearly visible in the angular

correlation of its decay products. The cosine azimuthal angle between the final state

lepton (from the W decay) and the initial state d-type quark forms a monotonically

(linear) rising distribution, following ∼ [1 + cos(θ)]. In case of the s-channel, the d-type

quark is the proton-beam axis, while in the t-channel the d-type quark is the direction

of the light flavor quark [20].
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The Experimental Apparatus

Due to their large mass, top quarks can only be produced at today’s most energetic

particle accelerator, the Tevatron at Fermilab1.

3.1 The Tevatron

The Tevatron has undergone major upgrades between 1996 and 2000 to increase the

centre of mass energy from 1.80 to 1.96 TeV and to increase the luminosity by a factor of

' 5 [33]. The increased luminosities have been achieved by adding a new ring, the Main

Injector, which greatly increases the rate of antiproton production and hence the number

of antiprotons available for collisions. The increase in proton-antiproton (pp̄) centre of

mass energy was obtained by operating the superconducting magnets of the Tevatron at

a colder temperature. In order to keep the number of interactions per bunch crossing low,

while raising the instantaneous luminosity, it was also necessary to increase the number

of proton and antiproton bunches simultaneously in the ring from 6 to 36 bunches which

reduces the time between bunch crossings to 396 ns. The upgraded Tevatron resumed

operation in 2001, the beginning of Run II. The most important accelerator parameters

1and starting from 2007, at the Large Hadron Collider at CERN

20
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are summarized in Table 3.1.

Accelerator Parameter Run I Run II

p × p̄ bunches 6 × 6 36 × 36

Number of p per bunch 2.3 × 1011 2.6 × 1011

Number of p̄ per bunch 5.5 × 1010 3.5 × 1010

Beam energy [GeV] 900 980

Luminosity [cm−2s−1] 1.6 × 1031 8 × 1031

Bunch crossing time [ns] 3564 396

Number of interactions per crossing 2.5 2.3

Table 3.1: Accelerator parameters of the Tevatron.

The acceleration of protons and antiprotons to a final energy of 980 GeV per beam

is performed in several steps. A schematic diagram of the Tevatron accelerator complex

is shown in Figure 3.1 and a brief explanation of each step is provided below.

Cockroft-Walton

The Cockcroft-Walton pre-accelerator provides the first stage of acceleration. H− ions

are produced in a magnetron surface plasma source, located inside the Cockroft-Walton,

and accelerated inside an electrostatic field to an energy of 750 keV.

Linac

The Linac is a 150 m long linear accelerator that uses RF cavities to accelerate the H−

ions, coming from the Cockroft-Walton, to a final energy of 400 MeV. At the end of this

step, the ions are passed through a carbon foil, which serves the purpose of stripping off

the electrons from the ions, leaving bare protons.
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Figure 3.1: Schematic drawing of the Tevatron accelerator chain.

Booster Ring

The protons are passed to the booster ring which is a standard synchrotron accelerator.

Here, the protons reach an energy of 8 GeV.

Main Injector

The Main Injector, which is also a synchrotron, accepts the protons from the booster

and continues the acceleration process up to an energy of 150 GeV. A fraction of these

protons are aimed at a nickel target inside the target hall to produce antiprotons.

Tevatron

The 150 GeV protons from the Main Injector are delivered to the Tevatron ring. The

Tevatron is a superconducting synchrotron and accelerates the protons to their final
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energy of 980 GeV.

Accumulator

The antiprotons produced in the target hall have a large momentum spread that leads to

a large emittance of the antiproton beam. To reduce the emittance, antiprotons undergo

a process called ’stochastic cooling’ [34]. This effectively reduces their momentum spread

and is performed inside the Accumulator (not shown in Figure 3.1). When the emittance

and intensity of the antiprotons meet certain quality requirements, they are sent back to

the Main Injector, for acceleration and injection into the Tevatron.

Collision Points

The Tevatron has two dedicated collision points in the accelerator ring. One is used by

the CDF experiment and the other is used by the DØ experiment. At the collision points,

the Tevatron contains special focusing magnets to reduce the beam size to less than 30

µm. A typical colliding beam, called a ’store’, lasts for about 15 hours. Because the

yield of producing antiprotons in the target hall is rather low, protons are always kept in

the Main Injector to produce antiprotons, even though collisions are taking place in the

Tevatron. The produced antiprotons are continuously transfered to the Accumulator for

use in the next store. At the end of each store, the beams are aborted with a special beam

dump and the Tevatron is filled with new protons as well as the accumulated antiprotons

to start a new store.

3.2 The CDF Detector

The data used for the measurement reported in this thesis were collected with the up-

graded Collider Detector at Fermilab (CDF II) [35]. Detector upgrades were made to ac-

commodate the higher luminosities and new beam conditions resulting from the upgrades
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Figure 3.2: Schematic drawing of the CDF detector.

to the Tevatron accelerator complex. CDF is an azimuthally and forward-backward sym-

metric apparatus designed to study pp̄ collisions at the Tevatron. It is a general-purpose

solenoidal detector that combines precision charged particle tracking with fast projective

calorimetry and fine grained muon detection. A schematic view of the detector is shown

in Figure 3.2. CDF has a cylindrical layout centered on the accelerator beam-line. Track-

ing detectors are installed in the region directly around the interaction point to measure

charged particle trajectories inside a uniform magnetic field. The field is produced by a

5m long superconducting solenoid located at the outer radius of the tracking region. It

is aligned along the proton beam direction and has a strength of 1.4 Tesla. Calorimeter
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modules are arranged in a projective tower geometry around the outside of the solenoid

to provide energy measurements for both charged and neutral particles. The outermost

part of the detector consists of drift chambers used to detect muons which typically pass

through the calorimeter.

CDF uses a cylindrical coordinate system shown in Figure 3.3. The positive z-axis

is defined along the direction of the protons. A trajectory of a particle is then described

by the polar angle θ measured relative to the incoming proton beam, and the azimuthal

angle φ around the beam axis. It is usually convenient to replace θ by the pseudo-rapidity,

Figure 3.3: Definition of CDF coordinate system.

defined as η = −ln tan(θ/2) since it transforms linearly under boosts in the z-direction2.

Perpendicular to the beam, |η| becomes 0 and extends to approximately 3.6 at the most

forward part of the detector.

3.2.1 The Tracking System

The tracking system consists of a silicon micro-strip detector and an open-cell wire drift

chamber that surrounds the silicon detector. When a charged particle passes through the

tracking system it ionizes the material/gas around it. A dedicated tracking algorithm

searches for a continuous pattern of localized charge depositions (hits) and reconstructs

the path of the charged particle, called the particle’s ’track’.

2This is exactly true for the rapidity, defined as y = 1

2
lnE+pz

E−pz

, but also for the pseudo-rapidity in the
limit of massless particles.
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The silicon micro-strip detector consists of three sub-detectors shown in Figure 3.4.

The first is the Layer00 detector. This is a layer of radiation hard silicon wafers which

�������
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�������������

Figure 3.4: Frontal view of the silicon detector sub-systems.

is directly mounted around the beam pipe. The second sub-system is the Silicon VerteX

detector (SVX II), which consists of 5 layers of double sided silicon wafers extending

from a radius of 2.4 to 10.7 cm from the beam. One side of the wafer has silicon strips

aligned in the r-φ plane (axial), while the other side has strips that are either parallel to

the beam (stereo) or at a 2 degree angle (small angle stereo). The Intermediate Silicon

Layer provides 2 more layers of double sided silicon wafers and extends from radii 20 to

28 cm. The entire system allows track reconstruction in three dimensions with precision

track information at the smallest possible radii. The impact parameter resolution of the

silicon detector is on the order of 40 µm. Information recorded by the SVX II is used in

this analysis to reconstruct secondary vertices that originate from heavy-flavor particle

decays such as bottom and charm hadrons. This is crucial for b-quark-tagging algorithms

to work which is explained in Section 4.4.2 in more detail. The silicon detector provides

tracking information out to a pseudo-rapidity region of |η| < 2.0.

The new open-cell drift chamber, referred to as Central Outer Tracker (COT), is
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Figure 3.5: Schematic drawing of the CDF tracking volume.

located directly outside of the silicon tracking detectors in the radial direction. The

chamber consists of eight super-layers (SL) of 310 cm length cells and radii between 40

and 132 cm from the beam axis. Each super-layer contains 12 layers of sense wires strung

between alternated layers of potential wires. The wires in four of the super-layers are

taut parallel to the beam axis to provide particle track reconstruction in the transverse

plane (axial layers). The other 4 super-layers are taut at a ± 2 degree angle with respect

to the beam axis to allow for track reconstruction in the z-direction (stereo layers). The

two types of super-layers are alternated in the chamber starting with a stereo layer at

the innermost radius. The COT is filled with a gas mixture of about 60% argon and

40% ethane. The mixture was chosen to ensure a fast drift velocity on the order of 100

µm/ns. Since the maximum drift distance in the chamber is 0.88 cm, it is compatible

with the shorter interval between beam bunch crossings in Run II.

The charge and momentum of a particle-track are determined by measuring the cur-
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vature of the track in the magnetic field. The solenoid produces a 1.4 T magnetic field

inside the tracking volume that is uniform to 0.1 % in the acceptance region. The trans-

verse momentum of a reconstructed track is determined from pT = Bqr, where B is the

strength of the magnetic field, q is the charge of the particle and r is the measured radius

of curvature. The momentum resolution of the COT is given by σpT
/p2

T = 1.7 × 10−3

[GeV/c]−1.

3.2.2 The Calorimeter System

The CDF calorimeter is a sampling scintillator calorimeter and measures the energy of

particles produced in the pp̄ collision. The calorimeter is located behind the tracking

volume and consists of layers of active (scintillator) material sandwiched between sheets

of absorbing material such as lead and steel. As particles pass through the calorimeter,

they interact with the layers of material and produce ’showers’ of secondary particles.

Light guides collect photons produced in the scintillator layers and direct them to the

photomultiplier-tubes. Due to the specific nature of the interactions of particle with

the material, electrons and photons shower over short distances, depositing the majority

of their associated energy in the electromagnetic section of the calorimeter. Hadrons

(strongly interacting particles), on the other hand, shower over longer distances in the

calorimeter and deposit the most significant fraction of their associated energy in the

hadronic section of the calorimeter. In the CDF detector, the electromagnetic sections

of the calorimeter are immediately followed by the hadronic sections. The calorimeter is

divided into a central calorimeter (and endwall part) covering 0 < |η| < 1.1 (1.3), and a

forward plug calorimeter covering 1.1 < |η| < 3.6.

The central calorimeter is unchanged from Run I and consists of 48 azimuthal wedges

of 15◦ in φ. Each wedge is grouped into 10 readout towers (often called calorimeter towers)

with a projective geometry, as shown in Figure 3.6. The calorimeter contains an inner

electromagnetic section (CEM) and an outer hadronic (CHA/WHA) section. The CEM



Chapter 3. The Experimental Apparatus 29

Figure 3.6: Schematic drawing of a wedge in the central calorimeter.

contains 31 layers of 0.125 cm of lead interleaved with 5.0 mm of polystyrene scintillator.

The CHA is made of 32 layers of 2.5 cm steel interleaved with 1.0 cm scintillator. The

WHA was constructed with 15 layers of 5.0 cm of steel and 1.0 cm of scintillator.

The forward plug calorimeter has been upgraded for Run II. The original gas calorime-

ter was replaced with scintillator plate calorimetry using scintillator tiles readout by

wavelength shifting fibers embedded in the scintillator. Both the new plug electromag-

netic calorimeter (PEM) and the new plug hadronic calorimeter (PHA) use the same

polystyrene based scintillator and photomultiplier tubes used in the CEM. The PEM

contains 23 layers of 0.45 cm of lead interleaved with 4.0 mm of scintillator while the

PHA is made of 23 layers of 2.5 cm steel interleaved with 1.0 cm of scintillator.

The energy deposited in all layers of the calorimeter is summed together for each

calorimeter tower separately. The central calorimeter provides about 480 readout towers

each covering 0.1 × 15◦ in η × φ space. The plug calorimeter, shown in Figure 3.7,
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Figure 3.7: Schematic drawing of the CDF plug calorimeter.

provides another 480 readout towers, each covering either 7.5◦ or 15◦ in φ and a variable

range in η.

The calorimeter energy resolution was measured using test-beam data. The mea-

sured energy resolution for electrons in the electromagnetic calorimeters was found to

be 14%/
√

ET for the CEM and 16%/
√

E for the PEM where the units of energy are

GeV. The energy resolution for single pions in the hadronic calorimeter was found to be

75%/
√

E for the CHA, 80%/
√

E for the WHA, and 80%/
√

E + 5% for the PHA.

Proportional chambers are embedded in the region of the electromagnetic calorimeter

where electrons produce the maximum shower intensity. These shower maximum detec-

tors (CES in the central part and PES in the plug) are used to measure the profile of

a shower and to extract the location of the incident particle within a given tower. The
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increased shower position resolution provides additional selection criteria for electron

identification.

A very common measure in high energy physics is the transverse component of mo-

mentum and energy which we define as pT = psin(θ) and ET = Esin(θ), respectively.

In addition, the missing transverse energy, 6ET in an event is nominally defined as 6ET

= −|∑i E
i
T n̂i|, where the n̂i are unit vectors in the azimuthal plane pointing from the

reconstructed event vertex to the ith calorimeter tower. The missing transverse energy

in the calorimeter is corrected to account for muons which deposit some fraction of their

energy in the calorimeter (typically 1 - 2 GeV).

3.2.3 The Muon System

The muon detectors are located behind the calorimeter modules. Muons typically pass

completely through the calorimeter modules leaving only a small fraction of their energy

in the calorimeter (minimum ionizing). As a result, a muon must have a minimum pT of

1.4-2.2 GeV/c (depending on the amount of material along its path) to reach the muon

detectors. The CDF muon system consist of four independent systems of proportional

wire chambers and scintillators: The Central Muon detector (CMU) and the Central

Muon Upgrade (CMP) both cover 0 < |η| < 0.6; the Central Muon extension (CMX)

which covers 0.6 < |η| < 1.0; and the Barrel Muon Upgrade Detector (BMU) which

covers 1.0 < |η| < 1.5. The BMU is a new detector system commissioned in the initial

part of Run II and is not used in this measurement.

The CMU sub-detector consists of four layers of drift chambers as shown in Figure 3.8.

The rectangular chambers have a 50 µm sense wire taut parallel to the z-axis through

the center. The chambers are filled with a mixture of argon/ethane gas. As a muon

candidate passes through the muon chambers, it ionizes the gas in the drift chambers.

The hit position in the drift cells are determined from the drift time of the ions to the

wire.
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The CMP sub-detector consists of four layers of wire drift chambers of identical design

to the CMU, but they are staggered by half cell per layer. The chambers are located

behind 60 cm of steel and form a rectangular box around the detector. The CMP is

mainly used in combination with the CMU detector to further improve the purity in muon

identification and the combined system is referred to as the CMUP sub-detector. Located

on top of the outermost layer of the CMP is the Central Scintillator Upgrade (CSP). The

CSP system consists of a single layer of scintillator plates to provide additional timing

information.

The CMX sub-detector is a conical arrangement of drift chambers similar to those of

the CMP. Different to the CMU/CMP, the system consists of eight layers of rectangular

chambers which are grouped in pairs to form four continuous layers. A matching layer

of scintillator plates (CSX) are mounted on both sides of the CMX system which is used

in coincidence with the wire chambers to further improve the timing of the system and

reduce the fake rate (due to beam splashes for example).

Figure 3.8: Schematic drawing of the CDF muon drift chambers (CMU).
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Figure 3.9: Schematic drawing of muon system behind the calorimeter.

3.2.4 Cherenkov Luminosity Counter

The total integrated luminosity recorded by the CDF experiment is measured by the

Cherenkov Luminosity Counter (CLC) [36]. It consists of two modules at each end of

the beam-pipe and measures the average number of inelastic pp̄ collisions at CDF. Each

module is made of 48 individual conical counters filled with isobutane. Each counter is

1-2m long and several cm in diameter. The counters are arranged around the beam-pipe

in three concentric layers pointing to the center of the interaction region. The luminosity

L is evaluated as:

L =
Rpp̄

εCLC · σinelastic

(3.1)

where Rpp̄ is the measured rate of inelastic pp̄ collisions, εCLC is the CLC detector accep-

tance and σinelastic is the total inelastic cross-section.
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3.2.5 The Data Acquisition System

Currently, collisions in the Tevatron occur at a rate of 2.5 MHz and the average event

size, representing information from all detector channels, is about 250 KBytes/event. If

each event were to be read out, we would need to write 630 GBytes/s to disk - clearly

a very challenging task. Luckily not each event contains physics of interest and CDF

utilizes a ’trigger system’ to select events for future analysis. The upgraded trigger

system accept events at a rate of 80 Hz and writes them to disk. This corresponds to an

event rejection factor of roughly 3 × 104 and is obtained by using a three-level system

where each level is designed to provide sufficient rejection to allow for a processing with

a minimal dead-time at each subsequent level. The first level of the trigger (Level-1)

has to be the fastest and utilizes custom hardware to select events based on preliminary

information from the calorimeters, tracking chamber and muon detectors. All detector

data are fed into a 6 µs pipeline to provide time for processing required at Level-1. The

global Level-1 decision must be made before the corresponding collision data reach the

end of the pipeline. The Level-1 trigger reduces the data rate from 2.5 MHz to less than

20 kHz. The Level-2 system is a set of programmable logic devices which has access to

more refined information including the silicon tracking system. The decision time is 20

µs and dedicated hardware is used to reconstruct clusters in the calorimeter for electron

and jet reconstruction as well as simple track reconstruction. Level-2 provides a factor

of 100 reduction over Level-1 passing a 300 Hz data rate to Level-3. Events which pass

Level-2 are analyzed by a farm of approximately 300 computers, each fully analyzing and

reconstructing events. Events which pass this last level of the trigger are delivered to the

data-logger system which transfers the data to the storage as well as to the monitoring

system. Monitoring ensures that the entire detector and trigger system were working

properly during data taking. A maximum rate of 20 MBytes/s can be written to mass

storage which corresponds to an event rate of about 80 Hz that can pass Level-3. Recent

developments aim for an event-size reduction to increase the Level-3 accept rate to about
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100 Hz.

Figure 3.10: Diagram of the CDF dataflow.

3.2.6 Detector Operation

The CDF detector is operated by a shift crew of 5 dedicated people plus several detector

experts available on request. The crew operates in 3×8 hour shift cycles and consists of

the detector operations manager; two ACES, responsible for the smooth running of the

detector and familiar with common problems of the detector; one Consumer Operator

who is trained to monitor and ensure data quality; and one scientific coordinator (Sci-
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Co). At the end of each store, the shift crew labels the data good or bad and documents

any special circumstances during data taking. This information is later used by the Data

Quality and Monitoring group (DQM) to prepare a list of good runs usable for physics

analyses (Good Run List).

3.2.7 Offline Data Reconstruction

All data are reprocessed with the latest offline data analysis software before it is used

by the physics groups of the CDF Collaboration. The best information about detector

alignment, calibration and reconstruction algorithm is used to prepare a common set of

’high level objects’ like electron, muon or track candidates.

3.2.8 Monte Carlo Simulation

The data collected by the CDF detector from interactions of the colliding proton and

antiprotons are labeled ’events’, which correspond to the data of individual collisions. The

physics of a particular interaction is entirely random and the Standard Model predicts

the rate (cross sections) at which we can expect certain processes to occur.

Using Monte Carlo techniques, we can simulate the production of particles as well

as their interaction with the CDF detector. This is useful to understand the detection

efficiencies of different processes and the dependence on selection requirements. The

production of simulated events is performed by the event generator. The response of the

detector (i.e. how the produced particles traverse the detector, bend in the magnetic

fields, shower in the calorimeter) is performed by the detector simulation program. The

output of the simulation program (referred to as ’Monte Carlo samples’ in the text)

has exactly the same format as the data, and can therefore be processed by the same

reconstruction and analysis programs.
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Event Generators

Monte Carlo event generators have a numerical expression of the QFT derived squared

matrix element coded into the program. The program generates random events in phase

space, each corresponding to a particular configuration of four-vectors of initial and

final state particles. For each event, the total differential cross section is computed

by evaluating the squared matrix element for the event and multiplying it with the

phase space factor. The value of the differential cross section is treated as a ’weight’,

representing the relative probability for the event to occur. To convert these weighted

events to unweighted (unit-weight) events, so that the denser regions of phase space

are proportionally better represented (just like in data), the Acceptance Rejection de-

weighing method is applied [37]. In this method, the phase space is scanned over the full

kinematic range and the maximum weight wmax is determined. For subsequent events,

the acceptance probability, Ri=wi/wmax is computed. A random number yi ∈ [0,1] is

generated and the event is retained only if yi < Ri. The resulting un-weighted events

will show the same average behaviour and same fluctuations as data. The difference is

that the fluctuations arise from the random sampling of the phase space rather than from

the quantum mechanics of the underlying theory. The output of the event generators

are four-vectors of the final state particles for a given process, commonly referred to as

’particle level’ events since no particle shower or interaction with detector material is

taken into account at this point.

Particle Shower and Hadronization

To model initial/final state radiation and the hadronization effects arising from color

confinement of the particle level events, we use the PYTHIA [30] or HERWIG [38] pro-

grams. The Monte Carlo program QQ v9.1 is used to model B hadrons and TAUOLA

[39] is used to model tau leptons. The event format after this step of the simulation is a

long list (known as ’HEPG bank’) of particle identities and four-vectors arising from the
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initial interaction, showering and fragmentation of the event.

Detector Simulation

The GEANT program is used to describe the passage of the simulated particles through

the CDF detector [40]. It provides a full simulation of the detector response as particles

pass through matter. The GEANT model of the CDF detector contains detailed infor-

mation on the shape, spatial extent and different material composition of every section

of the detectors, from silicon layers to calorimeter towers and muon chambers.
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Event Selection

4.1 Selection Strategy

As outlined in Section 2.2, the final state of single top events consists of the W decay

products plus two high momentum jets. If the W decays into quarks (W → qq̄ ′), the

final state consists of four energetic jets. This final state suffers from an overwhelming

background from pure QCD multi-jet events and is extremely hard to distinguish. We do

not consider this final state in this analysis. Instead, we demand evidence for a leptonic

W boson decay (W → eνe, µνµ, τντ → eνeντ/µνµντ ) which is hard for QCD multi-jet

background to mimic.

The CDF top analysis group has established a dedicated ’lepton plus jets’ working

group to study leptonic decays of the W plus jets production relevant for tt̄ production.

Since the kinematics of W decay daughters from top decays are naturally very similar

for the single top and tt̄ process, we apply mainly the same event selection.

In Figure 4.1 a cartoon of single top quark production and its decay is shown. While

the leptonic W decay requirement greatly reduces background from pure QCD multi-

jet processes, a large background still remains from mixed QCD/electroweak processes,

which produce a real W boson along with jets. Since single top events feature at least

39
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one high pT b-jet in the final state, we can reduce this QCD/electroweak W+jets back-

ground by demanding evidence for at least one b-jet in the final state. The relatively

long lifetime of b quarks permit the use of ’b-tagging’ algorithms which can distinguish

b-jets from light quark jets. The algorithm used in this analysis is described in Section

4.4.2. It relies on the reconstruction of a displaced secondary vertex, originated from the

decay of the long lived b-quark, using the silicon micro-strip detector.

Figure 4.1: Cartoon of single top quark production.

An important requirement to establish the production of single top quarks, is to

reconstruct one of its most distinct features, the top quark mass. We require candidate

events to be reconstructed close to the top quark mass because it is a powerful requirement

to further reduce the number of background events entering the event selection.

In summary, our event selection strategy requires a W + 2 jets signature where at

least one jet has to be identified to likely contain a b-quark (b-tag). Furthermore, we

require the invariant mass of the lepton, neutrino and the b-quark (Mlνb) to be close to
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the top quark mass. Figure 4.2 shows the jet multiplicity for single top Monte Carlo

events after all event selection requirements. We count jets with ET > 15 GeV and

η < 2.8. The large coverage in pseudo-rapidity improves especially the acceptance of

t-channel single top which features a forward jet coming from the light quark recoiling

against the virtual W -boson. Both single top processes are concentrated in the W + 2

jets bin1.
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Figure 4.2: Jet multiplicity distribution for single top Monte Carlo events which pass all

event selection requirements.

In the next Section, the trigger is described. The trigger pre-selects events with a

high pT muon or electron candidate. This pre-selection is performed ’online’ during data

taking and accepted events are transfered to mass storage devices. The collected dataset

is then subject to the more detailed single top specific event selection described in Section

1The W + 1 jet bin suffers from a very large QCD/electroweak background and the W + ≥ 3 jets
bin is dominated by tt̄ background so we don’t include these jet bins in our event selection.
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4.3 which is performed offline.

4.2 Trigger

The data sample used for this analysis was triggered by an inclusive central lepton trig-

ger. It consists of the central electron trigger, which triggers on electron candidates

in the CEM and two central muon triggers which trigger on muon candidates in the

CMU/CMP and the CMX detectors. In Section 4.2.1 and Section 4.2.2, the specific

trigger requirements are summarized.

4.2.1 Central Electron Trigger

At Level-1, energies from calorimeter towers are summed into 0.2×15◦ trigger towers in

η − φ space. At least one trigger tower is required to have ET > 8 GeV and a ratio

of hadronic to electromagnetic energy in the tower Ehad/Eem < 0.125 (which will serve

as a ’seed tower’ for the Level-2 trigger) is required. In addition, at least one COT

track, found by the XFT hardware, with pT > 8 GeV has to be reconstructed. At Level-

2, a calorimeter cluster algorithm is run which adds adjacent towers to the seed tower

identified at Level-1. The total ET of the refined cluster is required to be above 16 GeV.

At Level-3, an electromagnetic cluster with ET > 18 GeV and Ehad/Eem < 0.125 must be

found by the offline algorithm and a fully reconstructed 3-dimensional COT track with

pT > 9 GeV has to be identified pointing to the cluster.

4.2.2 Central Muon Trigger

The central muon trigger requires, at Level-1, matched hits in at least 3 layers of either

the CMU or CMX sub-detectors. In case of the CMU hits, a pattern of CMP hits in

three of the four layers, consistent in φ with the observed CMU hits, has to be found.

In case of the CMX trigger, a matching hit pattern in the CSX scintillator counters is
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required. The matched hit pattern requirements are referred to as ’stubs’. In each case,

a COT track, found by the XFT with pT > 4 GeV/c has to be identified. At Level-2, the

track requirement is increased to satisfy pT > 8 GeV/c. The track has to be matched to

the hits in the muon chambers. Finally, at Level-3, a fully reconstructed 3-dimensional

COT track with pT > 18 GeV/c has to be matched with reconstructed stubs in the

CMU/CMP chambers or CMX sub-detector.

4.3 W Selection

Two major requirements have to be satisfied to identify events with a leptonic W decay

in the data triggered by the inclusive lepton trigger described above. The first is the

presence of an energetic isolated electron or muon candidate, and the second is large

missing transverse energy, providing evidence for a neutrino that passed through the

detector.

4.3.1 Electron Candidate Selection

An electron candidate is defined as a cluster of calorimeter towers with a COT track

pointing to the cluster. The cluster algorithm starts with a seed tower containing trans-

verse energy of ET > 3 GeV in the electromagnetic calorimeter. The ET of a tower is

defined as Esin(θ), where E is the energy measured in the tower and θ is the polar angle

measured from the pp̄ interaction point to the center of the tower. Towers adjacent to

the seed tower are added to the cluster up to a maximum of three towers in pseudora-

pidity. Table 4.1 lists the electron candidate identification requirements applied in this

analysis. Several distributions of these selection variables are shown in the Appendix A.

An explanation of the selection criteria is listed below.

• Geometric

Only electron candidates which shower in the CEM are considered
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Electron Candidate

Geometric Fiducial in CEM

ET ≥ 20 GeV

PT ≥ 10 GeV/c

E/p if PT ≤ 50 GeV/c ≤ 2

Ehad/Eem ≤ 0.055+0.00045*E

Lshr ≤ 0.2

|∆z| ≤ 3 cm

Q × ∆x > -1.5 and < 3.0 cm

χ2
Strip < 10

|∆z0| < 60 cm

# axial SL ≥ 3

# stereo SL ≥ 3

Isolation < 0.1

Table 4.1: Electron identification requirements.

• ET

Total transverse energy of towers in the cluster.

• pT

Transverse momentum of the COT track pointing to the cluster.

• E/p

Ratio of the cluster energy to the magnitude of the momentum of the COT track.

• Ehad/Eem

Ratio of energies measured in the hadronic and the EM towers of the cluster.

• Lshr

A measure of the difference in lateral development of an electron candidate’s shower
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profile compared to the expected profile as measured in test beam data.

• |∆z|

Distance in the r − z plane between the extrapolated COT and the best matching

shower maximum (CES) strip cluster.

• Q × ∆x

The charge of the track, Q multiplied by the distance in the r − φ plane between

the extrapolated COT and the best matching shower maximum (CES) wire cluster.

• χ2
Strip

χ2 of the fit to the shower profile in the shower maximum detector.

• |∆z0|

z position of the primary vertex relative to the nominal collision point.

• # axial/stereo SL

Number of axial/stereo super layers with hits associated to the COT track, pointing

to the EM cluster.

• Isolation

A measure of calorimeter activity in the immediate surrounding of the electron

candidate. Isolation is the ratio of excess ET in the cone over the ET in the cluster

Isolation =
Econe

T − Ecluster
T

Ecluster
T

where Econe
T is the ET of all towers in a cone of ∆R =

√

∆2
η + ∆2

Φ = 0.4 centered

on the electron cluster (typically contained within ∆R ' 0.13) and Ecluster
T is the

total ET of towers included in the cluster.
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4.3.2 Muon Candidate Selection

A muon candidate is defined to have a track segment (stub) in a muon chamber asso-

ciated with a COT track pointing to the stub. Table 4.2 lists the muon identification

requirements applied in this analysis for muon candidates. A few distributions of these

selection variables are shown in the Appendix A.

Muon Candidate

Geometric Fiducial in CMUP or CMX

PT ≥ 20 GeV/c

Eem < max(2.2+0.0115*(p-100))

Ehad < max(6.6+0.0280*(p-100))

|∆x|CMU < 3.0 cm

|∆x|CMP < 5.0 cm

|∆x|CMX < 6.0 cm

|∆z0| < 60 cm

# axial SL ≥ 3

# stereo SL ≥ 3

Isolation < 0.1

Table 4.2: Muon identification requirements.

• Geometric

Only muon candidates fiducial to the CMU, CMP and CMX are considered.

• PT

The COT measured transverse momentum pointing to the muon candidate stub.

• Eem

Energy deposited in the CEM tower traversed by the muon track.
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• Ehad

Energy deposited in the CHA tower traversed by the muon track.

• |∆x|

Distance between the muon stub and the extrapolated COT track in the r − φ

plane.

• # axial/stereo SL

Number of axial/stereo super layers with hits associated to the COT track pointing

to the muon stub.

• |∆z0|

z position of the primary vertex relative to the nominal collision point

• Isolation

ET deposited in a cone of ∆R = 0.4 centered on the muon track minus the ET of

the tower traversed by the muon candidate, divided by the pT of the track.

4.3.3 Evidence for a Neutrino (missing transverse Energy)

Missing transverse energy (6ET ), measured in the calorimeter, provides evidence for a

neutrino that passed through the CDF detector without undergoing an interaction. 6ET

is defined as the negative of the vector sum of the transverse energy over all calorimeter

towers, −∑

i Eisinθin̂i, where Ei is the energy deposited in the ith calorimeter tower, θi is

the polar angle of the ith tower, and n̂i is the unit vector in the azimuthal plane pointing

from the interaction point to the ith tower. The sum is computed over all calorimeter

towers.

Since muons leave only a minimum amount of energy in the calorimeter, their energy

does not get accounted for in the 6ET sum. For events which feature a muon candidate,

the 6ET calculation is corrected for the presence of the muon in the following way:
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(6ET
corr)x = (6ET

raw)x − (pµ)x + (Edepos
Tµ

)x (4.1)

(6ET
corr)y = (6ET

raw)y − (pµ)x + (Edepos
Tµ

)y (4.2)

The COT measured muon pT is set equal to the muon ET (this is a good approxima-

tion, since the muon mass is negligible compared to its kinetic energy) and vectorially

added to 6ET . The small amount of energy deposited in the calorimeter by the muon is

vectorially subtracted.

4.4 Jet Selection

In this analysis, jets are identified using a cone-clustering algorithm that sums the energy

of calorimeter towers which fall inside a cone of ∆R =
√

∆2
η + ∆2

Φ. The summed energy

is referred to as ’raw’ energy and is known to underestimate the energy of the original

parton giving rise to the jet. Corrections to the jet energy measurement have therefore

to be performed.

4.4.1 Jet Corrections

CDF categorizes jet corrections from several different sources into seven different ’levels’.

Each correction level has the correction of lower levels included.

• Level 1: Relative Energy Correction:

Corrects for inhomogeneous detector response and makes calorimeter response uni-

form over the full pseudo-rapidity range.

• Level 2: Time Dependence:

Corrects for aging effects taking place in the calorimeter photo tubes.

• Level 3: Raw Energy Scale:

The raw jet energy is scaled to the Run I energy calibration [41].
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• Level 4: Multiple Interactions:

The energy from different pp̄ interactions during the same bunch crossing may fall

inside the jet cluster which increases the energy of the measured jet and has to

be subtracted. On average the number of interactions at the Tevatron per bunch

crossing is ≈ 0.8 - 1.3 depending on the instantaneous luminosity.

• Level 5: Absolute Energy Scale:

The jet energy measured in the calorimeter needs to be corrected for any non-

linearity and energy loss in the un-instrumented regions of the calorimeter.

• Level 6: Underlying Event Energy:

The underlying event energy is the energy associated with the recoil of the spectator

partons in the hard pp̄ collision.

• Level 7: Out of Cone Corrections:

The out of cone corrections correct the particle-level energy for leakage of radiation

outside the clustering cone used in the jet definition.

In this analysis, we count jets corrected with jet corrections level 4 and require the

corrected ET > 15 GeV and |η| < 2.8. To reconstruct kinematic event quantities, we

correct the jets with all available corrections (level 7). Figure 4.3 shows the correction

factors (level 4-7) as a function of (raw) jet pT for (s-channel) single top Monte Carlo

events.

4.4.2 b-quark Tagging

The b-quark has a relatively long lifetime of τ ≈ 1.5×10−12 s. Moreover, b-quarks from top

quark decays have an average pT ≈ 65 GeV and therefore experience a significant Lorentz

boost of γT ≈ 15. This means that the B hadrons formed during the hadronization of

the initial b-quark can travel a significant distance before decaying into a collection of
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Figure 4.3: Correction factor for jet correction levels 4-7 as a function of (raw) jet pT for

(s-channel) single top Monte Carlo events.

lighter hadrons. This distance is given by L = βcτ ′, where β is the velocity of the

particle in units of the speed of light β ≈ 1 and τ ′ is the proper life time (τ ′ = τγ). The

average transverse distance traveled by the B hadron is therefore LT ≈ 6.8 mm. The

spot where the decay happens can be reconstructed in the micro-strip silicon detector by

identifying tracks which form a secondary vertex significantly displaced from the primary

pp̄ interaction point (primary vertex).

The b-tagging algorithm used in this analysis is SecVtx [42]. A loose set of quality

requirements is applied to all tracks found in a cone of ∆R= 0.4 around the candidate’s

jet axis. The algorithm searches the set of accepted tracks for a set of three or more tracks

that form a secondary vertex. If this attempt fails, a set of tighter selection requirements

is applied to see if the jet contains at least two higher quality tracks that could form a

secondary vertex. If either attempt is successful, the transverse distance Lxy from the
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primary vertex of the event is calculated along with the associated uncertainty on Lxy,

which we denote σLxy
. If the Lxy significance satisfies the condition:

Lxy/σLxy
≥ 3

the jet is considered ’tagged’.

Primary Vertex

Jet Axis

Secondary Vertex

Primary Vertex

Jet Axis

Secondary Vertex

Lxy<0

Lxy
>0

d0

Figure 4.4: Cartoon showing fake (Lxy < 0) and true (Lxy > 0) reconstructed secondary

vertices.

The sign of Lxy indicates the position of the secondary vertex with respect to the

primary vertex along the direction of the jet as illustrated in Figure 4.4. If Lxy is positive,

the secondary vertex points towards the direction of the jet. This is consistent with a B

hadron traveling from the primary vertex in the direction of the jet. For negative Lxy the

secondary vertex points away from the jet which may only happen by coincidence or as

a result of mis-measured tracks. Jets tagged with a negative Lxy are labeled mis-tagged

jets.

4.5 Event Vetoes

Several event vetoes (EV) are employed in this analysis to remove event topologies in-

consistent with the signal event selection:
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• Z-Boson Veto

A Z + jets event, with the Z boson decaying into a pair of leptons, can mimic a

W + jets event when one lepton, from the Z decay, is not reconstructed and mis-

measured jets lead to a significant amount of missing energy. The Z veto removes

events in which the primary lepton candidate forms an invariant mass with another

loosely identified lepton of the same flavor but opposite charge within a window of

± 15 GeV around the Z mass (i.e. 76 to 106 GeV).

• Dilepton Veto

Single top events feature only one high pT isolated lepton. We therefore require

exactly one such lepton to be reconstructed in either the CEM, CMUP or CMX.

Events with more than one isolated lepton are rejected. The rejection requirement

also searches for additional electron candidates reconstructed in the plug calorime-

ter (PEM) even though this part of the detector was not included in the trigger

requirement. The dilepton veto is aimed to reduce tt̄ background from events with

two leptonic W decays.

• Conversion Veto

Photon conversions into an electron/positron pair can occur in the detector material

and are a source of electron backgrounds which have to be removed. A conversion is

defined as a pair of oppositely charged tracks (one of which is the electron candidate)

with a small separation in the r − φ plane (|∆(xy)| < 2 mm) at the point where

both tracks are parallel and have a small difference in polar angle (∆(cotθ) < 0.04).

• Cosmic Ray Veto

Cosmic ray muons, produced from pion decays in the earth’s upper atmosphere,

pass through the CDF detector all the time. They are removed by rejecting events

with a muon candidate which does not coincide with the beam crossing.



Chapter 4. Event Selection 53

4.6 Reconstruction of Mlνb

The top quark decays almost always to a real W boson and a b quark. In this analysis we

select events with evidence for a leptonic W decay. The invariant mass of the top quark

can therefore be reconstructed through its decay products, the lepton, neutrino and the

b-quark. The invariant mass, Mlνb, corresponds to the top quark mass.

Mlνb =
√

(El + Eν + Eb)2 − (~pl + ~pν + ~pb)2

4.6.1 b-jet assignment:

The first step in the Mlνb calculation is the identification of the b-quark four vector,

pb = (Eb, ~pb), coming from the top quark decay. Our event selection criteria requires at

least one b-tagged jet to be present. If there is exactly one b-tagged jet in the event, this

jet is used for the Mlνb calculation. If there are more b-tagged jets, we pick the one which

has maximum Q · η, where Q is the charge of the lepton and η is the pseudo-rapidity of

the b-jet. The b-jet 3-momentum vector ~pb is corrected by a scale factor obtained from

the jet corrections (see Section 4.4.1). We use jet corrections level 7, which includes all

available corrections. We set the b-jet mass to mb = 5 GeV, and calculate its energy:

Eb =
√

m2
b + ~pb

2.

Lepton assignment:

Our event selection requires exactly one charged lepton (e or µ) candidate in the event,

which is assigned to the lepton four-vector

Neutrino assignment:

The neutrino remains undetected and we can only reconstruct the missing transverse

energy 6ET which provides information for the px and py of the neutrino.
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4.6.2 Calculating the neutrino pz component:

The z-component of the neutrino momentum is unknown. However, under the assump-

tion that we are dealing with a real leptonic W boson event the neutrino pν,z can be

calculated up to a two-fold ambiguity using the following kinematic constraint:

pW = pl + pν ⇒ mW =
√

(pl + pν)2

Squaring both sides (of the Equation on the left) provides us with the identity that the

invariant mass of the lepton and the neutrino equals the mass of the W boson. Since

the W mass is known very precisely, we can solve this Equation for the neutrino pν,z

component:

pν,z =
−b ±

√
b2 − 4ac

2a
(4.3)

a = p2
l,x + p2

l,y

b = −(m2
W pl,z + 2pl,xpl,z 6ET x + 2pl,ypl,z 6ET x)

c = 6ET y(p
2
l,x + p2

l,z)+ 6ET
2
x(p

2
l,y + p2

l,z) −
1

4
m4

W

−m2
W pl,x 6ET x − m2

Wpl,y 6ET y − 2pl,xpl,y 6ET x 6ET y

mW = 80.45 ± 0.04 GeV/c2

Out of the two solutions, we choose the one which has the smallest absolute value.

Complex solutions are obtained in about 30% of all cases due to detector resolution

effects. In these cases, we use only the real part of the solution (pν,z = −b/2a). The

neutrino energy is assigned to E(ν) =
√

6ET
2 + p2

z.

The Mlνb mass window has been chosen to be 35 GeV around the top quark mass such

that only events with a Mlνb value within 140 ≤ Mlνb ≤ 210 GeV/c2 are accepted. The

specific choice of this event selection window is motivated in Section 5.3 in the context

of background event rejection.
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4.7 Event Detection Efficiency

Having established a set of specific selection requirements to implement our analysis strat-

egy, we can now determine how many single top events pass on average these selection

requirements. To do this, we apply the event selection requirements to fully simulated

single top Monte Carlo samples. The fraction of events that passes all selection require-

ments is defined as εMC
evt , the event detection efficiency in Monte Carlo2.

To calculate the number of predicted events (yield) in a certain dataset, we have to

multiply the event detection efficiency with the predicted cross section and the integrated

luminosity, Lint =
∫ Ldt, of the accumulated dataset.

N
predict
evt = σtheo

st · εevt · Lint (4.4)

It is known that Monte Carlo samples do not perfectly model every aspect of the CDF

detector. The event detection efficiency measured in Monte Carlo needs to be corrected

for these differences (εcorr). Moreover, since our Monte Carlo dataset included only

leptonic W decays, W → eνe/µνµ/τντ , while the theoretical cross section is inclusive, we

have to correct εevt with the branching ratio into leptons, εBR = 0.3204 [6]. We have no

trigger requirement on our simulated samples, thus we make trigger efficiency corrections.

All four correction factors are shown in equation 4.5. This completes the corrections to

εMC
evt and defines the proper εevt to be used in Equation 4.4 to make a prediction on the

expected event yield in data.

εevt = εMC
evt · εcorr · εBR · εtrig (4.5)

The correction factor εcorr in Equation 4.5 has contributions from different sources. Each

source is described below:

εcorr =
εdata
z0

εMC
z0

·
εdata
tag

εMC
tag

· εdata
id

εMC
id

· εdata
rec

εMC
rec

(4.6)

2sometimes also referred to as ’acceptance’
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• εdata
z0 /εMC

z0

The z vertex-cut efficiency differs in Monte Carlo compared to data. The numerical

value is εdata
z0 = 0.951 ± 0.005 for data [44] and εMC

z0 = 0.965 ± 0.003 for single top

Monte Carlo.

• εdata
tag−jet/ε

MC
tag−jet

The Monte Carlo sample overestimates the b-tagging efficiency and therefore needs

to be corrected. εdata
tag−jet/ε

MC
tag−jet = 0.82 ± 0.06 is the correction factor for the b-

tagging efficiency [42]. This correction factor is defined per tagged b-jet. If our

Monte Carlo sample would contain only events with exactly one b-jet per event,

the factor would be applicable globally. However, since we also have events with two

tagged b-jets the global correction factor has to be determined. One method is the

counting method [45]. In this method, each b-tagged jet is considered individually

and 1 − εdata
tag /εMC

tag = 18% of the jets are disregarded randomly and the remaining

events with at least one b-jet are counted. The result for the global correction factor

εdata
tag,global/ε

MC
tag,global is 0.826 for t-channel and 0.849 for s-channel single top.

• εdata
id /εMC

id

The lepton candidate selection requirements were summarized in Sections 4.3.1 and

4.3.2. The efficiency associated with this identification differs between Monte Carlo

samples and data. The correction factor also varies for different sub-detectors and

is summarized in Table 4.3 [46, 47, 48].

• εdata
rec /εMC

rec

This factor only applies to muon candidates and accounts for differences in the

muon reconstruction in the Monte Carlo samples compared to data, see Table 4.3.

Since trigger, lepton-identification and muon-reconstruction efficiencies vary for different

sub-detectors, equation 4.4 becomes a sum over all three detector regions:

N
predict
evt = σtheo

st (εCME
evt · LCME

int + εCMUP
evt · LCMUP

int + εCMX
evt · LCMX

int ) (4.7)
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Efficiencies CEM CMUP CMX

Trigger εCEM
trig = 0.966 ± 0.001 εCMUP

trig = 0.887 ± 0.007 εCMX
trig = 0.954 ± 0.006

ID s.f. εdata
id /εMC

id = 0.965 ± 0.006 εdata
id /εMC

id = 0.939 ± 0.007 εdata
id /εMC

id = 1.014 ± 0.007

Rec s.f. - εdata
rec /εMC

rec = 0.945 ± 0.006 εdata
rec /εMC

rec = 0.992 ± 0.003

Table 4.3: Trigger efficiencies and (data/Monte Carlo) lepton identification and muon-

reconstruction efficiency scale factors (s.f.) for the various sub-detectors used in this

analysis.

The accumulated data (integrated luminosity) is also slightly different for each sub-

detector. Table 4.4 lists the integrated luminosity collected in each sub-detector used for

this analysis.

Sub-detector CEM CMUP CMX

Lint 162 ± 10 pb−1 162 ± 10 pb−1 150 ± 9 pb−1

Table 4.4: Integrated luminosity collected in each sub-detector used for this analysis.

The number of predicted single top events which is expected to pass our event selec-

tion for this data sample is listed in Table 4.5 for the s-channel and in Table 4.6 for the

s-channel (σs=0.88 pb) εevt N
predict
evt

Produced - 142

Lepton+6ET +Vetoes 3.22% ± 0.25% 4.6 ± 0.7

Lepton+6ET +Vetoes+b-tag 1.62% ± 0.12% 2.3 ± 0.4

...+ Mlνb window cut 1.06% ± 0.08% 1.5 ± 0.2

Table 4.5: Event detection efficiency and predicted number of events for s-channel single

top after event selection requirements.

t-channel. The effective event-detection efficiency, εevt, weighted according to the inte-

grated luminosity, and summed over all sub-detectors is also listed. The uncertainties on



Chapter 4. Event Selection 58

the number of predicted events also include sources of systematic uncertainties on the

single top yield which will be discussed in Section 6.5.1.

t-channel (σt=1.980 pb) εevt N
predict
evt

Produced - 317

Lepton+6ET +Vetoes 3.09% ± 0.24% 9.8 ± 1.6

Lepton+6ET +Vetoes+b-tag 1.06% ± 0.08% 3.4 ± 0.6

...+ Mlνb window cut 0.89% ± 0.07% 2.8 ± 0.5

Table 4.6: Event detection efficiency and predicted number of events for t-channel single

top after event selection requirements.

In summary, we expect 1.5 ± 0.2 s-channel single top events and 2.8 ± 0.5 t-channel

single top events to pass the event selection requirements in 162 pb−1 of data.
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Background Composition

Several Standard Model processes are expected to pass the single top event selection

described in Chapter 4 [42]. It is convenient to group these background processes into tt̄

and non-top contributions. The first one refers to the tt̄ pair production process and the

second refers to all other QCD/electroweak processes with a W + jets final state. Since

we require at least one b-tagged jet, the primary source (62%) of the non-top background

is the W + heavy flavor jets processes q̄q ′ → Wg, with g → bb̄ or g → cc̄ and gq → Wc.

Additional sources are mistags (25%), where a light flavor quark jet in a Wqq̄ ′ process is

erroneously identified as a b-jet. QCD multi-jet production, where one jet fakes a lepton

and mismeasured jets lead to significant 6ET , is referred to as non-W and also contributes

to the non-top background (10%). A smaller contribution (3%) is expected from direct

diboson (WW , WZ, ZZ) production where one boson decays leptonically and the other

into two jets.

5.1 Top-Antitop Background

Top pair production, shown in Figure 5.1, can mimic single top events in two ways: the

first way is in the dilepton mode, where both W bosons from the top quark decays,

decay leptonically and one lepton escapes detection. The other way is tt̄ production in

59
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the lepton plus jets mode in which one W decays leptonically and the other decays into

two jets.

q

q̄

t

t̄

g

g

t

t̄

g

g

t

t̄

Figure 5.1: Some representative diagrams for tt̄ production.

We calculate the predicted yield of this background by normalizing the Monte Carlo

to the theoretical cross section (similar to the method used for the single top signal). To

derive the event detection efficiency, we use a Pythia Monte Carlo sample. All correction

factors are identical to the single top case, except for the global correction factor of

the b-tagging efficiency: For tt̄ εdata
tag−jet/ε

MC
tag−jet = 0.857. The theoretical cross section

has been calculated at NLO and is σtt̄ = 6.7+0.71
−0.88 pb [49]. Table 5.1 summarizes the

predicted tt̄ yield in our data sample. The uncertainty on the predicted number of events

includes the theoretical cross-section uncertainty (13.1%), the uncertainty on the event

detection efficiency (8.4%) and the uncertainty on the top mass (7.6%) as well as a general

uncertainty from effects like the PDFs, integrated luminosity, event generator and initial

and final state radiation (15%).

tt̄ (σt=6.7 pb) εevt N
predict
evt

Produced - 1179

Lepton+6ET +Vetoes 1.67% ± 0.13% 19.6 ± 4.0

Lepton+6ET +Vetoes+b-tag 0.75% ± 0.06% 8.8 ± 1.8

...+ Mlνb window cut 0.36% ± 0.03% 3.8 ± 0.9

Table 5.1: Event detection efficiency and number of predicted tt̄ events after event selec-

tion requirements.
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5.2 Non-top Background

For most non-top processes, the theoretical cross section has only been calculated at

leading order in perturbation theory and the production rates are therefore not well

known (e.g. Wbb̄, Wc, Wqq̄). The CDF top analysis group has developed a method

to calculate the yield of the non-top processes from data with the help of Monte Carlo

samples [42]. This approach is summarized in Section 5.2.1. We have adjusted the

method and the results obtained with it for use in the single top analysis [43].

5.2.1 Non-top Background Calculation

The strategy is to measure the number of direct W+jets events, N
Njet

W+jets, using the data

sample before the b-tagging requirement is applied (pre-tagged data). The superscript,

Njet, accounts for the jet multiplicity in the event. Direct W+jets production is not

the only source of W candidate events in data. To calculate N
Njet

W+jets, we count the

total number N
Njet

data of W+jets candidates in data and subtract the contributions from

all sources other than direct W+jets production. These sources include non-W , diboson

and Z → τ τ̄ .

N
Njet

W+jets = N
Njet

data (1 − F
Njet

non−W ) − N
Njet

diboson − N
Njet

Z→τ τ̄ (5.1)

The next step is then to estimate the number of W+jets events with heavy flavor jets.

For this, we need to know the ratio of W+HFjets/W+jets. This ratio is obtained from

Monte Carlo samples, but the normalization, NW+jets, is from the data.

• Wbb̄

In the case of Wbb̄ production, shown in Figure 5.2, a Monte Carlo sample is used to

derive two ratios, F1
Njet

Wbb̄
and F2

Njet

Wbb̄
, which represent the fraction of W+jets events

in the Njet bin, containing respectively, exactly one or two final state jets with a

b-parton matched to that jet within a cone of ∆R < 0.4 about the jet axis. Tagging

efficiencies ε1
Njet

Wbb̄
and ε2

Njet

Wbb̄
are derived for both classes of events from Monte Carlo
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W

b, c

b, c

Figure 5.2: Diagram for Wbb̄ or Wcc̄ production.

samples and corrected with a data/Monte Carlo scale factor. The ratios are then

normalized to the number of W + Njet events observed in the pre-tagged data to

obtain the predicted number of Wbb̄ events in each jet-multiplicity bin Njet with

at least one b-tagged jet:

N
Njet

Wbb̄
= N

Njet

W+Njet
· (F1

Njet

Wbb̄
· ε1Njet

Wbb̄
+ ε2

Njet

Wbb̄
· F2

Njet

Wbb̄
)

• Wcc̄

The calculation of the Wcc̄ background is analogous to the Wbb̄ background. To

derive N
Njet

Wcc̄ , we can use a similar formula as above:

N
Njet

Wcc̄ = N
Njet

W+Njet
· (F1

Njet

Wcc̄ · ε1
Njet

Wcc̄ + ε2
Njet

Wcc̄ · F2
Njet

Wcc̄)

• Wc

The calculation of the Wc background is also similar to the Wbb̄ background, the

normalization to data simplifies, because the process involves only one heavy flavor

jet:

N
Njet

Wc = N
Njet

W+Njet
· (F Njet

Wc · εNjet

Wc )

• Mistags

The contribution from mistags is derived from a parametrization of the probability

that a light quark jet will be misidentified as a b jet. This parametrization, known as
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Figure 5.3: Diagram for Wc production.

the mistag matrix, depends on 5 jet parameters, the jet ET , η, φ, sum of transverse

energy in the event and track multiplicity. The mistag matrix is derived from

the tagging rate with negative Lxy significance in generic QCD jet events. This

parametrization is motivated by the fact that light quark jets are equally likely to

have negative Lxy as positive Lxy tags. Therefore, the negative Lxy rate in generic

jets is an approximation of the +Lxy of light quark jets (i.e. mistag rate). To obtain

the mistag contribution of a sample of W + Njet events, the mistag probability is

computed for each jet in the event which is then summed over all events in the

sample.

• Diboson

The predicted number of diboson events in our data sample is calculated the same

way as single top and the tt̄ background. The theoretical cross section has been

calculated for the Tevatron [50].

q

q’

W, Z

W, Z

Figure 5.4: Diagram for Diboson production WW, WZ, ZZ.

• non-W

The non-W contribution is derived from data. The method is based on the cor-
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WW WZ ZZ

σ at 1.96 TeV 13.30 pb 3.96 pb 1.57 pb

Table 5.2: Diboson cross sections.

relation of two quantities, the lepton isolation and 6ET . We assume that in the

pre-tagged sample, events containing a real W are confined in a region with large

6ET and low lepton isolation, while non-W events are evenly distributed in 6ET ver-

sus lepton isolation space, with no correlation. Four regions are defined to make

quantitative prediction:

– Region A: 6ET ≤ 15 GeV, iso ≤ 0.1

– Region B: 6ET ≤ 15 GeV, iso ≥ 0.2

– Region C: 6ET ≥ 20 GeV, iso ≥ 0.2

– Region D: 6ET ≥ 20 GeV, iso ≤ 0.1 (W signal region)

Based on the assumptions made, the number of pre-tagged events in region D is:

(NA ·NC)/NB. The tagging efficiency is estimated from region B and D to calculate

the number of events expected in the b-tagged sample.

The result of the background calculation for the various non-top background sources

in the tagged W+2 jets sample is listed in Table 5.3. The efficiency of the Mlνb-window

cut is obtained from Monte Carlo samples except for the non-W background which was

obtained from QCD enriched data where the lepton isolation requirement was inverted

(see Section 5.3).

In summary, we expect 30.0± 5.8 non-top events to pass the event selection require-

ments in 162 pb−1 of data. The uncertainties on the W+HF processes are correlated

and therefore added linearly, the uncertainties on Mistags, non-W and dibosons are

uncorrelated and were added in quadrature [42].
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NWbb̄ NWcc̄ NWc NMistags Nnon−W Ndiboson

W+2jets+EV+b-tag 23.7±6.8 8.5±2.3 8.5±2.2 18.5±2.6 10.3±1.7 2.3±0.3

...+ Mlνb window cut 11.0±3.4 3.6±1.1 3.8±1.1 7.5±1.6 3.0±0.7 1.0±0.1

Table 5.3: Number of predicted non-top background events after event selection require-

ments.

5.3 Mlνb Mass Window

To further reject background events from entering our single top event selection and to

improve our overall signal purity we require the invariant mass of the lepton, neutrino

and the b-tagged jet, Mlνb to be close to the top quark mass. We require all candidate

events to fall within a Mlνb window in order to be accepted. The method we use to

calculate Mlνb is outlined in Section 4.6.

By varying the size of the window around the top quark mass of ' 175 GeV/c2 we can

find the window which provides the optimal statistical signal significance, S/
√

(B). Table

5.4 shows several mass window scenarios and their corresponding window efficiency for

signal and background events together with the resulting signal significance. Three mass

windows show similar good signal significance and we choose the one with the largest

kinematic coverage, 140 ≤ Mlνb ≤ 210 GeV/c2.

Figure 5.5 shows the Mlνb distribution for signal and background processes. The

non-top background distribution is composed of Mlνb distributions obtained from Monte

Carlo samples of all sources listed in Table 5.3. The shape of the non-W distribution is

taken from QCD enriched data which was obtained by selecting events where the isolation

requirement was inverted. The relative contribution of each process is normalized to the

expected yield for each process.

The single top signal is most likely to fall inside the mass window. The tt̄ distribution

is expected to be broader since it suffers from combinatorial ambiguity to assign the
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Mlνb window: s-channel t-channel tt̄ non-top S/
√

(B)

100-250 GeV/c2 0.93% 0.99% 0.78% 0.92% 0.65

105-245 GeV/c2 0.92% 0.99% 0.75% 0.90% 0.65

110-240 GeV/c2 0.90% 0.98% 0.72% 0.87% 0.66

115-235 GeV/c2 0.87% 0.97% 0.70% 0.81% 0.67

120-230 GeV/c2 0.84% 0.96% 0.66% 0.74% 0.68

125-225 GeV/c2 0.81% 0.94% 0.63% 0.66% 0.70

130-220 GeV/c2 0.77% 0.91% 0.58% 0.59% 0.71

135-215 GeV/c2 0.72% 0.88% 0.53% 0.51% 0.73

140-210 GeV/c2 0.66% 0.84% 0.48% 0.45% 0.74

145-205 GeV/c2 0.60% 0.79% 0.43% 0.38% 0.74

150-200 GeV/c2 0.54% 0.72% 0.37% 0.31% 0.74

155-195 GeV/c2 0.46% 0.64% 0.31% 0.25% 0.72

160-190 GeV/c2 0.36% 0.52% 0.24% 0.19% 0.67

165-185 GeV/c2 0.26% 0.38% 0.17% 0.12% 0.59

Table 5.4: Efficiency of Mlνb mass window cut for signal and background.

correct final state particles to the correct top quark, since the top quark is produced in

pairs. The s-channel distribution has a longer tail at high masses than the t-channel for

similar reasons. The b-jet recoiling against the top quark can sometimes be incorrectly

assigned to be the b-jet from the top quark decay. The non-top distribution is expected

to ’peak’ at low Mlνb, which is an artifact of the minimum ET threshold applied to the

final state objects (i.e. jets, leptons, 6ET ). The distribution then falls all the way from

there to the highest masses in the analysis.
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Figure 5.5: Mlνb distributions for signal and background events. Only events which fall

inside the Mlνb-window will be accepted in the analysis. The distributions are normalized

to unit area.

5.4 Signal to Background Ratio

Extracting a single top signal is a challenging task because of the large number of back-

ground processes. We employ several powerful tools in this analysis to improve the

signal to background ratio. Table 5.5 summarizes the signal to background ratio at vari-

ous stages of the event selection. By selecting events which feature a W boson candidate

plus two jets and pass the event veto rejections, the S/B is still as low as 1/2011. Re-

quiring at least one b-tagged jet improves this by a factor of ' 14. Adding the Mlνb

mass-window improves the S/B again by almost a factor of two. The next chapter will

1This is also the reason why the signal contribution in equation 5.1 was ignored.
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Event selection Signal (S) Background (B) S/B

W+2 jets + EV 14.4 2894 ' 1/201

W+2 jets + EV + b-tag 5.7 78.1 ' 1/14

W+2 jets + EV + b-tag + Mlνb window 4.3 33.8 ' 1/8

Table 5.5: Signal to Background ratio after event selection requirements.

discuss the likelihood method we use to further improve our sensitivity to a single top

signal and to better discriminate between signal and background.



Chapter 6

Maximum Likelihood Method

To quantify the single top content in the data, a maximum likelihood method is used

[6]. We include the Poisson behaviour of the expected event yield, the independent

background calculation and the shape information of the distribution of the kinematic

variable HT into the model.

6.1 Introduction

In this chapter, the maximum likelihood method is described used in this analysis. The

data will be in the form of measured values of the kinematic variable HT for N observed

events1. We assume that each event is either from signal or background, i.e. N = Ns+Nb.

Because of the small number of predicted signal and background events, we have to

assume they are distributed according to a Poisson distribution with unknown means

ns and nb. The likelihood function, L, is a function of the unknown Poisson means ns,

nb and is defined such that it expresses the joint probability of observing the N data

events at their respective values of the kinematic variable HT . The values ns, nb at

which L achieves its maximum, corresponds to the most probable estimate for the true

1Data events which pass the event selection requirements described in Chapter 4.

69
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signal and background content Ns, Nb in the data sample. In Section 6.2, the kinematic

variable HT is introduced. The shapes of the HT distributions for single top, tt̄ and

non-top background are used as signal and background ’templates’ in the definition of

the likelihood function. The explicit expression of the likelihood function is explained

in Section 6.3, and sources of systematic uncertainties that are incorporated into the

analysis are discussed in Section 6.5.

6.2 Kinematic Variable HT

Since two channels contribute to single top quark production, we can expect, a-priori,

the highest sensitivity to a single top signal by combining both processes in the search. It

is therefore best to identify a kinematic variable with a distribution that looks similar for

s-channel and t-channel single top quark production and different for the backgrounds.

The scalar sum of transverse energies of all final state particles in the event (HT ) is such

a variable. We define it as:

HT ≡ Elepton
T + 6ET +

∑

Ejets
T (6.1)

where all jets with raw ET > 8 GeV and |η| < 2.8 in the event are included 2. We apply

jet corrections level 7 (defined in Section 4.4.1) to the identified jets. Figure 6.1 shows

the distribution for s- and t-channel single top obtained from our single top MC samples.

The shapes are very similar for both processes, which makes it a good variable for a

combined (s-channel + t-channel) single top search.

We model the HT distribution of the tt̄ and the non-top background separately. The

tt̄ distribution is obtained from the tt̄ Monte Carlo sample. The non-top distribution has

contributions from all non-top processes and the relative contributions are taken from

the a-priori event yield prediction summarized in Table 5.3. Figure 6.2 shows the super-

2The lower jet-ET requirement, compared to the jet counting threshold, is motivated to better dis-
criminate against tt̄ events which have more final state particles in the event and therefore higher HT .
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Figure 6.1: HT distribution for both single top processes for events which pass all event

selection requirements.

position of HT distributions of all non-top processes. The distributions for Wbb̄, Wcc̄

and Wc are obtained from Monte Carlo samples generated with the ALPGEN program

[51]. The distribution for the Mistags is obtained from a generic Wqq̄ (ALPGEN) Monte

Carlo sample weighted by the summed mistag probability of each jet in the event [42].

We obtain the non-W HT -distribution from a QCD enriched sample where the isolation

requirement of the lepton was inverted.

To remove statistical fluctuations from the binned histograms, the distributions are

smoothed. To perform the smoothing, the HT histograms are binned with a fine granu-

larity of 1000 bins and each bin-content is averaged with the bin content of 20 bins on

either side. The smoothed HT templates for single top, tt̄ and non-top background are

shown in Figure 6.3. The non-top distribution is the smoothed version of Figure 6.2. All

histograms are normalized to unit-area.



Chapter 6. Maximum Likelihood Method 72

50 ����� ����� ����� ����� 300 350 400 450 500 550
0

��� �

1

��� �

2

��� �

3

� � �

�
	���

ags

b
���

c
���
���
� 	��������

on� � � � �

��� �"!$#&% �('*)+� � �,
-� ! � ���$.0/ '1�32 �
dTH

� 	���
�'1	 � 24

ion f

�3'")5� � �,
-� ! � ���$.0/ '6�(2 �
dTH

50 ����� ����� ����� ����� 300 350 400 450 500 550
0

��� �

1

��� �

2

��� �

3

� � �

H
TH
TH 798;: V]

<>=
?@ ts

 /
 

AB
C e

V

Figure 6.2: Total HT distribution for the non-top background processes (for events which

pass all event selection requirements). The relative contribution from each process is

normalized to the predicted event yield summarized in Table 5.3.

6.3 Likelihood Function

The HT distribution of the data is assumed to be a superposition of the single top, tt̄ and

non-top HT distributions. The information we obtain from data is only the total number

of events N , which pass our selection requirements and their individual values of HT .

Both the arrangement of signal and background events as well as the individual number

of signal and background events are unknown. Using the likelihood method, we measure

the single top and background normalizations, such that if N events observed in data

were chosen from respective single-top and background Poisson distributions having those

means, the likelihood of observing the data is maximized. The Poisson means for signal

and background are parameters in the likelihood function shown in Equation 6.2. Three

free parameters were chosen to represent the combined (s-channel + t-channel) single
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Figure 6.3: Smoothed HT templates for signal and background normalized to unit area

(only bins 50-550 are shown).

top (β1), tt̄ (β2) and non-top (β3) normalizations, where βj = nj/Npred
j = σj/σSMj

. The

likelihood function can be expressed in three terms [52]. The first term takes the Poisson

behaviour of the respective amounts of signal and background about Poisson means ni

into account (with n =
∑3

i=0 ni). The second term embodies the event-by-event shape

probability for signal and background, given the particular value of HT of each event.

The third term includes the information of our background estimate into the likelihood,

particularly the uncertainty on the predicted yield of background events. We do this by

including a factor which Gaussian constrains the free parameters for the background β2

and β3. The width of the Gaussian function is given by the predicted relative uncertainty

of the tt̄ (∆2 = 24%) and non-top background (∆3 = 19.5%).

L(β1, β2, β3) =
e−nnN

N !
︸ ︷︷ ︸

Poisson term

N∏

k=1

β1F1(HTi
) + β2F2(HTi

) + β3F3(HTi
)

n
︸ ︷︷ ︸

Shape Probability

3∏

j=2

G(βj|1, ∆j)

︸ ︷︷ ︸

Gauss constraints

(6.2)



Chapter 6. Maximum Likelihood Method 74

• βj = nj/Npred
j = σj/σSMj

: Free parameter for process j;

j=1 for single top, j=2 for tt̄, j=3 for non-top

• Npred
j : Predicted number of events for process j

• n =
∑3

j=1 βjnj: Most likely sum of signal and background Poisson means

• Fj(HT ): Template for process j, normalized to the total number of events predicted

for process j, i.e.
∫

Fj(HT )dHT = Npred
j

• G(βj|1, ∆j) = 1
2π∆2

j

e−(βj−1)2/2∆2

j : Imposes Gaussian constraints on the background

parameters that deviate too much from the independent background prediction

6.4 Testing the Maximum Likelihood Method

To test the maximum likelihood method, we apply it to many pseudo-experiments. Each

pseudo-experiment consists of a sample of fake data we would expect to obtain from

repeated CDF II experiments. The distribution of fit parameters can then be statistically

examined.

6.4.1 Generation of Pseudo-Experiments

Each pseudo-experiment consists of an ensemble of HT values randomly generated accord-

ing to the expected HT distribution (template) for signal and background. Each pseudo-

experiment is composed of Nsingle top, Ntt̄ and Nnon−top Monte Carlo events, respectively.

We compute the particular values of Nsingle top, Ntt̄ and Nnon−top by numerically Pois-

son fluctuating the signal and background predictions summarized in Table 7.1. I.e.

Nsingle top = Poisson(Npred
single top); Ntt̄ = Poisson(Npred

tt̄ ); Nnon−top = Poisson(Npred
non−top).

We then randomly draw Nsingle top, Ntt̄ and Nnon−top events from the Monte Carlo tem-

plates of Figure 6.3. The obtained dataset represents one pseudo-experiment. The en-

semble of HT values are, of course, different for each pseudo-experiment.
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6.4.2 Result of Pseudo-Experiments

We apply the maximum likelihood method to each pseudo-experiment. To perform the

task of maximizing L with respect to the parameters β1, β2 and β3, we use the MINUIT

software package [53]. MINUIT maximizes L most effectively by minimizing −logL.

MINUIT performs a gradient search for the minimum value of the user-supplied multi-

parameter function using the Davidon-Fletcher-Powell algorithm [53]. In addition to

finding the parameter values which minimize −logL, MINUIT finds the uncertainty asso-

ciated with the parameters. The statistical uncertainty reported by MINUIT corresponds

to the amount by which the parameter would need to change in order to increase −logL

by 0.5 units.

The distribution of parameter β1, β2 and β3 which maximized the likelihood function

in 10,000 pseudo-experiments is shown in Figure 6.4 (first column of graphs) together with

the uncertainty on the fit parameter (second column of graphs) and the ’pull’ distributions

(third column of graphs). The pull is defined as the difference between the parameter

value that maximized the likelihood function (reported by MINUIT) and the predicted

value (β = 1 by definition) divided by the uncertainty on the parameter.

pull(βi) =
(βi − 1.0)

σβi

If the maximum likelihood method is performing correctly, we expect a pull distribution

centered around zero and a width of unity (which is the case for all three parameters).

6.5 Incorporating Systematic Uncertainties

Sources of systematic uncertainty are incorporated in this analysis as nuisance parameters

in the likelihood function, conform with a fully Bayesian treatment [54]. Most systematic

uncertainties, such as the uncertainty on the jet-energy-scale, can affect the analysis

in two ways: first, since we require the jets to have ET > 15 GeV, a change in the
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Figure 6.4: Distribution of maximum likelihood fit parameters, statistical uncertainty on

the parameter and pulls for 10,000 pseudo-experiments using predicted amounts of signal

and background from Table 7.1.
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jet-energy-scale affects the event detection efficiency derived in Chapter 4 (we call this

the ’normalization uncertainty’). Meanwhile, the shape of the HT distribution, which

depends also on jet energies, will also change (we call this the ’shape uncertainty’). We

include all sources of systematic uncertainty into the likelihood and take the correlation

between normalization and shape uncertainties for a given source into account [55]. To

do this, we re-write Equation 6.2 as a binned likelihood function, as shown in Equation

6.3. This has the advantage that one can express the dependency of the likelihood on

systematic effects (both shape and normalization) in finite intervals, given by the bin

size. We choose 1000 bins3 for HT values ranging from k=0 to k=1000 GeV (i.e. the

bin size is 1 GeV). In the binned likelihood, the Poisson term is applied to the expected

number of events in bin k, µk, and the shape information is given by αjk, which gives

the content of the HT template of process j in bin k. The HT templates are normalized

to the predicted number of events (i.e.
∑1000

k=0 αjk = Nj).

L(β1, β2, β3; δ1, ... , δ7) =
B∏

k=1

e−µk · µnk

k

nk!
︸ ︷︷ ︸

Poisson term

·
3∏

j=2

G(βj|1, ∆j)

︸ ︷︷ ︸

Gauss constraints

·
7∏

i=1

G(δi, 0, 1)

︸ ︷︷ ︸

Systematics

(6.3)

where, µk =
3∑

j=1

βj ·
{

7∏

i=1

[1 + |δi| · (εji+H(δi) + εji−H(−δi))]

}

︸ ︷︷ ︸

Normalization Uncertainty

(6.4)

· αjk
︸ ︷︷ ︸

Shape P.

·
{

7∏

i=1

(1 + |δi| · (κjik+H(δi) + κjik−H(−δi)))

}

︸ ︷︷ ︸

Shape Uncertainty

(6.5)

Seven categories of systematic uncertainties, labeled by the index i, are considered

in the likelihood: (1) the jet-energy-scale, (2) modeling of initial state radiation (ISR),

(3) modeling of final state radiation (FSR), (4) choice of parton distribution function,

(5) choice of Monte Carlo event generator, (6) the top quark mass uncertainty, (7) event

detection efficiency combined with the uncertainty on the integrated luminosity. The

3This makes the binned likelihood function effectively an un-binned one since resolution effects are
about 10 times larger than the bin size.
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relative strength of a systematic effect due to the source i is parameterized by the variable

δi in the likelihood function, constrained to a unit-width Gaussian (last term in Equation

6.3). The ±1σ changes in the normalization of process j due to the ith source of systematic

uncertainty are denoted by εji+ and εji− (see Equation part 6.4). The ±1σ changes in

bin k of the HT templates for process j due to the ith source of systematic uncertainty

are quantified by κjik+ and κjik− (see Equation part 6.5). H(δi) represents the Heaviside

function, defined as H(δi) = 1 for δi > 0 and H(δi) = 0 for δi < 0. The Heaviside function

is used to separate positive and negative systematic shifts (for which we have different

normalization and shape uncertainties). The variable δi appears in both the term for the

normalization (Equation 6.4) and the shape uncertainty (Equation 6.5), which is how

correlations between both effects are taken into account.

6.5.1 Normalization uncertainties

Normalization uncertainties are estimated by recalculating the event detection efficiency

using Monte Carlo samples altered due to a specific systematic effect. The normalization

uncertainty is the difference between the systematically shifted event detection efficiency

and the default event detection efficiency given in Tables 4.5 and 4.6. Table 6.1 summa-

rizes the values obtained for all seven sources of systematic uncertainty. The effect of the

uncertainty in the jet energy scale is evaluated by applying jet-energy corrections that

describe ±1σ variations to the default correction factor. For the s-channel, both varia-

tions show a lower event detection efficiency (both relative changes are negative). This

is an artifact of the Mlνb-window cut. Increasing (decreasing) the jet energy scale factor

by the +1σ (−1σ) variation, shifts the Mlνb distribution (shown in Figure 5.5) to higher

(lower) values. In both cases, the number of events which fall inside the Mlνb-window is

smaller than in the default Monte Carlo sample (for which it was optimized). Systematic

uncertainties due to the modeling of ISR and FSR are obtained from dedicated Monte

Carlo samples where the strength of ISR/FSR was increased and decreased in the parton
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No. Source s-channel t-channel Combined

1 Jet energy scale −0.9
−1.73%

+1.5
−5.6%

+0.7
−4.3%

2 ISR ±0.9% ±1.0% ±1.0%

3 FSR ±5.1% ±1.6% ±2.6%

4 PDF ±2.7% ±4.4% ±3.8%

5 Generator ±2% ±5% ±3%

6 Top quark mass −3.1
−0.9%

+0.6
−6.1%

−0.7
−4.4%

7 εevt ⊕ Luminosity ±9.8% ±9.8% ±9.8%

Table 6.1: Systematic normalization uncertainties εji for s- and t-channel single top and

both processes combined.

No. Source tt̄ non-top

1 Jet energy scale −20.3
+24.6%

+10.1
−12.7%

6 Top quark mass ±4.4% N/A

Table 6.2: Systematic normalization uncertainties εji for the tt̄ and non-top background.

showering to represent ±1σ variations [56]. To evaluate the uncertainty associated with

the specific choice of parton distribution functions (PDF), we investigate several sensitive

choices and selected the PDF that led to the largest deviation (MRST72) [19] from our

default set of PDF (CTEQ5L) [18] to represent a ±1σ variation. We estimate the uncer-

tainty associated with the choice of the Monte Carlo generator using single top Monte

Carlo samples generated with the TopREX program [57]. We take half the difference to

the default sample to represent a ±1σ variation.

For the backgrounds, most normalization uncertainties are absorbed into the uncer-

tainty on the predicted number of background events ∆j. Two major uncertainties are

taken separately into account: the uncertainty on the jet energy scale and the top quark

mass. The specific values are summarized in Table 6.2.
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Figure 6.5: Absolute shift of the HT template histograms (α · κ) in each bin due to

systematic shape uncertainties. The graphs are normalized to the maximum bin content

of the default (single top) HT template.

6.5.2 Shape Uncertainties

The Monte Carlo samples used to determine the systematic normalization uncertain-

ties are also used to produce shifted HT templates (due to the systematic effects). By

comparing the shifted templates to the default likelihood template, we can estimate the

systematic shape uncertainty. For each systematic effect, the relative difference of the

shifted template to the default template is calculated in each bin (i.e. 1 GeV steps).

The values obtained correspond to κjik+ and κjik− in the likelihood function (Equation

6.5). Since αjk gives the content of the default HT template in bin k, the absolute shape

difference corresponds to α · κ. The α · κ distributions are shown in Figure 6.5 for all

systematic effects. The graphs are normalized to the maximum content of the default

HT template. The left plot shows the −1σ shape variation and the right plot shows the

+1σ variation. The uncertainty on the jet-energy scale and the top quark mass are the
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dominating systematic effects and show shape variations of up to 15% of the maximum

template hight. The graphs pass through zero at the maximum of the default single top

template (HT = 213 GeV), since this is where the absolute difference changes sign.

For the non-top background, we take an additional source of systematic error into

account: the choice of the factorization scale of the W+jets background. The default

Monte Carlo samples use a variable factorization scale Q2 = M2
W +

∑
p2

T , and we also in-

vestigate a constant scale Q2 = M2
W . The shape uncertainty on the background templates

are shown in Appendix B.

6.5.3 Marginalizing the Likelihood

The likelihood function depends on many parameters: the signal and background cross

sections, the uncertainty on the background normalization and the parameters of the

systematic uncertainties. Since we are only interested in the parameter β1, which corre-

sponds to the single top cross section normalization (β1 = σ1/σSM), we treat all other

parameters in the likelihood as nuisance parameters and we can remove their dependence

by integrating over them [6, 54]. The integration yields the marginalized likelihood which

only depends on the single top parameter β1. The marginalized Likelihood is defined as:

L∗(β1) =
∫ +∞

0
L(β1, β2, β3; δ1, ... , δ7) dβ2dβ3dδ1...dδ7

The integration is performed using a Monte Carlo integration technique developed by

Catalin Ciobanu [55]. For each MC integration point, a random number for the nui-

sance parameters βj and δi is generated according to the Gaussian prior distributions

G(βj, 1, ∆j) and G(δj, 0, 1).

In Bayesian statistics, all knowledge about β1 is summarized by the posterior prob-

ability distribution function (p.d.f.), p(β1|data), which gives the degree of belief for β1

to take on values in a certain region, given the data. The posterior p.d.f is obtained by
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using Bayes’ theorem:

p(β1|data) =
L∗(data|β1)π(β1)

∫ L∗(data|β ′
1)π(β ′

1)dβ ′
1

where L∗(data|β1) is the marginalized likelihood and π(β1) is the prior p.d.f. for β1. The

denominator simply normalizes the posterior p.d.f. to unity. We assume no knowledge

about the single top production cross section, thus a flat prior, π(β1) = H(β1), is used

in this analysis.

6.5.4 Setting an Upper Limit on the Production Cross Section

In Section 6.4 we performed pseudo-experiments with fake datasets that we would expect

from performing many CDF experiments. The statistical uncertainty on the single top

parameter β1 (middle plot on the top of Figure 6.4) was, on average, on the order of

170 %. Assuming the Standard Model is the correct description of Nature, we do not

have the statistical power to measure a significant single top signal with this dataset

which we would call evidence or observation of single top quark production. Instead,

we can use the likelihood method to set an upper limit on the production cross section.

If, however, Physics beyond the Standard Model would significantly alter the single top

production rate, the data would show a significant deviation from the expectation4.

To set an upper limit on the single top quark production cross section at the 95%

Confidence Level, we integrate the posterior p.d.f. up to the limit β95
1 to cover 95% of

the posterior p.d.f.

0.95 =
∫ β95

1

0
p(β1|data)dβ1

4I.e. the likelihood method applied to the data would return a value of β1 significantly different from
the expectation of 1.0.
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6.5.5 A Priori Sensitivity

Before applying the likelihood method to data, we estimate a priori the sensitivity of

the likelihood method by measuring what cross section limit we are expecting to be able

to set in data. We apply the maximum likelihood method to pseudo-experiments which

tests the real measurement. For each pseudo-experiment the a priori upper limit at 95
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Figure 6.6: Distribution of a-priori upper limits at 95 % C.L. on the combined single top

quark production cross section determined from pseudo-experiments.

% C.L. on the combined single top quark production cross section is calculated. Figure

6.6 shows the distribution obtained from 7000 pseudo-experiments. We take the median

of this distribution as a measure of the a-priori sensitivity and find a value of 13.6 pb

(12.4 pb statistical only), roughly 4.6 times larger than the Standard Model cross section

prediction.



Chapter 7

Results from Data

We apply now the event selection summarized in Chapter 4 and the likelihood method

described in Chapter 6 to data. Table 7.1 summarizes the predicted number of single top

and background events. In total, we expect 38.1 ± 5.9 events to pass our event selection

in approximately 162 pb−1 of CDF Run II data and we observe 42 events. This is in

good agreement with the prediction, given the uncertainty. The event yield in data after

applying (sequentially) all event selection criteria is summarized in Appendix C. We

N events

s-channel (σs = 0.88 ± 0.11 pb) 1.5 ± 0.2

t-channel (σt = 1.98 ± 0.26 pb) 2.8 ± 0.5

tt̄ (σtt̄ = 6.7+0.71
−0.88 pb) 3.8 ± 0.9

non-top 30.0 ± 5.8

Sum 38.1 ± 5.9

Observed 42

Table 7.1: Predicted number of signal and background events after all event selection

requirements in 162 ± 10 pb−1 of CDF data, compared with the observation in data.

compare the HT distribution of the 42 data events with the sum of predicted single top

84
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and background HT shapes in Figure 7.1. Again, we find good agreement between data

and prediction.

 [GeV]TH

100 150 200 250 300 350 400 450

E
ve

n
ts

 / 
15

 G
eV

0

2

4

6

8

 CDF II data
 single top

t t
 non-top
 SUM

 [GeV]
TH

100 200 300 400

N
or

m
al

iz
ed

 to
 u

ni
t a

re
a

 s-channel
 t- channel

Figure 7.1: HT distribution for data (42 events) compared with smoothed predictions for

signal and background. The inset shows the HT distribution for both contributing single

top quark production channels.

One event contributes at high HT ' 475 GeV with very little probability to be either

single top or background. We show details about this special event in Section 7.2.

7.1 Upper Limit at 95% Confidence Level

Finally, we apply the likelihood method to the data in order to extract the most probable

single top content in the data sample. The posterior probability density obtained by

marginalizing the likelihood and multiplying with a flat prior is shown in Figure 7.2.
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The most probable value (MPV) corresponds to the most likely combined single top
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Figure 7.2: Posterior probability distribution function, p(β1), obtained by applying the

likelihood method to data.

production cross section given the data. The MPV is obtained at 7.7+5.1
−4.9 pb. The

uncertainty corresponds to the range of highest posterior probability density which covers

68.4% [6]. Since this uncertainty is rather large, we extract the upper limit on the

production cross section at the 95% C.L. We integrate the posterior probability density

to cover 95% of the area and find σsingle top < 17.8 pb at 95% C. L. [58].

7.2 Special Event at High HT

One event in the data has very high HT ' 475 GeV. This seems very unlikely, given the

Standard Model prediction for single top, non-top and tt̄. In this context, the observation

of events with low probability is interesting, because it could indicate the presence of new

physics beyond the Standard Model. In this Section, we will summarize the kinematic
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Figure 7.3: Front end view of the CDF detector for the highest HT event.

properties of this event and calculate the probability that a Standard Model process is

the origin of this event. We end this Section with the conclusion that in an ensemble

of ' 38 events, there is a reasonably large probability that one of the Standard Model

processes is the origin of this event.

In Figure 7.3, the event is shown in the CDF event display showing the tracking

and calorimeter as well as the muon system. The lighter color in the calorimeter towers

represents energy deposited in the EM calorimeter, the darker color represents energy

deposited in the HAD calorimeter. The lepton (electron in this case) may be distinguished

from the two energetic jets since it deposits only very little energy in the HAD calorimeter.

The arrow points towards the direction of 6ET . Figure 7.4 shows the transverse energy

deposition in the calorimeter in a ’lego plot’. The two highest energy jets and the

lepton are clearly visible. Both jets feature a significant displaced secondary vertex and
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Object ET η φ

Lepton (e−) 50.9 ± 1.5 GeV 0.24 ± 0.004 1.81 ± 0.0002

6ET 25.7 ± 11.0 GeV N/A 5.61 ± 0.18

Jet 1 213.1 ± 6.5 GeV 0.45 ± 0.02 3.80 ± 0.03

Jet 2 185.1 ± 7.7 GeV -0.13 ± 0.04 0.53 ± 0.05

HT 474.7 ± 17.1 GeV

Mbb̄ 411.3 ± 13.9 GeV/c2

Mlνb 172.9 ± 7.7 GeV/c2

Mlνb̄ 249.2 ± 2.9 GeV/c2

Mlνbb̄ 504.5 ± 11.6 GeV/c2

Table 7.2: Kinematic properties of the highest HT event.

have been b-tagged by the SecVtx algorithm. Table 7.2 summarizes several kinematic

quantities of the event. It should be noted that even though the event has very high HT

and a very high di-jet mass, the invariant mass of the lepton, neutrino and b-jet (b-jet

with the highest Qlepton · ηb−jet which is more likely the b-jet from the top quark decay)

Mlνb=172.9 GeV/c2 is very close to the top quark mass. The invariant mass of the entire

final state, Mlνbb̄=504.5 GeV, is very large. A possible non Standard Model candidate

for this kind of signature would be a heavy W ′ boson, with W ′ → tb̄ [59].

In order to calculate the probability that any Standard Model process (single top, tt̄

or non-top) produced the event, we can make use of the template distributions shown in

Figure 7.1. The area underneath the sum of the template distributions from 450 GeV-∞

corresponds to the probability of observing an event greater 450 GeV. This probability

amounts to about 0.44%. Given that our predicted number of events in data was 38.1,

we can estimate,a priori, the probability of observing one event with HT ≥ 450 GeV

with the CDF experiment, (i.e. Pexp(one event with HT > 450) ' N · Pevt(HT > 450) =

38.1·0.44 = 16.8%). We arrive at the same answer by performing pseudo-experiments and
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Figure 7.4: Lego plot of transverse energies in the CDF calorimeter for the highest HT

event.

counting the fraction of pseudo-experiments that have at least one event with HT > 450.

In 100 000 pseudo-experiments, we find 16 577 experiments with at least one event with

HT > 450 (16.8%); 1253 experiments had at least two events with HT > 450 (1.5%).

In summary, there is a reasonably large probability that this event originates from a

Standard Model process. Statistically, we expect (on average) that about one in seven

CDF experiments (with 162 pb−1 of data) will feature an event with HT > 450 GeV; if

we were to observe two events, this probability would only be one in 67. In neither case

we would use this as evidence for new physics.



Chapter 8

Outlook:

Improving the Sensitivity of the

Search for Single Top

This chapter describes a new analysis technique that makes optimal use of information

in the data. Since single top quark production suffers from a large number of background

processes, using more information about each event improves our ability to discriminate

single top against the background. The implementation of the new analysis method is

similar to a recently optimized measurement of the top quark mass in tt̄ lepton+jets

events (events where one W boson decays leptonically and the other W boson decays

into quarks). Using this technique doubled the statistical sensitivity of the analysis [60].

The strategy is related to a method previously used for the measurement of the mass and

the cross section of tt̄ in dilepton events (events where both W bosons decay leptonically)

[61, 62].

90
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8.1 Introduction

The new method relies on a comparison of event probabilities for signal and background

processes based on the Standard Model differential cross-section calculation.

The data for the analysis described in Chapter 6 and 7 was of the form of measured

values of the kinematic variable HT for each observed event. The shape of the HT

templates used in the likelihood method corresponds to the shape of the differential cross-

section distributions dσ/dHT for signal and background. An improved discrimination

between signal and background processes could be achieved by including the shapes of

all differential cross sections in the analysis. This can be achieved by calculating the

fully differential cross section on an event-by-event basis for the signal hypothesis, and

the background hypothesis to quantify how likely the event is to be either signal or

background. The differential cross-section is given by [6]:

dσ =
(2π)4|M |2

4
√

(q1 · q2)2 − m2
q1

m2
q2

dΦn(q1 + q2; p1, .., pn) (8.1)

where |M | is the Lorentz invariant matrix element; q1, q2 and mq1
, mq2

are the four

momenta and masses of the incident particles; and dΦn is the n-body phase space given

by [6]:

dΦn(q1 + q2; p1, .., pn) = δ4(q1 + q2 −
n∑

i=1

pi)
n∏

i=1

d3pi

(2π)32Ei

(8.2)

If the CDF detector would be ’ideal’, and if we could measure all four momenta

of the initial and final state particles very precisely, we could use this formula without

modification and normalize it to the total cross section to define the event probability:

Pevt ∼
dσ

σ

However, several effects have to be considered: (1) the initial state interaction is initiated

by partons inside the proton and antiproton, (2) neutrinos in the final state are not iden-

tified directly, and (3) the resolution of the detector can not be ignored. To address the

first point, the differential cross section is folded over the parton distribution functions.
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To address the second and third points, we integrate over all particle momenta which we

do not measure (e.g. pz of the neutrino), or do not measure very well, due to resolution

effects (e.g. jet energies). The integration reflects the fact that we want to sum over all

possible particle variables (y) leading to the observed set of variables (x) measured with

the CDF detector. The transfer between the particle variables (y) and the measured

variables (x) is established with the transfer function, W (y, x). After incorporating the

effects mentioned above, the event probability takes the form:

P (x) =
1

σ

∫

dσ(y)dq1dq2f(x1)f(x2)W (y, x) (8.3)

where dσ(y) is the differential cross section in terms of the particle variables; f(xi) are

the PDFs, with xi being the fraction of the proton momentum carried by the parton

(xi = Eqi
/Ebeam); and W (y, x) is the transfer function. Substituting Equation 8.1 and

8.2 into Equation 8.3, and considering a final state with four particles (n=4), the event

probability becomes:

P (x) =
1

σ

∫

2π4|M |2 f(x1)

|Eq1
|
f(x2)

|Eq2
| W (y, x)dΦ4dEq1

dEq2
(8.4)

where the masses and transverse momenta of the initial partons are neglected (i.e.
√

(q1 · q2)2 − m2
q1

m2
q2

' 2Eq1
Eq2

). In Section 8.2, we will derive the transfer function

and make certain assumptions on the mapping between particles and measured objects.

In Section 8.3 we will apply the event probability of Equation 8.4 to single top events.

8.2 Transfer Function

The transfer function, W (y, x), provides the probability of measuring the set of observable

variables (x) that correspond to the set of production variables (y). The set (y) represents

all final state particle momenta at the particle level, while the set (x) represents the

measured momenta (of the corresponding object) with the CDF detector. In the case

of well-measured objects, W (y, x) is taken as a δ-function (i.e. the measured momenta
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are used in the differential cross section calculation without any transfer). When the

detector resolution cannot be ignored, W (y, x) is taken as a Gaussian-type function.

For unmeasured quantities, like the momenta of the neutrino, the transfer function is

unity (the transverse momenta of the neutrino, however, can be inferred from energy and

momentum conservation).

Lepton momenta are well-measured with the CDF detector and we will assume δ-

functions for them (first factor of Equation 8.5). The jet angular resolution of the

calorimeter is also good (on the order of σ∆R
' 0.07) and we assume δ-functions for

the transfer function of the jet directions (second factor of Equation 8.5). The resolu-

tion of the measured jet energies, however, is not negligible and the transfer function is

derived in Section 8.2.1. Using these assumptions, W (y, x) takes the following form for

the four particle final state we consider in the single top search (lepton, neutrino and two

jets):

W (y, x) = δ3(~p y
l − ~p x

l )
2∏

i=1

δ2(Ωy
i − Ωx

i )
2∏

j=1

Wjet(Epartonj
, Ejetj) (8.5)

where ~p y
l and ~p x

l are the produced and measured lepton momenta, Ωy
i and Ωx

i are the

produced quark and measured jet angles, and Epartonj
and Ejetj are the produced quark

and measured jet energies.

8.2.1 Jet-Parton Transfer

The transfer between parton and jet energies is determined by the transfer function

Wjet(Eparton, Ejet). The standard jet energy corrections introduced in Section 4.4.1 cor-

rect the energies of jets in a way that the means of the corrected jet energies and the

original parton energies are equal. Such corrections, however, do not account for the

shape of the difference in energies: the shape of the δE = (Eparton − Ejet) distribution).

This distribution is asymmetric and features a significant tail at positive δE, as shown in

Figure 8.1. Consequently, standard jet corrections, which assume Gaussian resolution,

often underestimate the original parton energy.
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Figure 8.1: Distribution of δE = (Eparton −Ejet) for matched jets to partons in s-channel

Monte Carlo events (passed through full detector simulation).

We parameterize the δE distribution as a sum of two Gaussian functions: one to

account for the sharp peak and one to account for the asymmetric tail:

Wjet(Eparton, Ejet) =
1√

2π(p2 + p3p5)
(exp

−(δE − p1)
2

2p2
2

+ p3 exp
−(δE − p4)

2

2p2
5

) (8.6)

where the parameters pi have a linear dependence on Eparton, i.e.

pi = ai + biEparton

A total of 10 parameters (a1, b1, .., a5, b5) are therefore required to specify Wjet(Eparton, Ejet).

Parameters for Wjet(Eparton, Ejet)

We determine the parameters of the transfer function Wjet(Eparton, Ejet) using the s-

channel Monte Carlo sample. We apply all event selection requirements outlined in

Chapter 4, except for the Mlνb-window. We then select jets which were reconstructed in

the same direction as the original particle (b or b̄ quark for s-channel single top). We

require the b quark to be within a cone of ∆R < 0.4 around the reconstructed jet-axis
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Figure 8.2: TOP: Lego plot of Eparton vs Ejet (passed through full GEANT detector

simulation) for a sample of matched jets to partons in s-channel single top Monte Carlo

events. BOTTOM: Functional form of Eparton vs Ejet, where Ejet is predicted using the

transfer function Wjet(Eparton, Ejet) of Equation 8.6 and the particle density n(Eparton).
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in order to be considered ’matched’. We correct the matched jet using jet-correction

level 5 and write out the jet energy together with the energy of the original particle. The

distribution of measured jet energies versus the original parton energy of the b quark is

shown in the upper plot of Figure 8.2. The parameters of the transfer function are then

derived by performing a maximum likelihood fit to these events.

If n(Ejet, Eparton)dEjetdEparton is the number of jets with jet energies between Ejet and

Ejet + dEjet, and particle energies between Eparton and Eparton + dEparton in this sample,

then:

n(Ejet, Eparton)dEjetdEparton = n(Eparton)dEpartonWjet(Eparton, Ejet)dEjet (8.7)

where n(Eparton)dEparton is the number of particles with an energy between Eparton and

Eparton + dEparton. The parameters of Wjet(Eparton, Ejet) are determined using a method

developed by Florencia Canelli such to maximize the agreement in Equation 8.7 [63].

The values obtained are summarized in Table 8.1.

pi = ai + biEparton ai bi

p1 [GeV] -1.380 -0.069

p2 [GeV] 1.955 0.079

p3 [N/A] 0.498 0.000

p4 [GeV] 5.702 -0.319

p5 [GeV] 1.319 0.179

Table 8.1: Parameters for Wjet(Eparton, Ejet) for s-channel single top Monte Carlo events

(jets matched to particles).

The parametrization is shown in Figure 8.2. The upper plot shows the two dimen-

sional distribution of Eparton vs Ejet obtained from the Monte Carlo sample, while the bot-

tom plot shows the prediction of this shape in a functional contour plot using the transfer

function and the particle density n(Eparton). The performance of the parametrization is
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best shown in Figure 8.3, which shows the δE = (Eparton −Ejet) distribution (histogram)

compared to the prediction from the transfer function (solid line).

Figure 8.3: Distributions of δE = (Eparton − Ejet) for different ranges of parton energy

of matched jets to partons. The histograms are (s-channel) single top Monte Carlo

events after full GEANT detector simulation and jet (level 5) corrections. The solid line

corresponds to the transfer function using the parameters of Table 8.1.

8.3 Event Probability

After specifying the transfer function, we can apply the general event probability of

Equation 8.4 to the case of the single top analysis.
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8.3.1 Matrix Element

We calculate the matrix element (|M |) for the event probability at leading order per-

turbation theory by using the HELAS (HELicity Amplitude Subroutines for Feynman

Diagram Evaluations) package [64]. The correct subroutine calls for a given process are

automatically generated by the MadGraph program [65]. Figure 8.4 shows the two di-

u

d̄

t

b̄

W ∗

W

b

l̄

ν

u

d̄

W
l̄

ν

b

b̄
Figure 8.4: Leading order Feynman diagram for s-channel single top quark production

and decay (left) and Wbb̄ background (right).

agrams we calculated with HELAS used in the Monte Carlo study described in Section

8.4.

8.3.2 Phase Space

The integration of the differential cross section has to be performed over 14 variables

corresponding to the momentum vectors of the four final state particles (12 variables)

and the longitudinal momenta of the initial state partons (2 variables). There are 11

δ-functions inside the integrals: four for total energy and momentum conservation (part

of the phase space factor, see Equation 8.2) and seven for the transfer function (three

for the lepton momentum vector and four for the jet angles, see Equation 8.5). The

calculation of the event probability therefore involves a three dimensional integration.

The integration is performed numerically over the absolute value of the quark momenta

(ρi = |~pi|) and the longitudinal momentum of the neutrino (pν,z). Since the value of
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the matrix element is negligible, except near the Breit-Wigner pole of the W boson,

we change the integration variable pν,z to the W -mass. The phase space for single top

events is derived in Appendix D and has been expressed as a function of the variables

(ρ1, Ω1, ρ2, Ω2, ~pl, m
2
W ). The result is:

dΦ4 = δ(Eq1
+ Eq2

−
4∑

i=1

Ei) δ(pq1,z + pq2,z −
4∑

i=1

pi,z)

× dm2
W

|2El
pν,z

Eν
− 2pν,z|

d3~pl

(2π)32El

1

(2π)32Eν

2∏

i=1

ρ2
i dρidΩi

(2π)32Ei
(8.8)

8.3.3 Event Probability for Single Top Events

Substituting the phase space factor (Equation 8.8) and the transfer function (Equation

8.5) into the expression for the event probability (Equation 8.4), we obtain:

P (x) =
1

σ

∫

2π4|M |2 f(x1)

|Eq1
|
f(x2)

|Eq2
| δ

3(~p y
l − ~p x

l )
2∏

i=1

δ2(Ωy
i − Ωx

i )
2∏

j=1

Wjet(Ejet, Eparton)Φ4

×δ(Eq1
+ Eq2

−
4∑

i=1

Ei)δ(pq1,z + pq2,z −
4∑

i=1

pi,z)d
3~pldm2

W dEq1
dEq2

2∏

i=1

dρidΩi (8.9)

where,

Φ4 =
2π4

(2π)9

1

2El

1

2Eν

ρ2
1

2E1

ρ2
2

2E2

1

|2El
pν,z

Eν
− 2pl,z|

The integration over Eq1
and Eq2

eliminates the two δ-functions in the second line of

Equation 8.9. The integration over the lepton momenta and the quark solid angles

eliminate the δ-functions in the first line of Equation 8.9 associated with W (y, x). The

final event probability takes the form:

P (x) =
1

σ

∫

dρ1dρ2dm2
W

∑

comb,ν

|M |2f(q1)

|q1|
f(q2)

|q2|
Φ4

2∏

i=1

Wjet(Eparton,i, Ejet,i) (8.10)

Because we do not know which one of the two jets came from the top quark decay,

we have to calculate the probability for both possible jet-parton assignments. The total

probability is summed over both combinations. We also obtain two solutions for the pν,z

for each integration step over mW (according to Equation 4.3) and the probability is

summed over both solutions.
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In summary, the event probability makes use of all measured quantities1 to specify

each event. This should provide good discrimination between signal and background. It

uses both possible jet combinations in the event so that the right jet-parton association is

always included. The expression for the event probability of Equation 8.10 can be applied

to the s-channel and t-channel single top process as well as to the major backgrounds

in the analysis, namely Wbb̄, Wcc̄ and Wc. Only the matrix element has to be changed

to represent the desired process. The event probability for the tt̄ background, however,

requires a new definition, because the process features six final state particles.

8.4 Study with Smeared Monte Carlo Events

In this section we study the discriminating power of the event probabilities in the search

for single top. To simplify the analysis we only distinguish two processes: s-channel

single top (representing the signal) and Wbb̄ (representing all background processes). We

generate 25,000 events for each process (at particle level with no detector simulation).

We use the transfer function Wjet(Ejet, Eparton) as a ’fast jet simulation’ to smear the

energies of the partons (quarks). This is possible since Wjets(Eparton, Ejet) models the

combined effects of radiation, hadronization, jet resolution and jet reconstruction. The

smearing is performed by randomly generating Ejet according to the double Gaussian

distribution of Wjet(Eparton, Ejet) given the particular value of Eparton in the event. Using

’smeared Monte Carlo events’ has the advantage that we can easily produce large sample

of signal and background events and we do not have to worry about detector effects which

may bias the outcome of the study.

We apply similar kinematic event selection requirements to the smeared events as

discussed in the event selection of the HT analysis (except the Mlνb-window). Table 8.2

summarizes the selection requirements.

1The only exception is the unclustered energy, which refers to the energy deposited in the calorimeter
from all sources except from leptons and jets.
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Lepton: ET > 20 GeV η < 1.0

Neutrino: ET > 20 GeV N/A

Jets: ET > 15 GeV η < 2.8

Table 8.2: Event selection requirements for simple study with smeared Monte Carlo

events.

For each event that passes the event selection we compute the event probability

for signal Ps and background Pb. Ps(x) and Pb(x) are both calculated according to

Equation 8.10, the only difference between the two calculations is the expression for the

matrix element. The values obtained on an event-by-event basis are visualized in a two

dimensional scattered plot shown in Figure 8.5. Each event (point) in the two-dimensional

plot has a signal probability and an associated background probability. The region with

highest signal density (red) is clearly visible and is separated from the background (blue).

We define an event probability discriminant as EPD= Ps/Pb to better show the

separation between signal and background. Figure 8.6 shows the distribution of the

discriminant for signal and background events. The scale of the x-axis is arbitrary.

We can now compare the separation of the EPD-distributions to, for example, the HT -

distributions for the smeared signal and background events. We calculate HT according

the definition of Equation 6.1 (without the normalization) except that here, we only

sum over jets with ET > 15 GeV. To quantify the improved statistical sensitivity of

the analysis using the event probabilities, we apply the likelihood method introduced

in Chapter 6 to the smeared Monte Carlo events and perform pseudo experiments. For

simplicity, we do not include sources of systematic uncertainties into the likelihood and

we use a similar expression to Equation 6.2 for the Likelihood function:

L(β1, β2) =
e−nnN

N !

N∏

k=1

β1F1(Vi) + β2F2(Vi)

n
G(β2|1, ∆2) (8.11)

• βj = nj/Npred
j = σj/σSMj

: Free parameter for process j;

j=1 for single top (s-channel), j=2 for background (Wbb̄)
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Figure 8.5: Correlation of s-channel event probability and Wbb̄ probability for smeared

Monte Carlo events. The sizes of the boxes are proportional to the density of points at

each position.

• Npred
j : Predicted number of events for process j

• n =
∑2

j=1 βjNj: Most likely sum of signal and background Poisson means

• Fj(V ): Template for process j, normalized to the total number of events predicted

for process j (
∫

Fj(V )dV = Npred
j )

• G(β2|1, ∆2) = 1
2π∆2

2

e(β2−1)2/2∆2

2 : Gaussian penalty for the background parameter to

deviate too much from the independent background prediction

We will assume a test dataset that is 6.2 times larger than what we had available for this

thesis, the equivalent of 1000 pb−1 of data. In such a dataset, we expect N1 = 35 single
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Figure 8.6: Event probability discriminant (EPD) distribution for transfer function

smeared s-channel single top and Wbb̄ background events. The distributions are nor-

malized to unit area.

top events and N2 = 495 background events to pass the event selection. We do not require

the events to pass the Mlνb-window since the event probability is very sensitive to events

reconstructed close to the top quark mass. The Breit-Wigner term for the top quark in

the matrix element intrinsically de-weights events away from the top quark pole mass.

We assume the background normalization to be known to ∆2 = 20%. This information is

used in the likelihood function in the form of the Gaussian constraint on the background

parameter. The pseudo-experiments are performed as described in Section 6.4.1. For

each pseudo-experiment, we include pseudo-data in the following forms: (1) measured

values of HT and (2) calculated values of the event probability ratios (EPD). The EPD

and HT distributions of Figure 8.6 and Figure 8.7 are used as templates in the likelihood

fit (labeled F (V ) in Equation 8.11). All signal is represented by s-channel single top and

all background will be represented by the Wbb background. The statistical uncertainty
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Figure 8.7: HT distribution for transfer function smeared s-channel single top and Wbb̄

background events. The distributions are normalized to unit area.

on the signal parameter, β1 = σ1/σSM , will allow us to quantify the improved sensitivity

in many pseudo-experiments.

We perform a total of 10,000 pseudo-experiments for different integrated luminosities.

Figure 8.8 shows the the statistical uncertainty on β1 returned by the maximum likelihood

fit as a function of the integrated luminosity. The upper contour shows the result for the

likelihood fit to the HT templates and the lower contour shows the result for the likelihood

fit to the EPD templates. When using the EPD templates in the maximum likelihood

fit, the statistical uncertainty is significantly lower (about a factor of 1.8) compared to

the likelihood fit to the HT templates.

In summary, the statistical uncertainty is reduced by about a factor of 1.8 using the

event probability information in the likelihood method compared to the likelihood fit,

which includes the HT information only. Assuming Gaussian statistics, a reduced statis-

tical uncertainty by a factor of 1.8 approximately triples the statistical sensitivity of the



Chapter 8. Outlook:Improving the Sensitivity of the Search for Single Top105

]-1Integrated Luminosity [pb
0 500 1000 1500 2000 2500 3000 3500 4000

]-1Integrated Luminosity [pb
0 500 1000 1500 2000 2500 3000 3500 4000

 [
%

]
1β

S
ta

ti
st

ic
al

 U
n

ce
rt

ai
n

y 
o

n
 

0

20

40

60

80

100

120

140

160

180

200
Statistical Uncertainty vs Integrated LuminosityStatistical Uncertainty vs Integrated Luminosity

 templatesT Fit to H

 Fit to EPD templates

Figure 8.8: Statistical uncertainty on the maximum likelihood parameter βi = σ1/σSM ,

which corresponds to the statistical uncertainty on the single top cross-section as a func-

tion of integrated luminosity for likelihood fits to the HT template distributions (top)

and EPD template distributions (bottom).

analysis. This is, of course, an upper bound since no sources of systematic uncertainties

were included and the events have not been passed through the full GEANT detector

simulation. Instead the jet energies of the events were ’smeared’ with the transfer func-

tion.

The next steps of the analysis include the derivation of the transfer function for both

single top (s-channel and t-channel) and background processes (Wbb̄, Wcc̄, Wc, Wqq̄

and tt̄) separately. Then we will perform a study on how fully simulated Monte Carlo

events, which are passed through the full GEANT detector simulation, will affect the

performance of the event probability. We will compare the predicted event probability

distribution with an independent dataset (e.g. un-tagged W+jets data) and estimate



Chapter 8. Outlook:Improving the Sensitivity of the Search for Single Top106

systematic uncertainties. The calculation of the event probability can be performed for

all signal and background processes according to Equation 8.10 (only the matrix element

has to be changed to represent the desired process) except for tt̄. The calculation of the

tt̄ event probability will require a separate derivation of the event probability since we

have to account for two undetected final state particles2.

2A lepton and a neutrino in case of the tt̄ dilepton decay mode or two quarks in the case of the tt̄

lepton+jets decay mode.



Chapter 9

Conclusions

Since the upgraded Tevatron Collider resumed operation in 2001, both the CDF and DØ

Collaborations have collected their first sets of physics data. Over the next few years,

the Tevatron at Fermilab will be the only facility where top quarks can be produced and

analyzed.

In this thesis, we have performed the first search for electroweak single top quark

production in 1.96 TeV proton-antiproton collisions using 162 pb−1 of CDF Run II data.

We have selected candidate events which show evidence for a leptonic W decay and

two energetic jets. We improved our signal to background ratio (S/B) in this sample

from 1/200 to about 1/8 by further requiring that candidate events feature at least

one b-tagged jet and have a reconstructed mass of the lepton, neutrino and b-jet of 140

GeV/c2 < Mlνb < 210 GeV/c2 close to the top quark mass. From Monte Carlo studies,

we predict 1.5±0.2 s-channel single top events, 2.8±0.5 t-channel single top events and

33.8±5.8 background events to pass the event selection. This amounts to a total of

38.1±5.9 predicted events and we observe 42 events in the data.

To quantify the single top content in data, we employ a likelihood fit technique to

the HT distribution in data. The HT distribution has the advantage that it looks very

similar for both single top production channels and different for background processes.

107



Chapter 9. Conclusions 108

The combination of both channels to one signal improves the sensitivity of the search. The

most probable combined single top production cross section is obtained at σsingle top =

7.7+5.1
−4.9 pb, which indicates that we find no significant evidence for single top quark

production in this dataset. We therefore set an upper limit at the 95% confidence level

on the combined single top quark production cross section of 17.8 pb, roughly six times

the Standard Model prediction (σSM = 2.9 pb).

The Standard Model single top quark production cross section is directly proportional

to the CKM matrix element |Vtb|. In this context, we can translate the result obtained

for the most probable value (MPV) of the cross section and the 95% C.L. into results on

|Vtb|. The Standard Model predicts a value of |Vtb| close to unity (|V SM
tb | = 0.999), thus:

σMPV

σSM

=
|Vtb|2
|V SM

tb |2 =
|Vtb|2
0.998

' |Vtb|2

We obtain |Vtb| = 1.6+0.5
−0.6 and |Vtb| < 2.5 at 95% C.L. At this point, this result does not

strongly constrain |Vtb|.

To establish a single top signal with a reduced uncertainty on the cross section and

|Vtb|, more data are needed. The Tevatron experiments will continue data taking until

the year 2008. The full Run II dataset is expected to be at least 25 times the size we

had available for this analysis.

In the meantime, we will work on an improved discrimination of the single top signal

against background. This can be achieved by including more information to specify each

event. The data for this analysis were of the form of measured values of the kinematic

variable HT for each observed event. The shape of the HT templates for signal and

background used in the likelihood method corresponds to the shape of the differential

cross-section dσ/dHT . An improved discrimination can be achieved by including the

shapes of all differential cross sections in the analysis. This corresponds to calculating

the fully differential cross section on an event-by-event basis for the signal hypothesis and

the background hypothesis. This new analysis technique was introduced in Chapter 8 and

a preliminary study has shown that this approach may triple the statistical sensitivity
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of the analysis. We will further pursue this new analysis technique and hopefully find

evidence for single top quark production in the next year or two. At that time, the CDF

Collaboration is expecting to have accumulated a dataset in excess of 1000 pb−1, with

which we hope to measure the single top quark cross-section with a statistical precision

of about 30%.
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Lepton Identification Variables
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Figure A.1: Distributions of lepton selection requirements on the number of axial and

stereo COT super-layers (see Table 4.1 and Table 4.2) from Z → l+l− candidate events

in data. The arrows indicate the location of the selection cut applied on these variables

[66].
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Figure A.2: Distributions of electron selection variables Lshr, E/p, Ehad/Eem and

Isolation (see Table 4.1) from Z → e+e− candidate events in data. The arrows in-

dicate the location of the selection cut applied on these variables. No arrow is shown on

the Ehad/Eem distribution since the selection requirement on this variable is dependent

on the electron energy [66].
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Figure A.3: Distributions of electron selection variables |∆z0|, χ2
Strip, Q·∆x and |∆z| (see

Table 4.1) from Z → e+e− candidate events in data. The arrows indicate the location of

the selection cut applied on these variables [66].
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Figure A.4: Distributions of muon selection variables |∆x|CMU , |∆x|CMP and |∆x|CMX

(see Table 4.2) from Z → µ+µ− candidate events in data. The arrows indicate the

location of the selection cut applied on these variables [66].
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Shape Uncertainty for Background
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Figure B.1: Absolute shift of the HT background template histograms (α · κ) in each

bin due to systematic shape uncertainties. The graphs are normalized to the maximum

bin content of the default background HT template. The shape uncertainty due to the

jet energy scale and the top quark mass were considered for the tt̄ background template

(left) and the shape uncertainty due to the jet energy scale and the factorization scale

were considered for the non-top background template (right).
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Event Yield in Data

Event selection Events / 162 pb−1

High pT lepton trigger 915 588

Lepton Identification 415 636

Event Vetoes 268 419

Missing transverse energy 6ET 165 483

W + 2 jets 2 908

W + 2 jets + btag 78

W + 2 jets + btag + Mlνb 42

Table C.1: Event yield in data after applying (sequentially) all event selection criteria

outlined in Chapter 4.
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Calculation of Phase Space for

Single Top Events

For s-channel single top events, qq′ → tb̄ → bb̄lν, the phase space factor can be written

as:

dΦ4(q1 + q2; p1, p2, p3, p4) = δ4(q1 + q2 −
4∑

i=1

pi)
4∏

i=1

d3~pi

(2π)32Ei

(D.1)

where q1 and q2 are the four momenta of the initial quarks; p1, p2 are the four momenta

of the b and b̄ quark, respectively; and p3, p4 are the four momenta of the lepton and

neutrino, respectively. It is convenient to change variables from momenta (~p1, ~p2, ~p3, ~p4)

to (ρ1, Ω1, ρ2, Ω2, ~pl, ~pν,T , mW ) where ρi = |~pi| is the absolute momentum of the quarks,

Ωi are the quark solid angles, and mW is the mass of the W boson. One way to perform

the transformation is to use the recursive character of the phase space [6]:

4∏

i=1

d3~pi

(2π)32Ei

= δ(p2
W − m2

W )dm2
W

4∏

i=1

d3~pi

(2π)32Ei

=
dm2

W

| ∂p2

W

∂pν,z
|

d3~pl

(2π)32El

d~pν,T

(2π)32Eν

2∏

i=1

ρ2
i dρidΩi

(2π)32Ei
(D.2)

In the last step, the δ-function was integrated with respect to pν,z using:

∫

f(x)δ[g(x)]dx =
f(a)

|g′(a)| , at g(a) = 0 (D.3)
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The partial derivative becomes (neglecting neutrino and lepton masses):

∂p2
W

∂pν,z
=

∂(pl + pν)
2

∂pν,z

=
∂

∂pν,z
(m2

l + m2
ν + 2ElEν − 2pl,zpν,z − 2~pl,T ~pν,T )

= 2El
pν,z

Eν
− 2pν,z (D.4)

Finally, we substitute Equation D.2 into Equation D.1 and integrate two δ-functions with

respect to the transverse momentum of the neutrino ~pν,T . The remaining two δ-functions

are integrated with respect to the initial quark’s longitudinal momentum and energy in

the event probability. The expression for the phase space for single top events is:

dΦ4 = δ(Eq1
+ Eq2

−
4∑

i=1

Ei) δ(pq1,z + pq2,z −
4∑

i=1

pi,z)

× dm2
W

|2El
pν,z

Eν
− 2pν,z|

d3~pl

(2π)32El

1

(2π)32Eν

2∏

i=1

ρ2
i dρidΩi

(2π)32Ei
(D.5)



Appendix E

Particle Matching

In this section, the transverse energy/momentum and angular resolution is plotted for

the final state particles in the single top search. We ’match’ fully reconstructed objects

from the detector simulation with the initial Monte Carlo particle. A particle is labeled

’matched’ to the reconstructed object when it is identified within a cone of ∆R < 0.4 of

the reconstructed object (jet, lepton, MET).
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Figure E.1: Transverse energy (left) and angular resolution δφ (right) for the neutrino

from fully simulated and reconstructed (s-channel) single top events.
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Figure E.2: Transverse momentum (top left) and angular resolution δφ (top right), δη

(bottom left) and δR =
√

∆φ2 + ∆η2 (bottom right) for the lepton from fully simulated

and reconstructed (s-channel) single top events.
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Figure E.3: Transverse momentum (top left) and angular resolution δφ (top right), δη

(bottom left) and δR =
√

∆φ2 + ∆η2 (bottom right) for the leading jet from fully simu-

lated and reconstructed (s-channel) single top events.
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Figure E.4: Transverse momentum (top left) and angular resolution δφ (top right), δη

(bottom left) and δR =
√

∆φ2 + ∆η2 (bottom right) for the second leading jet from fully

simulated and reconstructed (s-channel) single top events.
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