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Chapter 0

Introduction

Searching for a quantum theory of gravity is the major challenge in today’s funda-

mental physics, which will merge the conceptual novelties of general relativity (GR)

and quantum mechanics (QM). As the two most great conceptual revolutions in the

physics of the twentieth century, GR and QM have reshaped our basic understand-

ing of space and time, and respectively, matter, energy and causality. And at the

same time, GR and QM have destroyed the single coherent picture of the world

provided by pre-relativistic classical physics, since each was formulated in terms of

assumptions contradicted by the other theory. In particular, in GR, the central les-

son is gravity is geometry, which means that there is no non-dynamical background

spacetime in nature, but the conventional quantum field theory relies heavily on the

existence of a fixed, non-dynamical background spacetime. We are still far from

having found the novel consistent picture of the world.

To find this consistent picture, if one takes the central lesson of GR seriously:

gravity is geometry, it leads to the direction of research investigated by background

independent approaches to quantum gravity, particularly, loop quantum gravity

(LQG) [1–5].

There are several different approaches to LQG. In the canonical quantization ap-

proach [1–4], the Hilbert space of kinematical states and the field operators that act

on it are obtained from classical GR following a rather standard canonical quantiza-

tion strategy, which provide a mathematically well-defined and physically compelling

description of the kinematics of quantum gravity. However, the Hilbert space of dy-

namical states, where the Hamiltonian solves, is not easy to obtain because of the

non-polynomial structure of the current Hamiltonian operator.

This problem can be solved by spin-foam formalism [5–13], which circumvents
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the complexity of the canonical LQG Hamiltonian operator: the dynamics can be

expressed by a vertex amplitude of a spin-foam. Research in this direct is currently

moving ahead fast [14–18].

The topic of this thesis is some themes of spinfoam formalism. The focus is on the

imposing of simplicity constraint and the computing the Lorentzian propagator. The

former is to find the way to connect different aspects related to the EPRL spinfoam

model, and the later is to test the resulting model and try to extract physics from

that. The rest of the thesis is organized as follows. We first give a brief introduction

to the spinfoam formalism and kinematical space in chapter 1, then we derive the

spinfoam model from simplicity constraints and obtain the kinematical space in

chapter 2 and 3. In chapter 4, we calculate the two-point correlation function of

gravity from this model in the physical relevant Lorentzian signature. We conclude

in chapter 5.

2



Chapter 1

Spinfoam formalism and

kinematics

This chapter is divided into three sections. In section 1.1, we give a compact pre-

sentation of spinfoam formalism, which describe the dynamics of quantum gravity.

In section 1.2, we give the kinematics of loop quantum gravity, which is obtained

from canonical quantization. In section 1.3, we give the truncated kinematics from

polyhedral geometry and a outline of this thesis in the end.

1.1 Spinfoam formalism: a simple presentation

In this section, we will give a brief presentation of spinfoam formalism.

Let us start with the notion of spinfoam. Firstly, a foam is defined by an oriented

two-complex with or without boundary. We take a combinatorial definition of an

oriented 2-complex. An oriented 2-complex K := (V (K), E(K), F (K) consists of

sets of vertices v ∈ V (K), edges e ∈ E(K) and faces f ∈ F (K), equipped with a

boundary relation ∂ associating an ordered pair of vertices (s(e), t(e)) (“source” and

“target”) to each edge e and a finite sequence of edges {eεekf

k }k=1,...,n to each face

f , with t(ek) = s(ek+1), t(en) = s(e1) and εef = ±1; here we call e−1 the edge with

reversed order of e. We let ∂f denote the cyclically ordered set of edges that bound

the face f , or (if it is clear from the context) the cyclically ordered set of vertices

that bound the boundary edges of f . We also write ∂v to indicate the set of edges

bounded by v, and of faces that have v in their boundary. Similarly, we write ∂e

to indicate the set of the faces bounded by e. When e ∈ ∂f , we define εef = 1 if

the orientation of e is consistent with the one induced by the face f and εef = −1

3



if it is not. This oriented two-complex K is called a foam. A spinfoam is then a

foam “colored” with spins and intertwiners. To color the foam, let us consider the

group SU(2) and associate an irreducible representation jf (a spin) to each face of

the two-complex K, and an SU(2) intertwiner ie to each edge of the two complex.

The triple σ = (K, jf , ie) is called a spinfoam.

The dynamics is given by the spinfoam amplitude

Zσ =
∑
jf ,ie

∏
f

Af (jf )
∏
v

Av(jf , ie) (1.1.1)

where the sum is over an assignment of an irreducible representation jf of SU(2)

to each face and of an intertwiner ie to each edge of the two-complex; Av(jf , ie)

is the vertex amplitude and Af (jf ) is the face amplitude. In [19], Bianchi et al.

argue that the face amplitude is uniquely determined for any spinfoam amplitude

of the form (1.1.1) by three inputs: (a) the choice of the boundary Hilbert space,

(b) the requirement that the composition law holds when gluing two-complexes;

and (c) a particular “locality” requirement, or, more precisely, a requirement on

the local composition of group elements. For most models so far considered, these

requirements are implemented when face amplitude Af (jf ) is fixed to be the SU(2)

dimension

Af (jf ) = 2jf + 1. (1.1.2)

However, in section 2.6, we find some exceptions when the new degree of freedom

emerges. The vertex amplitude Av(jf , ie) is determined by the specific spinfoam

model, however, in this thesis, we concentrate on the most recent and studied EPRL

vertex, which we will show in detain in section 2.

1.2 The Hilbert space of kinematical states

In this section, we introduce the Hilbert space of kinematical states, obtained from

the canonical approach of LQG, which is closely related to spinfoam formalism.

In fact, the first spinfoam models ever constructed [20–22] were indeed directly

inspired or derived from the formalism of canonical loop quantum gravity. The

spinfoam formalism and canonical loop quantum gravity can ideally be viewed as

the covariant and the canonical versions, respectively, of a background-independent

quantum theory of gravity [13]. This scenario is nicely realized in three dimensions

[23], and there are recent attempts to implement it in quantum cosmology [24–28].
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General relativity admits two different kind of formulations: the Lagrangian

formulation and the Hamiltonian formulation. Each formulation has its own merits.

The Lagrangian formulation makes the symmetries of the theory manifest, while

the Hamiltonian formulation yields insights into the nature of the dynamics. At the

classical level, in the Lagrangian formulation, general relativity can be presented

as a theory of metrics, while in the Hamiltonian formulation can also be recast as

a dynamical theory of connections. Such a reformulation brings general relativity

closer to gauge theories in the sense that, in the Hamiltonian framework, they now

share the same quantization procedure to obtain the quantum kinematics. Following

this standard quantization procedure, we obtain a quantum theory of gravity at the

kinematical level, however not a solution to the Hamiltonian constraint.

Now let us come to give an outline of the main features of canonical loop quantum

gravity. We refer to the beautiful textbooks [1, 2] and some other existing reviews

[3, 4] for more details.

Consider a four-dimensional manifold M, which has the product topology M =

R× Σ, with Σ a compact three dimensional manifold without boundary . The action

of the pure gravity is given by

S[e, ω] =

∫
M

Tr
((∗e ∧ e+

1

γ
e ∧ e

)
∧ F (ω)

)
, (1.2.1)

where γ is the Barbero-Immirzi parameter; the tetrad eIα denotes metric via gαβ =

ηIJe
I
αe

J
β ; F is the curvature of so(1, 3)-valued connection ω. Upon the standard

3+1 decomposition, the phase space in these variables is parameterized by the pull

back to Σ of ω and e. In local coordinates we can express them in terms of the

3-dimensional connection Aia and the triad field Ea
i :

Aia = γKi
a + Γia

Ea
i =

1

2
εabcεijke

j
be
k
c (1.2.2)

where a = 1, 2, 3 are space coordinate indices and i, j = 1, 2, 3 are su(2) indices,

with Ki
a extrinsic curvature of Σ and Γ a spin connection. The symplectic structure

is defined by

{Aia(x), Eb
j (y)} = δbaδ

i
jδ(x, y). (1.2.3)

In terms of (A,E), the action (1.2.1) can be rewritten as

S[A,E] =

∫
dt

∫
Σ

Ea
i Ȧ

i
a −NH−NaHa − ΛiGi (1.2.4)
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with the constraints given by

Gi = DaE
a
i

Ha = Eb
kF

k
ab

H =
εk
ijEa

i E
b
j

|det e|
(F k

ab − (1 + γ2)εkmnK
m
a K

n
b ), (1.2.5)

which are, respectively, the SU(2) Gauss constraint, imposing the local gauge in-

variance on the states, the diffeomorphism constraint, generating 3-dimensional dif-

feomorphisms on Σ, and the Hamiltonian constraint, representing the evolution of

Σ in the (unphysical) coordinate time. They are the first-class constraints.

Now we have derived the classical Hamiltonian formulation of general relativity,

with the canonical variables and the first-class constraints on the classical phase

space. At the quantum level the canonical variables will be replaced by operators

acting on the state space of the theory and the full dynamical content of general

relativity will be encoded in the action of the first-class constraints on the states.

Consequently let us focus on these states.

We introduce the notion of graph Γ and show that a Hilbert space H(Γ) can be

associated to it. The kinematic Hilbert space HLQG of LQG is defined in terms of

this graph Hilbert space H(Γ). We take a combinatorial 1 definition of an oriented

graph. An oriented graph is an oriented 1-complex Γ := (N(Γ), L(Γ)) consists of

sets of nodes n ∈ N(Γ) and links l ∈ L(Γ), equipped with a boundary relation ∂

associating an ordered pair of nodes (s(l), t(l)) (“source” and “target”) to each link

l.

Now let us consider the group SU(2) and associate an irreducible representation

jl (a spin) to each link l of the graph Γ, and an SU(2) intertwiner in to each node n

of the graph. The triple s = (Γ, jl, in) defines a spin network. To be more explicit,

now let us briefly recall the notion of intertwiner. Consider2 L links entering a

node n . Intertwiners between L representations of SU(2) form a finite dimensional

1One can also start by defining a graph embedded in the manifold M, in the final picture,
however, one can get rid of the background manifold as well. And then the fundamental theory can
be formulated combinatorially. In fact, one can understand the states associated with combinatorial
graphs to be solutions to the diffeomorphism constraint on the states associated with the embedded
graph. One takes the diffeomorphism constraint into account by considering the equivalence class
of embedded spin networks, which we will introduce later, under the action of Diff(M). Then
the stats, purely algebraic and combinatorial objects, are defined regardless of any embedding.

2The notion of graph, including link and node, is not necessary to define a intertwiner. However,
we consider intertwiner on a node here, for labelling simplicity.
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Figure 1.1: A simple spin network.

vector space. Consider L particles of spin j1, .., jL . Simultaneous eigenstates of the

operators J2
l and Jzl with l = 1, .., L,

|m1, ..,mL〉 =
L⊗
l=1

|jl,ml〉, (1.2.6)

provide an orthonormal basis of the Hilbert spaceHn = ⊗l∈∂nHjl of the system. Now

we focus on singlet states, i.e. on the subspace Ho
n of Hn of states that are invariant

under rotations. More explicitly, if one expands an element |i〉 of an orthonormal

basis of Ho
n on the basis |m1, ...mL〉 of Hn and call im1...mL its coefficients,

|i〉 =
∑

m1,...,mL

im1...mL |m1, ...,mL〉 (1.2.7)

then the tensors im1...mL are invariant under the action of SU(2) on all their indices:

R(j1)m1
m′

1
(h1)...R

(jL)mL
m′

L
(hL)im

′
1...m

′
L = im1...mL .∀h1, ..., hL ∈ SU(2) (1.2.8)

where D(j)(h) is the j-representation matrix of the SU(2) group element h. Here the

invariant tensors im1...mL intertwine the representations j1, ..., jL labeling the links

that enter the node n, where the upper indices m1, ...mL denote the node n is the

target of all the links l, while lower indices (if any) denote n the source, since we

have the oriented links. Now we have a spin network s as a triple (Γ, jl, in) given

by: a one-dimensional oriented (with a suitable orientation of the links) complex Γ,

a labeling jl of each link l of Γ by an irreducible representation jl of SU(2), and a

labeling in of each node n of Γ by an intertwiner in.

A spin-network state ψs(hl), labeled by a spin-network s, is defined as

ψs(hl) =
(⊗
n∈Γ

in

)
·
(⊗

l∈Γ

√
2jl + 1D(jl)(hl)

)
(1.2.9)
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The linear space generated by spin-network states on the graph Γ can be promoted

to a Hilbert space H(Γ) introducing the following scalar product:

(ψ1, ψ2) =

∫
SU(2)L

dh1...dhLψ1(h1, ..., hL)ψ2(h1, ..., hL) (1.2.10)

where dh is the Haar measure on SU(2). The resulting (gauge-invariant) graph

Hilbert spaceH(Γ) is the linear space of square integrable functions on SU(2)L/SU(2)N ,

H(Γ) = L2(SU(2)L/SU(2)N , dµHaar), (1.2.11)

where the denominator means that the states in H(Γ) are invariant under the local

SU(2) gauge transformation on the nodes

ψ(hl) 7→ ψ(gtlhlg
−1
sl

). (1.2.12)

Spin network states on a graph Γ provide an orthonormal basis of the Hilbert space

H(Γ).

On the set of graph Hilbert spaces {H(Γ)}, it is possible to define a uniform

measure and complete the construction to get the LQG Hilbert space HLQG =

limΓ→∞HΓ.

1.3 Polyhedral quantum geometry

In this section we consider the truncation of the LQG Hilbert space HLQG con-

structed in section 1.2. We restrict ourself to a single graph Hilbert space H(Γ) and

decompose it in terms of SU(2)-invariant spaces Hn associated to each node n. Here

we will briefly review the state that this node space Hn is the quantization of the

space of shapes of the geometry of solids figures (tetrahedra [29], or more general

polyhedra [30]).

Let us start with the classical phase space of shapes of a flat polyhedron in R3

with fixed area. A (classical) flat three-dimensional polyhedron can be described by

a set of L vectors ~Al, l = 1...L, satisfying the following closure constraint:

~G =
∑
l=1...L

~Al = 0 . (1.3.1)

Here the L vectors ~Al can be interpreted as the vectorial areas of the L triangles in

the boundary of the polyhedron, in the sense that the norm al = |Al| is the area of

8



the polygon l and normalized vector ~nl = ~Al/|Al| is the normal when embedded in

to a R3 Euclidean space.

To introduce a symplectic structure, one can associate to each normal Ail a

generator of the algebra of SO(3), s.t.:

{Ail, A
j
l′} = δf,f ′ε

ij
k A

k
l (1.3.2)

A quantum representation of this Poisson algebra is precisely defined by the genera-

tors of SU(2) on the space Hn for a 4-valent node n. The operator corresponding to

the area al = | ~Al| is the Casimir of the representation jl, therefore the space “quan-

tizes” the space of the shapes of the tetrahedron with areas jl(jl + 1). Furthermore,

the Hamiltonian flow of ~G in (1.3.1), generates the rotations of the tetrahedron in

R3. By imposing equation (1.3.1) and factoring out the orbits of this flow, one

obtains the intertwiner space Kn.

In this way, one gives an intertwiner a geometrical interpretation in terms of

quantum polyhedron. In chapter 2 and chapter 3, we will show the relation among

spinfoam formalism, kinematical Hilbert space and polyhedral quantum geometry.

They are presented in a coherent picture. In chapter 2, we show the boundary space

of simplicial EPRL spinfoam model can be obtained from simplicity constraints,

which is the simplicial truncation of LQG kinematical Hilbert space and the bound-

ary state has a geometrical interpretation in terms of quantum tetrahedron geometry.

This consistent picture is generalized into arbitrary-valence spinfoam formalism in

chapter 3. In chapter 4, we compute the two-point correlation function of Lorentian

EPRL spinfoam model and show it matches the one from Regge geometry.
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Chapter 2

The simplicial Spinfoam models

In this chapter 1 we will present the detail of simplicial spinfoam models: we obtain

the spinfoam model by imposing the simplicity constraints to theBF model. Here we

consider the most recent and most studied spinfoam model, which is called Engle-

Pereira-Rovelli-Livine (EPRL) model [14–16, 33]. This model, as well as the so-

called Freidel-Krasnov-Livine-Speziale (FKLS) model2 [17, 18], can be considered

as a refined Barrett-Crane (BC) model, based on the vertex amplitude introduced

by Barrett and Crane [34, 35]. Both of the EPRL and FKLS models are motivated

by a desire to modify the BC model. The key problem of the BC model is the fact

that intertwiner quantum numbers are fully constrained by imposing the simplicity

constraints, which are second class, as strong operator equations. But imposing

second class constraints strongly may lead to the incorrect elimination of physical

degrees of freedom. It is therefore natural to try to free intertwiner degrees of

freedom by imposing the simplicity constraints more weakly: they must be imposed

in the quantum theory in such a way that in the classical limit the constraints hold,

but all physical degrees of freedom remain free.

Among the several procedures proposed to impose these constraints, are the

master constraint procedure [14–16, 33] originally used for construction the EPRL

model, and the coherent state procedure [17, 18] used to derive the FKLS model. In

addition, the EPRL model can be also obtained using the coherent state procedure

[36, 37] developed in the FKLS model. Here one presents the Gupta-Bleuler proce-

dure, namely asking the matrix elements of the simplicity constraints to vanish on

1This chapter is partly based on work done together with Carlo Rovelli. The results have been
published in [31, 32].

2The EPRL and the FKLS models are very closed to each other, in the sense that they are
equal to each other when Barbero-Immirzi parameter γ smaller than 1 in the Euclidean signature.
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physical boundary states [31, 32, 38]. In the Gupta-Bleuler procedure, we construct

a candidate physical boundary Hilbert space, and then we prove that in this space

the matrix elements of all the constraints vanish. In this sense, constraints are im-

posed weakly, rather than strongly as in the BC theory. The fact that the matrix

elements of the constraints vanish assures that the constraints hold in the classical

limit.

Following this procedure, one shows that the physical boundary space satisfies

the simplicity constraints weakly, and matches the kinematical state space of the

canonical approach, which we briefly introduced in section 1.2. A natural map be-

tween the two state spaces can be obtained by identifying eigenstates of the same

physical quantities. We consider this boundary space is physical, since it matches

the on of loop quantum gravity, with the same physical degree of freedom. Sur-

prisingly, however, this physical state space is not the maximal solution, where the

simplicity constraints hold weakly. This is just a subspace of the solution space

where the simplicity constraints hold weakly, which means there exist other states

in the complementary space of this physical boundary space, where the simplicity

constraints also hold weakly. In other words, one can obtain a larger (weak) solution

space to the simplicity constraints, which we call it enlarged boundary space. But

still, one is not sure if this enlarged space is the maximal solution. The enlarged

space includes an additional degree of freedom, described by a new quantum num-

ber, which affects non-trivially both the face amplitude and the vertex amplitude of

the spinfoam model. We comment more on this in section 2.6.

The model we construct contains in fact a slight modification with respect to the

original EPRL one introduced in [14–16, 33] (corresponding to a slightly different

factor ordering of the constraints). The same modification was already considered by

Alexandrov in [39]. We show that with the modification the matrix elements vanish

exactly, and not just in the large quantum number limit, as in previous constructions.

However, we still call this model EPRL if there is no confusion rise.

Surprisingly, however, the state space defined by imposing the simplicity con-

straint weakly is larger than the one of quantum gravity. It includes one additional

degree of freedom, described by a new quantum number rf . The quantum number rf

affects non-trivially both the face amplitude and the vertex amplitude of the model.

The quantum number rf is frozen if in addition to the weak imposition of the (lin-

ear) simplicity constraint, we also impose strongly a diagonal quadratic constraint.

With a suitable operator ordering of this constraint, the state space can be reduced

back down to the LQG state space.

12



Does the rf quantum number have physical relevance? If we take the principle

that the quantum theory we are seeking has the same number of degrees of freedom

as the classical theory, then the answer is negative. This principle indicates that the

appropriate way of imposing the constraints is the one that gets rids of the extra

states. However, we think it is nevertheless interesting to keep in mind the existence

of these additional solutions to the weak simplicity constraints. We comment more

on this in section 2.6.

We work only on a fixed triangulation, and assume that the Barbero-Immirzi

parameter γ is positive. The candidate boundary space is given in section ??, both

in the Euclidean and the Lorentzian signatures. In section 2.3 the Gupta-Bleuler

procedure is used to show that this boundary space does solve all the constraints in

the weak sense. In sections 2.4.1 and 2.4.2, the physical boundary space is shown to

be isomorphic to that of canonical approach and used to derive the (modified) EPRL

vertex amplitude from the BF amplitude. In section 2.6, the enlarged boundary

space is obtained and the affection of the new degree of freedom is discussed.

2.1 The EPRL spinfoam models

In this section one present the EPRL spinfoam models, both in the Euclidean and

the Lorentzian signatures. One uses s = ±1 to denote the signatures: s = 1 for

the Euclidean case and s = −1 for the Lorentzian case. The structure groups

in the two cases are the spin group Spin(4) (if s = 1) and the Lorentz group

SL(2,C) (if s = −1) respectively. Throughout this thesis, SL(2,C) refers to the

6-dimensional real Lie group of 2× 2 complex matrices with unit determinant, and

is called simply the Lorentz group. It covers the group of proper orthochronous

Lorentz transformations, SO+(3, 1), which is the component of the group O(3, 1)

connected to the identity.

Consider a fixed 4-dimensional triangulation ∆, which is formed by oriented 4-

simplices, tetrahedra, triangles, segments and points. The cellular complex ∆∗ dual

to this triangulation ∆, is made by faces f , edges e and vertices v, dual respectively

to triangles f , tetrahedra t and 4-simplices v of ∆. The new model is defined on the

2-skeleton of ∆∗, by a standard spin-foam partition function:

Z =
∑
jf ,ie

∏
f

(2jf + 1)
∏
v

Av(jf , ie), (2.1.1)

where the sum is over an assignment of an irreducible representation jf of SU(2)
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to each face f , and over an assignment of an element ie of a basis in the space of

intertwiners to each edge e. The face amplitude is given by the SU(2) dimension

2j + 1, which is determined in [19] by the structure of the boundary Hilbert space

and the condition that amplitudes behave appropriately under compositions. We

recall that an intertwiner is an element of the SU(2) invariant subspace of the tensor

product of the four Hilbert spaces carrying the four representations associated to

the four faces adjacent to a given e. We use the usual basis given by the spin of the

virtual link, under a fixed pairing of the four faces.

In the Euclidean theory (s=1), the amplitude Av(jf , ie) associated to each vertex

v is given by

If 0 < γ < 1

A<(jf , ie) =
∑
i+a i

−
a

(∏
e

Y ie
i+e i

−
e
(jf )

)
15jSpin(4)

((
1 + γ

2
j,

1− γ

2
j

)
; (i+n , i

−
n )

)

If γ > 1

A>(jf , ie) =
∑
i+a i

−
a

(∏
e

Y ie
i+e i

−
e
(jf )

)
15jSpin(4)

((
γ + 1

2
j +

γ − 1

2
,
γ − 1

2
(j + 1)

)
; (i+n , i

−
n )

)
(2.1.2)

where the coefficients Y i
i+i−(jl) are given by the evaluation of the spin network

In the Lorentzian theory (s = −1), the amplitude Av(jf , ie) associated to each
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vertex v is given by

Av(jf , ie) =
∑
ke

∫
dpe(k

2
e + p2

e)

(∏
e

f iekepe
(jf )

)
15j

SL(2,C)
((jf , γ(jf + 1)); (ke, pe)) ,

(2.1.3)

where the sum and the integral are over an assignment of an irreducible unitary

representation (k, p) of SL(2,C) , with k a nonnegtive integer and p real [40, 41];

15jSL(2,C) is the Wigner 15j symbol of the group SL(2,C); f iekepe
(jf ) is the fusion

coefficient obtained contracting SU(2) intertwiners and SL(2,C) intertwiners.

The boundary Hilbert space, satisfying all the kinematical constraints in a weak

sense, play a very important role in the construction of the vertex amplitudes (2.1.2)

and (2.1.3). Let us now come to give the boundary Hilbert space.

2.2 The physical boundary Hilbert space

2.2.1 The physical boundary Hilbert space: Euclidean the-

ory

Given a 3-surface Σ intersecting no vertices of ∆∗, let γΣ := ∆∗ ∩ Σ. We start from

the Hilbert space associated with Σ:

HEu
Σ = L2

(
Spin(4)|L(γΣ)|, dµHaar

)
, (2.2.1)

where we replace SO(4) with its covering group Spin(4) = SU(2)×SU(2) and µHaar

is the Haar measure on the group Spin(4); |L(γΣ)| denotes the number of links in

γΣ. Let Ĵf (t)
IJ denote the right-invariant vector fields, determined by the basis J IJ

of su(2)⊕su(2), on the copy of Spin(4) associated with the link l = f∩Σ determined

by f , with orientation such that the node n = t ∩ Σ is the source of l.

By Peter-Weyl theorem, HΣ can be decomposed as follows

HΣ =
⊕
jl

⊗
l

(
H∗
jl
⊗Hjl

)
, (2.2.2)

where jl is an assignment of a Spin(4) representation to each link l and Hj is the

carrier space of the representation j. The two Hilbert spaces associated to the

link l are naturally associated to the two nodes that bound the link l, because

they transform under the action of a gauge transformation at one end of the link.
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Regrouping the four Hilbert spaces associated to each node n, the last equation can

be rewritten in the form

HΣ =
⊕
jl

⊗
n

Hn. (2.2.3)

Here the Hilbert space associated to a node n is

Hn =
4⊗

a=1

Hja , (2.2.4)

where a = 1, 2, 3, 4 runs here over the four edges that join at the node n (that

is, the four faces of the boundary tetrahedron), and we have identified the Hilbert

space carrying a representation and its dual. We restrict our attention to a single

boundary tetrahedron t, and its associated Hilbert space Hn, which we call simply

H in the following.

The irreducible unitary representations of Spin(4) are labelled by a couple of

spins (j+, j−) and are given by the tensor product of two SU(2) irreducibles. That

is H := Hn has the structure

H =
4⊗

a=1

H(j+a ,j
−
a ) =

4⊗
a=1

(
Hj+a

⊗Hj−a

)
. (2.2.5)

The physical intertwiner state space Kph is a subspace of this space, where the

constraints hold in a suitable sense.

As a first step to give the boundary space, let us restrict the representations

(j+, j−) to the ones that satisfy [39]

j+ > j−

(1 + γ)j− = (1− γ)j+ if 0 < γ < 1 (2.2.6)

(γ + 1)j− = (γ − 1)(j+ + 1) if γ > 1

Note that this relation is different from the original construction of the EPRL model

when γ > 1, which is key for our structure. We call γ-simple the Spin(4) represen-

tations that satisfy this relation. One might worry that this relation restricts the

value of Barbero-Immirzi parameter γ. However, one can find γ free in the physically

relevant Lorentzian theory.

Next, the Clebsch-Gordan decomposition for the single component of H associ-

ated with a single boundary face f gives

Hj+⊗j− = Hj+

⊗
Hj− =

j++j−⊕
p=|j+−j−|

Hp. (2.2.7)
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Consider the highest spin term in each factor for γ < 1 and the lowest for γ > 1

respectively; this selects the “extremum” subspace

Hmax =
4⊗

a=1

Hj++j− , for γ < 1;

Hmin =
4⊗

a=1

Hj+−j− , for γ > 1. (2.2.8)

The final physical intertwiner space Kph is given by the SU(2)-invariant subspace of

Hext:

Kph = InvSU(2)[Hext]. (2.2.9)

The total physical boundary space Hph of the theory is then obtained as the span of

spin-networks in L2[Spin(4))L/SpinN ] with γ-simple representations on edges and

with intertwiners in the spaces Kph at each node.

In section 2.3, we will show the physical boundary space Hph in the both signa-

tures solve all the kinematic constraints in a suitable sense.

2.2.2 The physical boundary Hilbert space: Lorentzian the-

ory

Now let us come to give the physical boundary Hilbert space in the Lorentzian

signature. Given a 3-surface Σ intersecting no vertices of ∆∗, let γΣ := ∆∗ ∩ Σ. We

start from the Hilbert space associated with Σ [16, 33]:

HΣ = L2
(
SL(2,C)|L(γΣ)|, dµ

Haar

)
, (2.2.10)

where µHaar is the Haar measure on the group SL(2,C); |L(γΣ)| denotes the number

of links in γΣ. We fix the orientation such that the node n = e ∩ Σ is the source of

the link l = f ∩ Σ.

By Peter-Weyl theorem, HΣ can be decomposed as follows

HΣ =
⊕
χl

⊗
l

(
H∗
χl
⊗Hχl

)
, (2.2.11)

where χl is an assignment of an SL(2,C) representation to each link l and Hχ is

the carrier space of the representation χ. The two Hilbert spaces associated to

the link l are naturally associated to the two nodes that bound the link l, because

17



they transform under the action of a gauge transformation at one end of the link.

Regrouping the four Hilbert spaces associated to each node n, the last equation can

be rewritten in the form

HΣ =
⊕
χl

⊗
n

Hn. (2.2.12)

The Hilbert space associated to a node n is

Hn =
4⊗

a=1

Hχa , (2.2.13)

where a = 1, 2, 3, 4 runs here over the four links that join at the node n (that is, the

four faces of the boundary tetrahedron t), and we have identified the Hilbert space

carrying a representation and its dual. Here the nodes n label the tetrahedra t in

the boundary. We restrict our attention to a single boundary tetrahedron, and its

associated Hilbert space Hn, which we call simply H in the following.

Consider the irreducible unitary representations of the principal series of SL(2,C)

(for details see [40, 41]), H := Hn has the structure

H =
4⊗

a=1

H(ka,pa), (2.2.14)

with k a nonnegative integer and p real. The physical intertwiner state space Kph is

a subspace of this space, where the constraints hold in a suitable sense.

As a first step to give the physical boundary space, let us restrict the represen-

tations to the ones that satisfy [39]

p = γ(k + 1). (2.2.15)

We call γ-simple the SL(2,C) representations that satisfy this relation. With this

relation, the continuous label p becomes quantized, because k is discrete. It is be-

cause of this fact that any continuous spectrum depending on p comes out effectively

discrete on the subspace satisfying the relation (2.2.15). Notice that the relation here

is slightly different from the one used in the literature [16, 33], which is p = γk. We

will show later that this difference is very important for our construction.

Next, fix an SU(2) subgroup of SL(2,C), then the (k, p) representation for the

single component of H associated with a single boundary face f splits into the

irreducible representations Hj of the SU(2) subgroup as

H(k,p) =
∞⊕
j=k

Hj, (2.2.16)
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with j increasing in steps of 1. Consider the lowest spin term in each factor, where

j in the decomposition (3.2.23) is reduced to

j = k; (2.2.17)

this selects the “minimal” subspace

Hmin =
4⊗

a=1

Hka . (2.2.18)

The final physical intertwiner space Kph is given by the SU(2)-invariant subspace of

Hmin:

Kph = InvSU(2)[Hmin]. (2.2.19)

The total physical boundary space Hph of the theory is then obtained as the span of

spin-networks in L2[SL(2,C)L/SL(2,C)N ] with γ-simple representations on edges

and with intertwiners in the spaces Kph at each node.

In section 2.3, we will show the physical boundary space Hph in the both signa-

tures solve all the kinematic constraints in a suitable sense.

2.3 Kinematic constraints

Now let us come to introduce the kinematic constraints, including the simplicity

constraints and the closure constraint, and show all of them are satisfied on the

physical boundary space Hph. We start from the classical formula. We study both

of the Euclidean and the Lorentzian theories. We use G to denote the structure

groups: G = Spin(4) in Euclidean case and G = SL(2,C) in Lorentzian case. The

corresponding Lie algebra is denoted by G.

2.3.1 The classical discrete constraints

Following [15, 16], we start with a Regge geometry [42] on a fixed triangulation.

Consider a 4d triangulation, which is formed by oriented 4-simplices, tetrahedra,

triangles, segments and points. We call v, t and f respectively the 4-simplices, the

tetrahedra and the triangles of the triangulation. For each simplex v, we introduce

a variable eIµ(v): a right-handed tetrad one-form, constant over a coordinate patch

covering the simplex v, with the determinant det(e) > 0 positive. Here µ = (0, a)

and a = 1, 2, 3 are spacetime indices, while I = (0, i) and i = 1, 2, 3 are internal
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indices (the value 0 instead of 4 is for later convenience and does always not indicate

a Lorentzian metric, since we consider the both signatures here). Without loss of

generality, we can choose a linear coordinate system with basis vectors
−→
X µ parallel

with four edges of v emanating from the same point, and where the (coordinate)

length of the four segments is 1. Consider in particular the tetrahedron t spanned

by the three vectors
−→
X a. To each triangle fa (coordinate-)normal to the coordinate

basis vector
−→
X a, we associate a bivector ∗Σa(t) defined by:

∗ΣIJ
a =

1

2
ε bca eIbe

J
c , (2.3.1)

Σf (t) can be seen as elements in the algebra G, say so(4) in the Euclidean case,

and sl(2,C) in the Lorentzian case; and ∗ stands for the Hodge dual in the internal

indices, the completely antisymmetric objects εIJKL defined as ε0123 = 1. If we

choose Σf (t) as independent variables instead of the tetrads, and nI denotes the

normal to the tetrahedron t, the simplicity constraints on Σf (t), which assure that

a tetrad field exist, can be stated as follows [15, 16]:

CJ
f := nI (∗Σf (t))

IJ = 0. (2.3.2)

The usual quadratic diagonal

Cff := ∗Σf (t) · Σf (t) = 0 (2.3.3)

and off-diagonal

Cff ′ := ∗Σf (t) · Σf ′(t) = 0 (2.3.4)

simplicity constraints can be easily shown to follow from (2.3.2). Here the dot stands

for the scalar product in the Lie algebra. In addition, we should impose the closure

constraint ∑
f∈∂t

Σf (t) = 0. (2.3.5)

Here the sum is over the four tetrahedra that bound the tetrahedron. The new

linear simplicity constraint (2.3.2) selects the solution of the quadratic constraints

where Σf =
∫
f
∗(e∧ e). This reformulation is central for the new model [14–16, 33].

In particular, if we choose a “time” gauge where nI = (1, 0, 0, 0), the simplicity

constraint (2.3.2) turns out to be

∗Σ0i
f (t) = 0. (2.3.6)
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The classical discrete action is [16, 37]

S =−
∑

f∈int∆

Tr

[
Σf (t)Uf (t) +

1

γ
∗Σf (t)Uf (t)

]
−
∑
f∈∂∆

Tr

[
Σf (t)Uf (t, t

′) +
1

γ
∗Σf (t)Uf (t, t

′)

]
, (2.3.7)

where Uf (t, t
′) is the group element of G, giving the parallel transport across each

triangle f bounding t and t′ and Uf (t) := Uf (t, t) is the holonomy around the full

link, starting at t. We use here unites where 2κ = 16πG = 1 and γ the Barbero-

Immirzi parameter. This action, plus the simplicity and closure constraints defines

a discretization of general relativity [15, 16]. From the action, we can read off the

boundary variables as Σf (t) ∈ G, Uf (t, t
′) ∈ G. One can also see that the variable

conjugate to Uf (t, t
′) is

Jf (t) :=Σf (t) +
1

γ
∗Σf (t), (2.3.8)

inverting which gives

∗Σf (t) =
γ2

s− γ2

( s
γ
Jf (t)−∗ Jf (t)

)
. (2.3.9)

Here s denotes the signature: s = 1 in Euclidean theory and s = −1 in Lorentzian

theory.

Thus to each boundary triangle f in the boundary of the triangulation, we have

a Lie group element Uf and, as conjugate variable a Lie algebra element Jf . It is

convenient to think these variables as associated with the links of the graph formed

by the one-skeleton of the cellular complex dual to the boundary triangulation.

Notice that these define precisely the same boundary phase space as the one of

lattice Yang-Mills theory. As in Yang-Mills theory, the symplectic structure can be

taken to be

{Uf , Uf ′} = 0,

{(Jf )IJ , Uf ′} = δff ′ Uf τ
IJ , (2.3.10)

{(Jf )IJ , (J ′f )KL} = δff ′ λ
IJ KL
MN (Jf )

MN ,

where τ IJ and λIJ KLMN are, respectively, the generators and the structure constants

of G.
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In terms of the momentum variable J , the constraints (2.3.2) and (2.3.5) read

respectively:

simplicity constraints : CJ
l = nI

(
(∗Jl)

IJ − s

γ
J IJl

)
= 0, (2.3.11)

closure constraints : GIJ =
4∑

a=1

J IJla = 0. (2.3.12)

Here we shift the subscript f into l, which denote the link dual to the triangle f in

the boundary. These constraints will give the solution Bf =
∫
f
∗(e(t) ∧ e(t)), where

e(t) is a tetrad one-form covering the tetrahedron t, and Jf = Bf + 1
γ
∗Bf , with

triangle f dual to the link l. The usual

quadratic diagonal Cll :=
(
1− 1

γ2

)
∗Jl · Jl +

2

γ
Jl · Jl = 0 (2.3.13)

and off − diagonal Cll′ :=
(
1− 1

γ2

)
∗Jl · Jl′ +

2

γ
Jl · Jl′ = 0 (2.3.14)

simplicity constraints can be easily shown to follow from (2.3.11). This reformulation

is central for the new models [14–16, 33]. In particular, if we choose a “time” gauge

where nI = (0, 0, 0, 1), the simplicity constraint (2.3.11) turns out to be

Ci
l = J0i

l + γ ∗J0i
l = 0, (2.3.15)

which leads to the key constraint of the new model

Ci
l = Ki

l + sγ Lil = 0, (2.3.16)

where Ljl := 1
2
εjklJ

kl
l and Kj

l := J0j
l are respectively the generators of the SU(2)

subgroup that leaves nI invariant, and the generators of the corresponding boosts;

again s denotes the signature with s = 1 for Euclidean theory and s = −1 for

Lorentzian theory. In terms of these generators, the closure constraint (3.2.16)

becomes

Gi
L =

4∑
a=1

Lil = 0 (2.3.17a)

and Gi
K =

4∑
a=1

Ki
l = 0. (2.3.17b)

To quantize the constraints (3.2.15) (2.3.17), one just need to replace the gener-

ators with the associated operators.
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2.3.2 The physical boundary space as a week solution to the

kinematic constraints: Euclidean theory

Given a carrier space H(j+,j−), the canonical basis is given by the basis diagonalizing

simultaneously the operators J+, J−, L ·L and L3 , which is noted as |(j+, j−); j,m〉
or simply as |j,m〉 if no confusion arises. Here J± denotes the self-dual/anti-self-dual

decomposition of J IJf :

J
(±)i
f :=

1

2
(Lif ±Ki

f ). (2.3.18)

On this canonical basis, the generators act in the following way 3 [10]:

3This action can be obtained indirectly from the Lorentzian action (3.2.48). In fact, comparing
the Euclidean :

[L3, L±] = ±L± [L+, L−] = 2L3

[L+,K+] = [L−,K−] = [L3,K3] = 0

[K3, L±] = ±K± [L±,K∓] = ±2K3 [L3,K±] = ±K±

[K3,K±] = ±L± [K+,K−] = 2L3, (2.3.19)

and the Lorentzain commutators:

[L3, L±] = ±L± [L+, L−] = 2L3

[L+,K+] = [L−,K−] = [L3,K3] = 0

[K3, L±] = ±K± [L±,K∓] = ±2K3 [L3,K±] = ±K±

[K3,K±] = ∓L± [K+,K−] = −2L3, (2.3.20)

one can find the only difference is the last two equations up to a negative sign. Considering the
Casimirs, one can obtain the action (2.3.21) from (3.2.48).
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L3|j,m〉 =m|j,m〉,
L+|j,m〉 =

√
(j +m+ 1)(j −m)|j,m+ 1〉,

L−|j,m〉 =
√

(j +m)(j −m+ 1)|j,m− 1〉,
K3|j,m〉 =α(j)

√
j2 −m2|j − 1,m〉+ γ(j)m|j,m〉 − α(j+1)

√
(j + 1)2 −m2|j + 1,m〉,

K+|j,m〉 =α(j)

√
(j −m)(j −m− 1)|j − 1,m+ 1〉

+ γ(j)

√
(j −m)(j +m+ 1)|j,m+ 1〉

+ α(j+1)

√
(j +m+ 1)(j +m+ 2)|j + 1,m+ 1〉, (2.3.21)

K−|j,m〉 =− α(j)

√
(j +m)(j +m− 1)|j − 1,m− 1〉

+ γ(j)

√
(j +m)(j −m+ 1)|j,m− 1〉

− α(j+1)

√
(j −m+ 1)(j −m+ 2)|j + 1,m− 1〉,

where

L± = L1 ± iL2, K± = K1 ± iK2

and α(j) =
1

j

√
(j2 − (j+ + j− − 1)2)(j2 − (j+ − j−)2)

4j2 − 1
,

γ(j) =
j+(j+ + 1)− j−(j− + 1)

j(j + 1)
. (2.3.22)

From the action (2.3.21) of the generators on the canonical basis states, one can

find that the action of L is proportional to the second term of the corresponding

action of K, explicitly,

(K3 − γ(j)L
3)|j,m〉 =α(j)

√
j2 −m2|j − 1,m〉 − α(j+1)

√
(j + 1)2 −m2|j + 1,m〉,

(K+ − γ(j)L
+)|j,m〉 =α(j)

√
(j −m)(j −m− 1)|j − 1,m+ 1〉|j,m+ 1〉

α(j+1)

√
(j +m+ 1)(j +m+ 2)|j + 1,m+ 1〉,

(K− − γ(j)L
−)|j,m〉 =− α(j)

√
(j +m)(j +m− 1)|j − 1,m− 1〉|j,m− 1〉

− α(j+1)

√
(j −m+ 1)(j −m+ 2)|j + 1,m− 1〉. (2.3.23)

We can see from (2.3.23) that the action of K − γ(j)L on the states |j,m〉 in Hj

results in states orthogonal to Hj. Namely,

〈j,m′|Ki − γ(j)L
i|j,m〉 = 0 (2.3.24)

Now let us come to show the physical Hilbert space Hph derived in section

2.2.1 solves indeed the constraint operators associated to the simplicity constraints

(3.2.15) and the closure constraints (2.3.17). Namely, we will show
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(i) the simplicity constraints (3.2.15) are satisfied in the “extreme” γ-simple rep-

resentation Hext,

(ii) the closure constraints (2.3.17) are satisfied in the intertwiner space Kph.

To show (i), let us consider the states in the “extreme” space Hext in equation

(2.2.8). Using the relation (2.2.6), γ(j) in equation (2.3.22) turns out to be the

Barbero-Immirzi parameter γ. (In fact, this is the reason we use γ(j) to denote this

parameter in the action 4. ) Hence the matrix elements of the l.h.s of (3.2.15) hence

vanish on the “minimal” γ-simple space:

〈j,m′|Ci|j,m〉 = 〈j,m′|
(
Ki − γLi

)
|j,m〉 = 0. (2.3.25)

Notice that the slight difference of our relation (3.2.15) from the old one plays a

key role here. Notice also that what we obtain is that the matrix elements vanish

exactly, and not just in the large spin limit.

To show (ii), observe that the l.h.s. of (3.2.16a) is the generator of SU(2) trans-

formations at the node and vanishes strongly on (2.2.19) by definition; the l.h.s. of

(3.2.16b) is proportional to the one of (3.2.16a) by (2.3.29) and therefore vanishes

weakly. Thus Kph is the intertwiner space as a solution of all the constraints: all

the constraints hold weakly.

Notice that the intertwiner space Kph is not Spin(4)-invariant, but only SU(2)-

invariant, since we impose the closure constraint weakly, instead of strongly. One

can impose the closure constraint strongly to get an Spin(4)-invariant Hilbert space,

as in [43], but we still prefer this construction, since the resulting space is naturally

isometric to the LQG one, while its projection on the Spin(4)-invariant states is not

[44]. (Canonical quantization in a fixed gauge, as the one used in LQG, is generally

reliable for determining the correct Hilbert space.)

Summarizing, we have introduced the kinematic constraints, in the Euclidean

theory, and shown that all of them are satisfied on the physical boundary space

Hph derived in section 2.2.1. Since we have not proven that the physical Hilbert

space considered is the maximal space where the constraints hold weakly, one might

worry that the physically correct quantization of the degrees of freedom of general

relativity could need a larger space. Also, it has been pointed out that imposing

4From the expression of γ(j) in equation (2.3.22), we will see the requirement of j+ > j− in
γ-simple relation (2.2.6). In fact, the sign of γ represents the sign of j+ − j−.

From (2.3.22) to obtain γ-simple relation, one can rewrite j+(j+ + 1) − j−(j− + 1) into (j+ −
j−)(j+ + j− + 1).
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second class constraints weakly might lead to inconsistencies in some cases [39]. And

unfortunately, there does exist a larger space of the weaker solution, which we will

discuss in section 2.6.

2.3.3 The physical boundary space as a week solution to the

kinematic constraints: Lorentzian theory

Given a carrier space H(k,p), the canonical basis is given by the basis diagonalizing

simultaneously the Casimir operators J · J, ∗J · J, L · L and L3 , which is noted as

|(k, p); j,m〉 or simply as |j,m〉. On this canonical basis, the generators act in the

following way [41]:

L3|j,m〉 =m|j,m〉,
L+|j,m〉 =

√
(j +m+ 1)(j −m)|j,m+ 1〉,

L−|j,m〉 =
√

(j +m)(j −m+ 1)|j,m− 1〉,
K3|j,m〉 =− α(j)

√
j2 −m2|j − 1,m〉 − β(j)m|j,m〉+ α(j+1)

√
(j + 1)2 −m2|j + 1,m〉,

K+|j,m〉 =− α(j)

√
(j −m)(j −m− 1)|j − 1,m+ 1〉

− β(j)

√
(j −m)(j +m+ 1)|j,m+ 1〉 (2.3.26)

− α(j+1)

√
(j +m+ 1)(j +m+ 2)|j + 1,m+ 1〉,

K−|j,m〉 =α(j)

√
(j +m)(j +m− 1)|j − 1,m− 1〉

− β(j)

√
(j +m)(j −m+ 1)|j,m− 1〉

+ α(j+1)

√
(j −m+ 1)(j −m+ 2)|j + 1,m− 1〉,

where

L± = L1 ± iL2, K± = K1 ± iK2

and α(j) =
i

j

√
(j2 − k2)(j2 + p2)

4j2 − 1
, β(j) =

kp

j(j + 1)
. (2.3.27)

Now let us go to show the physical Hilbert space Hph derived last subsec-

tion solves indeed the constraint operators associated to the simplicity constraints

(3.2.15) and the closure constraints (2.3.17). Namely, we will show

(i) the simplicity constraints (3.2.15) are satisfied in the “minimal” γ-simple rep-

resentation Hmin,

(ii) the closure constraints (2.3.17) are satisfied in the intertwiner space Kph.
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To show (i), let us consider the states in the “minimal” space Hmin in equation

(2.2.18). For these lowest spin states, equation (2.2.17) implies that the states are

of the form |(k, p); k,m〉, or simply as |k,m〉. The action (3.2.48) of the generators

on these states reads:(
K3 + β(k)L

3
)
|k,m〉 = α(k+1)

√
(k + 1)2 −m2|(k + 1,m)〉,(

K+ + β(k)L
+
)
|k,m〉 = −α(k+1)

√
(k +m+ 1)(k +m+ 2)|(k + 1,m+ 1)〉,(

K− + β(k)L
−)|k,m〉 = α(k+1)

√
(k −m+ 1)(k −m+ 2)|(k + 1,m− 1)〉.

It is straightforward to obtain

〈k,m′|
(
Ki + β(k)L

i
)
|k,m〉 = 0. (2.3.28)

Using the relation (2.2.15), β(k) turns out to be the Barbero-Immirzi parameter

γ and the matrix elements of the l.h.s of (3.2.15) hence vanish on the “minimal”

γ-simple space:

〈k,m′|Ci|k,m〉 = 〈k,m′|
(
Ki + γLi

)
|k,m〉 = 0. (2.3.29)

Notice that the slight difference of our relation (3.2.15) from the old one plays a

key role here. Notice also that what we obtain is that the matrix elements vanish

exactly, and not just in the large spin limit.

To show (ii), observe that the l.h.s. of (3.2.16a) is the generator of SU(2) trans-

formations at the node and vanishes strongly on (2.2.19) by definition; the l.h.s. of

(3.2.16b) is proportional to the one of (3.2.16a) by (2.3.29) and therefore vanishes

weakly. Thus Kph is the intertwiner space as a solution of all the constraints: all

the constraints hold weakly.

Notice that the intertwiner space Kph is not SL(2,C)-invariant, but only SU(2)-

invariant, since we impose the closure constraint weakly, instead of strongly. One can

impose the closure constraint strongly to get an SL(2,C)-invariant Hilbert space,

as in [43], but we still prefer this construction, since the resulting space is naturally

isometric to the LQG one, while its projection on the SL(2,C)-invariant states is not

[44]. (Canonical quantization in a fixed gauge, as the one used in LQG, is generally

reliable for determining the correct Hilber space.) As we shall see in the next section,

Lorentz invariance is fully implemented by the transition amplitudes.

Summarizing, we have introduced the kinematic constraints, in the Lorentzian

theory, and shown that all of them are satisfied on the physical boundary space Hph

derived in the last subsection. Again we have not proven that the physical Hilbert

space considered is the maximal space where the constraints hold weakly, and a

enlarged space is considered in section 2.6.
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2.4 Dynamics

2.4.1 Dynamics: Euclidean theory

From the construction of the physical boundary space in section 2.2.1, we have the

remarkable result that Kph is naturally isomorphic to the SU(2) intertwiner space,

and therefore the constrained boundary space Hph can be identified with the SU(2)

LQG state space HSU(2) associated to the graph which is dual to the boundary of

the triangulation, namely the space of the SU(2) spin networks on this graph. In

this section, we exhibit this isomorphism by the embedding of the Hilbert space of

LQG HSU(2) into the boundary Hilbert space Hph; we also use this embedding and

the BF amplitude of a single 4-simplex v to derive the (modified) Euclidean EPRL

vertex amplitude (2.1.2).

The way we construct the boundary space gives a projection, which maps simple

Spin(4) spin-network states to SU(2) spin-network states. The corresponding em-

bedding Y is defined as the hermitian conjugate of this projection, which is given

by

If 0 < γ < 1 Y <
(j) : Hj −→ H( 1+γ

2
j, 1−γ

2
j),

|j,m〉 7−→
∣∣∣∣(1 + γ

2
j,

1− γ

2
j

)
; j,m

〉
(2.4.1)

If γ > 1 Y >
(j) : Hj −→ H( γ+1

2
j+ γ−1

2
, γ−1

2
(j+1)),

|j,m〉 7−→
∣∣∣∣(γ + 1

2
j +

γ − 1

2
,
γ − 1

2
(j + 1)

)
; j,m

〉
(2.4.2)

for the representations and

• If 0 < γ < 1

Y <
(jl)

: Inv
SU(2)

(⊗4
a=1Hja) −→ Inv

Spin(4)
(⊗4

a=1H( 1+γ
2
j, 1−γ

2
j)),

im1m2m3m4 7−→
∫

Spin(4)

dg
( 4∏
a=1

D( 1+γ
2
j, 1−γ

2
j)(g)(j′a,m

′
a)

(ja,ma)

)
im1m2m3m4 ,

(2.4.3)
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• If γ > 1

Y >
(jl)

: Inv
SU(2)

(⊗4
a=1Hja) −→ Inv

Spin(4)
(⊗4

a=1H( γ+1
2
j+ γ−1

2
, γ−1

2
(j+1))),

im1m2m3m4 7−→
∫

Spin(4)

dg
( 4∏
a=1

D( γ+1
2
j+ γ−1

2
, γ−1

2
(j+1))(g)(j′a,m

′
a)

(ja,ma)

)
im1m2m3m4 ,

(2.4.4)

for intertwiners, where D(k,p)(g)(j′,m′)
(j,m) denote the matrix elements of the irre-

ducible representation (j+, j−), with indices (j,m). The Spin(4) action can be

factorized into two SU(2) group elements, one acting one the selfdual, and the other

on the antiselfdual representations. One of the two factors can be eliminated by

virtue of the SU(2) invariance of the trivalent intertwiners and i. What remains is

an SU(2) integration over just one of the representations. Using the relation∫
SU(2)

dg D(g)m1
m′

1
D(g)m2

m′
2
D(g)m3

m′
3
D(g)m4

m′
4

=
∑
i

, im1m2m3m4im′
1m

′
2m

′
3m

′
4
,

(2.4.5)

one can obtain

Y(jl)|i〉 =
∑
i+i−

Y i
i+i−(jl)|i+i−〉, (2.4.6)

where the coefficients Y i
i+i−(jl) are given by the evaluation of the spin network

If we piece these maps at each node, we obtain the map Y : HSU(2) → Hph of the

entire LQG space into the state space of the new theory. In the spin network basis
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we obtain

If 0 < γ < 1

Y <
(jl)

: |jl, in〉 7→
∑
i+n ,i

−
n

Y in
i+n ,i

−
n
(jl)

∣∣∣∣(1 + γ

2
j,

1− γ

2
j

)
; i+n , i

−
n

〉

If γ > 1

Y >
(jl)

: |jl, in〉 7→
∑
i+n ,i

−
n

Y in
i+n ,i

−
n
(jl)

∣∣∣∣(γ + 1

2
j +

γ − 1

2
,
γ − 1

2
(j + 1)

)
; i+n , i

−
n

〉
(2.4.7)

Now let us use this embedding and the BF amplitude to give the new amplitude

(2.1.2). The BF amplitude of a single 4-simplex v for a given boundary state |Ψ〉
reads

A(Ψ) =

∫
Spin(4)10

∏
f

dgf Ψ(gf )

∫
Spin(4)5

∏
e

dVe
∏
f

δ(Vef
gf V

−1
e′f

), (2.4.8)

where Vef
, Ve′f are the two group elements around the perimeter of f , which is in the

4-simplex v and not in the boundary. The integral over gf gives

A(Ψ) =

∫
Spin(4)5

∏
e

dVe Ψ(V −1
ef
Ve′f ). (2.4.9)

In the new theory, for any boundary state Ψ ∈ Hph, according to the embedding

(2.4.7), there exist a LQG state ψ ∈ HLQG, such that Ψ = Y (ψ). Let us consider

the specific case when ψ is a spin-network state |ψ〉 = |jf , ie〉 on the boundary. The

amplitude is then given explicitly by

If 0 < γ < 1

A<(jf , ie) =
∑
i+a i

−
a

(∏
e

Y ie
i+e i

−
e
(jf )

)
15jSpin(4)

((
1 + γ

2
j,

1− γ

2
j

)
; (i+n , i

−
n )

)

If γ > 1

A>(jf , ie) =
∑
i+a i

−
a

(∏
e

Y ie
i+e i

−
e
(jf )

)
15jSpin(4)

((
γ + 1

2
j +

γ − 1

2
,
γ − 1

2
(j + 1)

)
; (i+n , i

−
n )

)
(2.4.10)

30



2.4.2 Dynamics: Lorentzian theory

We have the remarkable result that Kph is naturally isomorphic to the SU(2) inter-

twiner space, and therefore the constrained boundary space Hph can be identified

with the SU(2) LQG state space HSU(2) associated to the graph which is dual to

the boundary of the triangulation, namely the space of the SU(2) spin networks

on this graph. For completeness, let us repeat some materials in [16, 33] to exhibit

this isomorphism by the embedding of the Hilbert space of LQG HSU(2) into the

boundary Hilbert space Hph of the new model; we also use this embedding and the

BF amplitude of a single 4-simplex v to derive the EPRL vertex amplitude.

The way we construct the boundary space gives a projection, which maps sim-

ple SL(2,C) spin-network states to SU(2) spin-network states. The corresponding

embedding f is defined as the hermitian conjugate of this projection, which is given

by

f(j) : Hj −→ H(j,γ(j+1)),

|j,m〉 7−→ |(j, γ(j + 1)); j,m〉 (2.4.11)

for the representations and

f(jl) : Inv
SU(2)

(⊗4
a=1Hja) −→ Inv

SL(2,C)
(⊗4

a=1H(ja,γ(ja+1))),

im1m2m3m4 7−→
∫

SL(2,C)

dg
( 4∏
a=1

D(ja,γ(ja+1))(g)(j′a,m
′
a)

(ja,ma)

)
im1m2m3m4 , (2.4.12)

for intertwiners [16, 33], where D(k,p)(g)(j′,m′)
(j,m) denote the matrix elements of

the irreducible representation (k, p), with indices (j,m). Let indices (j,m) ≡ α,

χα1α2α3α4 denote the SL(2,C) intertwiner defined by a virtual link carring the rep-

resentation χ = (k, p), and dχ the Plancherel measure on the spectrum. Then using

the relation∫
SL(2,C)

dg D(χ1)(g)α1
α′1
D(χ2)(g)α2

α′2
D(χ3)(g)α3

α′3
D(χ4)(g)α4

α′4
=

∫
dχχα1α2α3α4χα′1α′2α′3α′4 ,

(2.4.13)

one can obtain

f(jl)|i〉 =

∫
dχ f iχ(jl)|χ〉, (2.4.14)
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where the coefficients f iχ(jl) are given by

f iχ(jl) = im1m2m3m4χ(j1,m1)(j2,m2)(j3,m3)(j4,m4). (2.4.15)

If we piece these maps at each node, we obtain the map f : HSU(2) → Hph of the

entire LQG space into the state space of the new theory. In the spin network basis

we obtain

f(jl) : |jl, in〉 7→
∫

dχn f
in
χn

(jl)|(jl, γ(jl + 1)), χn〉. (2.4.16)

Now let us use this embedding and the BF amplitude to give the new amplitude

(2.1.3). The BF amplitude of a single 4-simplex v for a given boundary state |Ψ〉
reads

A(Ψ) =

∫
SL(2,C)10

∏
f

dgf Ψ(gf )

∫
SL(2,C)5

∏
e

dVe
∏
f

δ(Vef
gf V

−1
e′f

), (2.4.17)

where Vef
, Ve′f are the two group elements around the perimeter of f , which is in the

4-simplex v and not in the boundary. The integral over gf gives

A(Ψ) =

∫
SL(2,C)5

∏
e

dVe Ψ(V −1
ef
Ve′f ). (2.4.18)

In the new theory, for any boundary state Ψ ∈ Hph, according to the embedding

(2.4.16), there exist a LQG state ψ ∈ HLQG, such that Ψ = f(ψ). Let us consider

the specific case when ψ is a spin-network state |ψ〉 = |jf , ie〉 on the boundary. The

amplitude is then given explicitly by

A(jf , ie) =

∫
dχe
(∏

e

f ieχe
(jf )

)
15j((jf , γ(jf + 1)), χe). (2.4.19)

In terms of (k, p), the Plancherel measure dχ can be expressed as (k2 +p2)dp, which

gives the expression (2.1.3).

2.5 Geometrical observables

The kinematics of canonical loop quantum gravity is rather well understood; in

particular, the properties of the geometrical operators, including the area and the

volume operators [45–47] are well established. In this section, we study the geomet-

rical operators in the new spinfoam model and their relation with the SU(2) ones

in LQG.
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2.5.1 The area operator

The area operator of the new spinfoam model has been derived in [16, 37] and shown

to match the LQG one. Classically, the area A(f) of a triangle f is given by A(f)2 =
1
2
(∗Bf )

IJ · (∗Bf )IJ . If we fix the time gauge, we have A3(f)2 = 1
2
(∗Bf )

ij · (∗Bf )ij.

These two quantities are equal up to a constrained term. As shown in [16, 37], using

the constraints, the operator related to A3(f)2 can be obtained as A3(f)2 = κ2γ2L2
f ,

which matches three-dimensional area as determined by LQG, including for the

correct Barbero-Immirzi parameter proportionality factor.

2.5.2 The volume operator in Euclidean theory

The volume of the tetrahedron t is given by

V (t) =
1

6
det(e(v)). (2.5.1)

In terms of the variables ∗B defined in (2.3.1), the volume of a boundary tetrahedron

t reads V related to the tetrahedra t as

V (t) =

√
1

27
εabcTr[∗Ba

∗Bb
∗Bc] (2.5.2)

To see this, let the gauge-fixed simplicity constraint (2.3.6) hold, then the ∗B0i
f (t)

vanish and the above quantity is equal to

V3(t) =

√
1

27
εabc∗Bij

a
∗Bjk

b
∗Bki

c =
1

6
det(e), (2.5.3)

which is exactly the expression (2.5.1) of the discrete volume. Note that the SO(4)

volume VSO(4)(t) is gauge invariant, hence we can obtain eq (2.5.2) by the gauge-

fixed version (2.5.3) without loss of generality. Going to the variables J , and using

(2.3.9), the volume reads

V (t) =

√
1

27

( γ2

1− γ2

)3

εabcTr
[(1

γ
Ja −∗ Ja

)(1

γ
Jb −∗ Jb

)(1

γ
Jc −∗ Jc

)]
(2.5.4)

The volume operator V̂ (t) of the tetrahedron t is then formally given by (2.5.12)

with J IJ replaced by the corresponding operators:

V̂ (t) =

√
1

27

( γ2

1− γ2

)3

εabcTr
[(1

γ
Ĵa −∗ Ĵa

)(1

γ
Ĵb −∗ Ĵb

)(1

γ
Ĵc −∗ Ĵc

)]
. (2.5.5)
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However, the physical volume should be defined on the physical boundary spaceHph,

satisfying the constraints. Since the volume operator does not change the graph of

the spin network sates, nor the coloring of the links, its action can be studied on

the Hilbert space associated to a single node. Consider the matrix element of the

square of the volume operator between two states in the physical Hilbert space (we

drop the hats):

〈i|V (t)2|j〉 =
1

27

( γ2

1− γ2

)3
εabc〈i|

(1
γ
J ija − ∗J ija

)(1
γ
J jkb − ∗J jkb

)(1
γ
Jkic − ∗Jkic

)
|j〉.

(2.5.6)

Writing this in terms of L and K components gives

〈i|V (t)2|j〉 =
1

27 · 8
( γ2

1− γ2

)3
εabcεijmε

jk
nε
ki
p〈i|
(1
γ
Lma −Km

a

)(1
γ
Lnb −Kn

b

)(1
γ
Lpc −Kp

c

)
|j〉.

(2.5.7)

Notice that the intertwiner space is the subspace of the product of the space Ha

associated to the link a, and the action of (Ka, La) is in fact on Ha. Hence we can

use the form (2.3.29) of the simplicity constraint to simplify Eq. (2.5.7), although

the r.h.s seems a polynomial. Using the form (2.3.29) of the constraint, we can

rewrite it as

〈i|V (t)2|j〉 =
1

27 · 8
( γ2

1− γ2

)3(1
γ
− γ
)3
εabcεijk〈i|LiaL

j
bL

k
c |j〉 (2.5.8)

and a little algebra gives

〈i|V (t)2|j〉 = γ3 〈i|εabcεijkLiaL
j
bL

k
c |j〉. (2.5.9)

That is

V (t) = γ
3
2

√
εabcεijkLiaL

j
bL

k
c (2.5.10)

Now, the operator on the r.h.s. is precisely the LQG volume operator VLQC, as it

acts on Kph including the correct dependence on the Barbero-Immirzi parameter γ.

2.5.3 The volume operator in Lorentzian theory

Let us now turn to study the volume operator in Lorentzian theory. Following last

subsection, the volume of a boundary tetrahedron t is V (t) =
√
|V 2(t)| where

V 2(t) =
1

27
εabcTr[∗Ba

∗Bb
∗Bc], (2.5.11)
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which in terms of J turns out to be

V 2(t) =
1

27

( γ2

1 + γ2

)3

εabcTr
[(1

γ
Ja + ∗Ja

)(1

γ
Jb + ∗Jb

)(1

γ
Jc + ∗Jc

)]
(2.5.12)

The volume operator V̂ (t) of the tetrahedron t is then formally given by (2.5.12)

with J IJ replaced by the corresponding operators:

V̂ 2(t) =
1

27

( γ2

1 + γ2

)3

εabcTr
[(1

γ
Ĵa + ∗Ĵa

)(1

γ
Ĵb + ∗Ĵb

)(1

γ
Ĵc + ∗Ĵc

)]
. (2.5.13)

Since the volume operator does not change the graph of the spin network sates, nor

the coloring of the links, its action can be studied on the Hilbert space associated

to a single node. Consider the matrix element of the square of the volume operator

between two states in the physical intertwiner space (we drop the hats):

〈i|V̂ 2|j〉 =
1

27

( γ2

1 + γ2

)3
εabc〈i|

(1
γ
J ija + ∗J ija

)(1
γ
J jkb + ∗J jkb

)(1
γ
Jkic + ∗Jkic

)
|j〉.

(2.5.14)

Writing this in terms of L and K components gives

〈i|V̂ 2|j〉 =
1

27

( γ2

1 + γ2

)3
εabcεijmε

jk
nε
ki
p〈i|
(1
γ
Lma −Km

a

)(1
γ
Lnb −Kn

b

)(1
γ
Lpc −Kp

c

)
|j〉.

(2.5.15)

Notice that the intertwiner space is the subspace of the product of the space Ha

associated to the link a, and the action of (Ka, La) is in fact on Ha. Hence we can

use the form (3.2.15) of the simplicity constraint to simplify Eq. (2.5.7), although

the r.h.s seems a polynomial. Using the form (3.2.15) of the constraint, we can

rewrite it as

〈i|V̂ 2|j〉 =
1

27

( γ2

1 + γ2

)3(1
γ

+ γ
)3
εabcεijk〈i|LiaL

j
bL

k
c |j〉 (2.5.16)

and a little algebra gives

〈i|V̂ 2|j〉 =
(γ

3

)3

εabcεijk〈i|LiaL
j
bL

k
c |j〉. (2.5.17)

That is

V̂ (t) =
(γ

3

) 3
2
√∣∣εabcεijkLiaLjbLkc ∣∣. (2.5.18)

Now, the operator on the r.h.s. is precisely the LQG volume operator V (t)LQC of

the tetrahedron, as it acts on Kph including the correct dependence on the Barbero-

Immirzi parameter γ.
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2.6 New degree of freedom

In this section, let us come to revisit the way we solve the simplicity constraints.

Since we have not proven that the physical Hilbert space considered is the maximal

space where the constraints hold weakly, one might worry that the physically correct

quantization of the degrees of freedom of general relativity could need a larger space.

And a little bit unexpectedly, there does exist a larger space of the weaker solution,

which we will discuss in this section.

2.6.1 The weaker γ-simple relation

Let us come to the Euclidean theory first. To solve the simplicity constraints weakly,

a sufficient condition is γ(j) in equation (2.3.22) equals the Barbero-Immirzi param-

eter γ:

γj(j + 1) = j+(j+ + 1)− j−(j− + 1) (2.6.1)

To satisfy this condition, it is not necessary that one only select the “extreme”

section of the the Clebsch-Gordan decomposition for the single component of H
associated with a single boundary face f

Hj+⊗j− = Hj+

⊗
Hj− =

j++j−⊕
p=|j+−j−|

Hp. (2.6.2)

In other words, j can runs from j+ − j− to j+ + j−, but not only j = j+ + j− for

γ < 1 and j = j+ − j− for γ > 1. Let us introduce a new quantum number r where

j =j+ + j− − r when 0 < γ < 1

j =j+ − j− + r when γ > 1. (2.6.3)

Here one find r is restricted as

0 ≤ r ≤ 2j−. (2.6.4)

There is a weaker γ-simple relation than (2.2.6):

• j+ > j−

• For 0 < γ < 1,

2j+ = j + r +
γj(j + 1)

j + r + 1

2j− = j + r − γj(j + 1)

j + r + 1
(2.6.5)

36



• For γ > 1,

2j+ =
γj(j + 1)

j − r
+ (j − r)

2j− =
γj(j + 1)

j − r
− (j − r) (2.6.6)

One can check the weaker γ-simple relation (2.6.5) (2.6.6) satisfy equation (2.6.1),

hence for each ra, there exist an invariant subspace where the simplicity constraint

and the closure constraint hold weakly:

I<{ja,ra} = InvSU(2)

[
4⊗

a=1

H
1
2
(j+r+

γj(j+1)
j+r+1

,j+r− γj(j+1)
j+r+1

)

ja

]
for 0 < γ < 1

I>{ja,ra} = InvSU(2)

[
4⊗

a=1

H
1
2
(

γj(j+1)
j−r

+(j−r), γj(j+1)
j−r

−(j−r))
ja

]
for γ > 1 (2.6.7)

If r is restricted to vanish, this subspace goes back to the physical boundary space

KPh in equation (2.2.9). Here, however, one obtain an enlarged boundary space:

KEu
Ph =

⊕
{ja,ra}

I{ja,ra} (2.6.8)

This is the enlarged boundary space in the Euclidean thoery where the simplicity

constraint and the closure constraint hold weakly. Now let us come to the Lorentzian

theory.

For the Lorentzian case, the weaker γ-simple relation is

k = j − r

p =
γj(j + 1)

j − r
, (2.6.9)

where the new quantum number r ≥ 0. Again when r = 0, this weaker γ-simple

relation goes back to (2.2.15) before. For each ra, there exist an invariant subspace

where the simplicity constraint and the closure constraint hold weakly:

I{ja,ra} = InvSU(2)

[
4⊗

a=1

H
(

γj(j+1)
j−r

,j−r)
ja

]
(2.6.10)

If r is restricted to vanish, this subspace goes back to the physical boundary space

KPh in equation (2.2.19). Here, however, one obtain an enlarged boundary space:

KLo
Ph =

⊕
{ja,ra}

I{ja,ra} (2.6.11)
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2.6.2 Dynamics from the enlarged boundary space

The weaker γ-simple relation gives different embedding maps of the LQG space into

the enlarged state space and then the vertex amplitude as well. What’s more, it

also gives different face amplitudes.

The modified embedding maps to equation (2.4.7) (2.4.16) are given as

• In the Euclidean theory, if 0 < γ < 1

Y <
(jl)

: |jl, in〉 7→
∑
i+n ,i

−
n

Y in
i+n ,i

−
n
(jl)

∣∣∣∣(j + r

2
+

γj(j + 1)

2(j + r + 1)
,
j + r

2
− γj(j + 1)

2(j + r + 1)

)
; i+n , i

−
n

〉
(2.6.12)

• In the Euclidean theory, if γ > 1

Y >
(jl)

: |jl, in〉 7→
∑
i+n ,i

−
n

Y in
i+n ,i

−
n
(jl)

∣∣∣∣(γj(j + 1)

2(j − r)
+
j − r

2
,
γj(j + 1)

2(j − r)
− j − r

2

)
; i+n , i

−
n

〉
(2.6.13)

• In the Lorentzian theory,

f(jl) : |jl, in〉 7→
∫

dχn f
in
χn

(jl)|(jl − rl,
γjl(jl + 1)

jl − rl
), χn〉. (2.6.14)

Using these modified embeddings and BF amplitude, one can obtain the new vertex

amplitude:

• In the Euclidean theory, if 0 < γ < 1

A<(jf , ie) =
∑
i+a i

−
a

(∏
e

Y ie
i+e i

−
e
(jf )

)
15jSpin(4)

((
j + r

2
+

γj(j + 1)

2(j + r + 1)
,
j + r

2
− γj(j + 1)

2(j + r + 1)

)
; (i+n , i

−
n )

)
(2.6.15)

• In the Euclidean theory, if γ > 1

A>(jf , ie) =
∑
i+a i

−
a

(∏
e

Y ie
i+e i

−
e
(jf )

)
15jSpin(4)

((
γj(j + 1)

2(j − r)
+
j − r

2
,
γj(j + 1)

2(j − r)
− j − r

2

)
; (i+n , i

−
n )

)
(2.6.16)
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• In the Lorentzian theory,

A(jf , ie) =

∫
dχe
(∏

e

f ieχe
(jf )

)
15j((jl − rl,

γjl(jl + 1)

jl − rl
), χe). (2.6.17)

Now let us come to see the face amplitudes and partition functions. It is argued

in [19] that the face amplitude of a spinfoam model is determined by three inputs:

(a) the choice of the boundary Hilbert space, (b) the requirement that the com-

position law holds when gluing two complexes K and K′, (c) a particular locality

requirement (see [19] for the details of the three assumptions). These requirements

are implemented if the partition function has the form:

By inserting the vertex amplitudes that we have defined into this expression, we

complete the definition of an Euclidean and a Lorentzian model.

Expanding the delta function in representation, we obtain

ZE,L(K) =
∑

jf ,rf ,ie

∏
f

dE,L(jf , rf )
∏
v

AE,Lv (jf , rf , ie)

where the face amplitude is

• In the Euclidean theory, if 0 < γ < 1

dE<(jf , rf ) =
(
j + r +

γj(j + 1)

(j + r + 1)
+ 1
)(
j + r − γj(j + 1)

(j + r + 1)
+ 1
)
(2.6.18)

• In the Euclidean theory, if γ > 1

dE>(jf , rf ) =
(γj(j + 1)

(j − r)
+ j − r + 1

)(
γj(j + 1)(j − r)− j − r + 1

)
(2.6.19)

• In the Lorentzian theory,

dL(jf , rf ) =
γ2j2

f (jf + 1)2

(jf − rf )2
+ (jf − rf )

2. (2.6.20)

where the dimension factorsAEf :=
[
2j++1

][
2j−+1

]
andALf :=

[
k2
f+γ

2j2
f (jf + 1)2/k2

f

]
are the face amplitudes for the Euclidean and Lorentzian theories. In the Euclidean

case, the face amplitudes is different from the one obtained in [19] and coincide

with the ones deduced from the BF partition function. In [19] the face amplitude
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obtained is the dimension of SU(2) unitary irrep i.e. 2jf + 1. The origin of the

difference is the difference in the boundary Hilbert space. The one here, HE
γv

or HL
γv

,

has additional degree of freedom with respect to the space L2(SU(2)L) of [19].

We have studied the quantum theory following from imposing the constraints

(3.2.15) and (3.2.16a) weakly, and we have shown that this leads to a new degree of

freedom, represented by the quantum number rf . Does this degree of freedom have

a physical interpretation relevant for quantum gravity? There are some reasons to

suspect a negative answer. Let us consider the Euclidean theory for simplicity.

First, we have seen that rf does not affect the boundary geometry. We expect

all gravitational degrees of freedom to be captured by the geometry. Therefore

the theory we have obtained has extra degrees of freedom with respect to general

relativity. This can also be seen as following. In the classical theory we have the

well known (“left area=right area”) relation

|Σ+|2 = |Σ−|2, (2.6.21)

which implies

|1− γ|j+ = |1 + γ|j− (2.6.22)

which in turns implies rj = 0. This might indicate that the quantum theory of

gravity that has GR as a classical limit is the one with rj = 0. Alternatively,

however, we might require something weaker; for instance, we can still obtain states

compatible with GR in the classical limit by demanding that

lim
j±→∞

r

j−
= 0 for 0 < γ < 1

lim
j±→∞

r

j−
= 2 for γ > 1 (2.6.23)

in the large-j asymptotic regime. This would make the quantum number relevant

for the microphysics and not affecting the classical limit. On the other hand, this

choice is a bit artificial.

Furthermore, in the classical theory the area of a face can be equally computed

in the time gauge as A4 =
√

(Σf )IJ(Σf )IJ or as A3 = γ
√

Σi
fΣ

i
f . Classically the

two areas A4 and A3 are equal after the simplicity constraint is imposed, and they

indeed equal in the large-j limit after quantization [16]. Let us denote the condition

A4 = A3 the consistency constraint. If we ask A4 and A3 to be equal as operators in

the quantum level on the boundary Hilbert space (as in the case of [16]), then again

this fixes rf .
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Notice that with an appropriate factor ordering rf could be fixed, but to to a

value different from zero. Doing so will reduce the role of rf from that of a quantum

number (different in each state) to that of a single fixed parameter in the definition

of the theory. The actual value of rf fixed would depend on how the operators

corresponding to A4 and A3 are ordered. In this sense rf is related to the operator-

ordering ambiguities of the consistency constraint. Once an order is chosen, there is

no more independent quantum number rf in the theory. With a suitable ordering,

we can fix rf = 0

For these consideration, it may be reasonable to suspect that the weak imposition

of the constraints (3.2.15) and (3.2.16a) alone may in fact be too weak to properly

define quantum general relativity, in the same sense in which the strong imposition

of these constraints in the old Barrett-Crane model was too strong. There is a simple

way out, which is to impose the (non-commuting) simplicity constraints weakly, and

the diagonal simplicity constraint (for instance in the form (2.6.21)) strongly. With

this choice of constraints, properly ordered, we obtain rf = 0, the boundary space

isometric to the LQG state space in the boundary 5, and precisely the new models

amplitudes. Finally, the gluing conditions gives the SU(2) face amplitude. Thus, we

recover precisely the quantum gravity theory described for instance in [11].

Note that one could also take the point of view that the quantum numbers rf

label different possible definitions of the spin-foam models. In each of these spin-

foam models, the boundary Hilbert space solves the simplicity constraint weakly.

And for different choices of rf the boundary Hilbert spaces are isometric to each

other.

5Note that the boundary space with rf = 0 of Euclidean theory is only isomorphic to a subspace
of the kinematical Hilbert space HKin of canonical LQG and cannot completely describe all the
quantum states for the fields on the boundary S, since the spins in the summation cannot cover
all the SU(2) spins, for some values of Barbero-Immirzi parameter γ. However, this situation only
appears in the Euclidean theory but disappears in the Lorentzian theory.
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Chapter 3

The generalized spinfoam models

The spinfoam theory introduced in [14–18, 33] can be derived starting from the

Plebanski formulation of GR [48] (including the Barbero-Immirzi parameter γ),

and defined as a BF theory discretized on a simplicial cellular complex and con-

strained by the so called simplicity constraint. The constraint can be imposed using

the master-constraint technique [15, 16, 49–54], or, more simply, using the Gupta–

Bleuler procedure, namely asking the matrix elements of the constraint to vanish

on physical states [31, 32], which we introduce in chapter 2. The resulting model

has remarkable properties: (i) the boundary states have a geometrical interpreta-

tion in terms of quantum tetrahedral geometry [29, 34, 35, 55]; (ii) there are strong

indications that the semiclassical behavior of the theory matches classical general

relativity [28, 56–58], thus correcting difficulties of earlier models [59–62]; and (iii)

the boundary kinematics is strictly related to that of LQG, as we have shown in

chapter 2.

The relation with LQG, however, is limited by the fact that the simplicial-

spinfoam boundary states include only four-valent spin networks. This is a drastic

reduction of the LQG state space. In [63], Kamiński, Kisielowski, and Lewandowski

(KKL) have considered a generalization of the spinfoam formalism to spin networks

of arbitrary valence, and have constructed a corresponding vertex amplitude. This

generalization provides truncated transition amplitudes between any two LQG states

[11, 13], thus correcting the limitation of the relation between the model and LQG.

This generalization, on the other hand, gives rise to several questions. The KKL

vertex is obtained via a “natural” mathematical generalization of the simplicial

Euclidean vertex amplitude. Is the resulting vertex amplitude still related to con-

strained BF theory (and therefore to GR)? In particular, do KKL states satisfy the
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simplicity constraint? Can we associate to these states a geometrical interpretation

similar to the one of the simplicial case? Can the construction be extended to the

physically relevant Lorentzian case?

In this chapter 1 we answer several of these questions. We show that it is possible

to start form a discretization of BF theory on a general 2-cell complex, and impose

the same boundary constraints that one impose in the simplicial case (simplicity

and closure). Remarkably, on the one hand, they reduce the BF vertex amplitude

to a (generalization of) the KKL vertex amplitude, in the Euclidean case studied

by KKL. On the other hand, a theorem by Minkowski [64] guarantees that these

constraints are precisely those needed to equip the classical limit of each truncation

of the boundary state space to a finite graph, with a geometrical interpretation,

which turns out to be in terms of polyhedra [30].

These results reinforce the overall coherence of the generalized spinfoam formal-

ism. Also, we consider the new quantum number in this spinfoam formalism.

An outline for the chapter is as follows. In Section 3.1, we review the spinfoam

representation of the BF partition function on a general complex, and we discuss

the structure of the boundary Hilbert space of BF theory. In Section 3.2, we im-

plement the geometric constraint to the BF boundary Hilbert space. After solving

the constraint weakly, two new boundary Hilbert space are constructed for both the

Euclidean and the Lorentzian theory. We also show that the new boundary Hilbert

space carries a representation of quantum polyhedral geometry. In Section 3.3, we

derive the new spinfoam vertex amplitude and face amplitude from the new bound-

ary Hilbert space. In the last Section, we conclude and point out the open issues.

We assume that the Barbero-Immirzi parameter γ is positive.

3.1 spinfoam Representation of BF Theory

We start with a brief review of the construction of the BF spinfoam partition function

and the structure of its boundary Hilbert space [65], which is the starting point of

the definition of the theory. The BF partition function is formally defined by the

path integral

ZBF :=

∫
DA DB exp

(
i

∫
M

Tr(B ∧ F [A])
)

(3.1.1)

1This chapter is based on work done together with Muxin Han and Carlo Rovelli. The results
have been published in [38].
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Figure 3.1: A generalized spinfoam vertex.

where B is a 2-form field on the manifold M , with values in the Lie algebra g of a

group G and F is the curvature of the G-connection A. Here we take the internal

gauge group G to be either G = Spin(4) (for the Euclidean case) or G = SL(2,C)

(for the Lorentzian case). A formal integration over B gives

ZBF =

∫
DA

∏
x∈M

δ(F [A]) (3.1.2)

which is an integration over the flat connections. In order to make sense of the

formal path integral (3.1.2), we discretize it. However, instead of discretizing the

path integral on an oriented 2-complex dual to a simplicial decomposition of the

manifold M as is usually done, we introduce here an arbitrary oriented 2-complex

K (as in [44, 63]) with or without boundary.

We take a combinatorial definition of an oriented 2-complex. An oriented 2-

complex K := (V (K), E(K), F (K) consists of sets of vertices v ∈ V (K), edges e ∈
E(K) and faces f ∈ F (K), equipped with a boundary relation ∂ associating an

ordered pair of vertices (s(e), t(e)) (“source” and “target”) to each edge e and a finite

sequence of edges {eεekf

k }k=1,...,n to each face f , with t(ek) = s(ek+1), t(en) = s(e1)

and εef = ±1; here we call e−1 the edge with reversed order of e. We let ∂f denote

the cyclically ordered set of edges that bound the face f , or (if it is clear from the

context) the cyclically ordered set of vertices that bound the boundary edges of f .

We also write ∂v to indicate the set of edges bounded by v, and of faces that have

v in their boundary. Similarly, we write ∂e to indicate the set of the faces bounded

by e. When e ∈ ∂f , we define εef = 1 if the orientation of e is consistent with the

one induced by the face f and εef = −1 if it is not.

The boundary graph γ = ∂K is a 1-cell subcomplex of K. An edge e ∈ E(K)
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is an edge of the boundary graph γ if and only if it is contained in only one face,

otherwise it is an internal edge. A vertex v ∈ V (K) is a vertex of the boundary

graph γ if and only if it is contained in exactly one internal edge of K, otherwise

it is an internal vertex of K. We assume boundary vertices and boundary edges to

form a graph, which is the boundary of the two-complex.

We introduce also the notion of the boundary graph γv of a single vertex v. This

is the graph whose nodes are the edges e in ∂v and whose links are the faces f in ∂v.

The boundary relation defining the graph is the relation e ∈ ∂f and the orientation

of the links is the one induced by the faces. The graph γv can be visualized as the

intersection between the two complex and a small sphere surrounding the vertex.

Figure 3.2: An oriented 2-cell complex K := (F (K), E(K), V (K)), where F (K) =

{f1, · · · , f6}, E(K) = {e1, · · · , e19}, V (K) = {v1, · · · , v14}. v1 is internal vertex,

and e1, e2, e3, e4 are internal edges, while all other edges and vertices belong to the

boundary graph γ = ∂K.

We discretize the BF partition function on the oriented 2-cell complex K, by

replacing the continuous field A with the assignment of an element of G to each

edge. By convention, ge−1 := g−1
e . Then equation (3.1.2) becomes

ZBF (K) =

∫
dge

∏
f

δ
(∏
e∈∂f

g
εef
e

)
, (3.1.3)

where dge is the product over all the edges of the Haar measure, the product over

f is over all the faces of K and the product over e is the product over the edges

bounding the face f of the group element associated to these edges, ordered by the

orientation of the face. This is the partition function of BF theory.

We now express this partition function as a sum over representations and in-

tertwiners. For this, it is convenient to treat the Euclidean and Lorentzian cases
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separately.

3.1.1 Spin(4) BF Theory

Consider the Euclidean case G = Spin(4). The delta function on Spin(4) can be

expanded in irreducible representations

δ(U) =
∑
ρ

dim(ρ)χρ(U) (3.1.4)

where ρ = (j+, j−) labels the unitary irreducible representation of Spin(4), dim(ρ) =

(2j++1)(2j−+1) is the dimension of the representation space, and χρ is the character

of the representation ρ. Irreducible representations can also be conveniently labelled

with the two half integers k = j+ + j− and p = j+ − j−.

Expanding the delta function in representations, (3.1.2) becomes

ZBF (K) =

∫
dge

∏
f

(∑
ρ

dim(ρ) χρ(Uf )

)

=
∑
ρf

∫
dge

∏
f

dim(ρf ) χ
ρf (Uf ). (3.1.5)

This is the expression for the spinfoam amplitude in the group element basis. Let

us now translate this into the more common representations-intertwiners basis.

This can be obtained by performing the integrals, precisely as in the simplicial

case. We have one integration per edge, of the form

KM,N =

∫
dge

∏
f∈∂e

Π
ρf

MfNf
(g
εef
e ) (3.1.6)

where Πρ
MN(g) is the matrix element of the Spin(4) representation ρ; M = Mf1 , ...,Mfn

is a multi-index; and the product is over the n faces bounded by e (including repeated

faces). In the case where K is dual to a simplicial complex, n=4. It is immediate to

see that KM,N is the operator in the tensor product (
⊗

fout
ρf ) ⊗ (

⊗
fin

ρ†f ) of the

ρf representation spaces (where fin are the faces with the same orientation as e and

fout are the faces with opposite orientation.) that projects on its invariant subspace

He = Inv
[
(
⊗
fout

ρf )⊗ (
⊗
fin

ρ†f )
]
. (3.1.7)

Let I label an orthonormal basis in He. (These are called intertwiners.) Then

KM,N =
∑
I

IM I†N. (3.1.8)
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For each internal edge e, the two intertwiners are associated to the two vertices

bounding the edge (see Figure 3), in the sense that their indices are contracted with

the other intertwiners at the same vertex. The result of the integration is therefore

Figure 3.3: Assign Ie to the begin point and assign I†e to the end point of an internal

edge e.

ZBF (K) =
∑
ρf

∏
f

dim(ρf )
∑
Ie

∏
v

Av(ρf , Ie). (3.1.9)

Here the sum over Ie is over the assignment of one intertwiner to each edge e of

K. The product over v is over the vertices of K. The vertex amplitude Av(ρf , Ie) is

defined as follows. Say at the vertex v ∈ V (K) there are n outgoing edges eout and

m incoming edges ein. Then

Av(ρf , Ie) := Tr

(⊗
eout

Ieout

⊗
ein

I†ein

)
(3.1.10)

The trace in eq.(3.1.10) is precisely the spinfoam trace defined in [44, 63]. The

contractions between the intertwiners in the spinfoam trace could be described by

the follows: For each edge e each index Mi is associated with a face f bounded by

the edge e. The trace is defined by contracting the two indices associated with the

same face of the two intertwiners corresponding to the two edges bounding f . This

can be easily seen to give the character χρ of (3.1.5). In the special case when the

complex K is dual to a simplicial complex, there are 5 internal edges joining at v

and each pair of edges determines a 2-face, the spinfoam trace is nothing but the

Spin(4) 15-j symbol.

Alternatively, the BF partition function can also be expressed in the form [44, 63]

ZBF (K) =
∑
ρf

∏
f

dim(ρf ) Tr

 ⊗
e∈E(K)

Pe

 (3.1.11)
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where Pe :=
∑

Ie
Ie ⊗ I†e is understood as the projection operator projecting from

the product of the representations on the 2-faces bounded by e to its invariant

subspace. And the index contractions in Tr
(
⊗e∈E(K)Pe

)
are the contractions between

intertwiners, as above.

Most gravitational spinfoam theories, constructed as constrained BF, have this

same structure (3.1.11).

3.1.2 SL(2,C) BF Theory

Let now G = SL(2,C). The derivation of the spinfoam representation of SL(2,C)

is as above, with a few differences. SL(2,C) unitary irreps (in the principle series)

can be labelled by the same quantum numbers (k, p) as the SO(4) ones, but now p

is a real number [40]. The unitary irreps of SL(2,C) are infinite dimensional and

can be decomposed into an infinite direct sum of SU(2) irreps, i.e.

V (k,p) =
∞⊕
j=k

V
(k,p)
j (3.1.12)

where V
(k,p)
j ∼ Vj is the carrier space of the spinj representation of SU(2). This

decomposition provides a convenient basis |j,m > in V (k,p), obtained diagonalizing

L2 and Lz of SU(2). In this basis, for g ∈ SL(2,C), we write the representation

matrices on V (k,p) as Π
(k,p)
jm,j′m′(g) where j ∈ {k, k + 1, · · · ,∞} and m ∈ {−j, · · · , j}.

As one might expect from the fact that p is a continuous label, the representation

“matrix element” Π
(k,p)
jm,j′m′ is distributional on the Hilbert space L2[SL(2,C)] defined

by the Haar measure. These matrix elements form a generalized orthonormal basis

and define a Fourier-like transform. That is, for any square integrable function f(g)

on SL(2,C),

f(g) =
1

8π4

∑
k

∫ +∞

−∞
dp (k2 + p2) Tr

[
F (k, p) Π(k,p)(g−1)

]
F (k, p) =

∫
SL(2,C)

f(g) Π(k,p)(g) dµH(g) (3.1.13)

which is known as Plancherel theorem [40]. Accordingly, we have an identity for

Fourier decomposition of delta function on SL(2,C)

δ(g) =
1

8π4

∑
k

∫ +∞

−∞
Tr
[
Π(k,p)(g)

]
(k2 + p2) dp (3.1.14)
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in analogy with eq.(3.1.4). Proceeding as in the Euclidean case, we find

ZBF (K) =

∫ ∏
e

dge
∏
f

δ(Uf ) (3.1.15)

=
∑
kf

∫
dpf

∏
f

(k2
f + p2

f )

∫
dge
∏
f

Tr
[
Π(kf ,pf )(Uf )

]
As in the euclidean case, each ge integral is of the form

Kjm,j′m′ =

∫
dge

∏
f∈∂e

Π
(kf ,pf )

jfmf ,j
′
fm

′
f

(
g
εef
e

)
. (3.1.16)

Formally, this is still a projector on the invariant component of the tensor product of

n irreducibles. However, since now one of the two Casimirs has continuous spectrum

p, then the trivial representation p = k = 0 is not a proper subspace of the tensor

product, but only a generalized subspace. This does not forbids us to introduce an

orthonormal basis of intertwiners I in this subspace, as we did in the Euclidean case,

and write

Kjm,j′m′ =
∑
I

Ijm I†j′m′ (3.1.17)

but we have to remember that the intertwiners are generalized vectors. Using this,

we can formulate the spinfoam representation of SL(2,C) BF theory in the same

way as we did for Spin(4) theory.

• The Fourier decomposition of the SL(2,C) delta function assigns an SL(2,C)

irrep labeled by (kf , pf ) to each face f .

• Eq.(3.1.16) assigns an SL(2,C) intertwiner Ie to each source of each edge e,

and a dual intertwiner Ie† to its target.

• At each vertex v with n outgoing edges eout1 , · · · , eoutn and m incoming edges

ein1 , · · · , einm , the intertwiners Ie
out

and Ie
in† are contracting on their j,m and

j′,m′ indices, according to how the faces neighboring the vertex are bounded by

the edges. The result of this contraction gives the spinfoam vertex amplitude

Av

(
(k, p)f , Ie

)
:= Tr

((⊗
eout

Ie

)
⊗

(⊗
ein

I†e

))
(3.1.18)

• Finally the partition function of SL(2,C) BF theory is

ZBF =
∑
kf Ie

∫
dpf

∏
f

(k2
f + p2

f )
∏
v

Av

(
(k, p)f , Ie

)
(3.1.19)
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This expression, however, is ill defined, due to the fact that the intertwiners are

generalized vectors, and the trace (3.1.18) may diverge. This issue is addressed

and answered in [66, 67], where it is shown that the source o f the divergence is a

redundant integral over SL(2,C) in the definition of Av. It is then immediate to

regularize Av by removing one SL(2,C) integration per each vertex. The resulting

amplitude is proven in [66, 67] to be finite, except for some particular pathological

vertices, which we exclude here for simplicity. In what follows we always assume

that the vertex amplitude is so regularized that the redundant integral is removed.

3.1.3 Boundary Hilbert Space

Let us rewrite the partition function (3.1.3) in a slightly different form. Split each

edge e bounded by the vertices v and v′ into two half edges (ev) and (ev′), and

associate a group element gev to each half edge (oriented towards the vertex). Then

replace each integral dge with the two integrals dgev, dgev′ . This gives

ZBF (K) =

∫
dgev

∏
f

δ
(∏
e∈∂g

(g−1
ev gev′)

εef
)
, (3.1.20)

where there is one integration per each couple vertex/adjacent-edge. Next, let v be

a vertex in the boundary of the face f . For each such couple fv, introduce a group

variable gfv. Then (3.1.20) can be rewritten in the form

ZBF (K)=

∫
dgfvdgev

∏
f

δ(
∏
v∈∂f

gfv)
∏
fv

δ(g−1
fv gevg

−1
e′v) (3.1.21)

where e and e′ are the two edges in the boundary of f that meet at v, ordered by

the orientation of f . This can be rewritten in the form

ZBF (K) =

∫
dgfv

∏
f

δ
(∏
v∈∂f

gfv
) ∏

v

Av(gfv) (3.1.22)

where the vertex amplitude Av(gf ) is defined by

Av(gf ) =

∫ ∏
e∈∂v

dge
∏
f∈∂v

δ(gef
gfg

−1
e′f

) (3.1.23)

is a function of one group element for each face in the boundary of v. Here the

integral is over one group element per each edge in the boundary of the vertex v

and, as before, e and e′ are the two edges in the boundary of f that meet at v.

This is a rewriting of the connection representation of spin-foam models, in terms of
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group elements and wedges [68], and is called the “holonomy” form of the partition

function in [69].

Let |Fv| be the number of links f of the graph γv, namely the number of faces f

in ∂v. The vertex amplitude (3.1.23) is a function in

Hγv = L2[G
|Fγ |]. (3.1.24)

We call this the (non-gauge invariant) boundary Hilbert space of the vertex v. It

is easy to se that the vertex amplitude (3.1.23) is an element of this space. More

precisely, it is an element of the (possibly generalized) subspace

Kγv = L2[G
|Fγ |/G|Eγ |] (3.1.25)

where |Eγ| is the number of nodes of γv, namely the number of edges in ∂v, formed

by the states invariant the gauge transformation

ψ(ge) = ψ(ΛsegeΛte) (3.1.26)

where Λ ∈ G and se and te are the source and target of e.

A moment of reflection shows also that (3.1.10) and (3.1.18) are simply the

amplitude (3.1.23) expressed in the standard spin network basis of Kγv . Let us now

study the boundary space Hγv in more detail. (It is convenient to consider the

non-gauge-invariant Hilbert space Hγv , besides the gauge invariant one because the

expressions of geometric constraints will not be gauge invariant, thus they can only

be represented as operators on Hγv .)

The natural derivative operator defined on the Hilbert space L2[G] is the left

invariant derivative that generates the right G action:

J IJψ(g) =
d

dα
ψ(eαT

IJ

g)
∣∣∣
α=0

(3.1.27)

where T IJ (I, J = 0, · · · , 3) is a standard Lie algebra generator of Lie(G).

Fix an SU(2) subgroup of G, and choose a basis in Lie(G) such that the direction

I = 0 is preserved by SU(2). Then we can split the six generators T IJ of Lie(G) into

3 rotation generators and 3 boost generators, resulting from the choice of canonical

embedding of the rotation SU(2) group into G, and thus basically corresponding to

the time gauge for the embedding vector. Accordingly, we define (i, j, k = 1, 2, 3)

Li :=
1

2
εi jkJ

jk, Ki := J0i (3.1.28)
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which have the standard commutation relations[
Li, Lj

]
= εij kL

k, (3.1.29)[
Ki, Kj

]
= sεij kL

k, (3.1.30)[
Ki, Lj

]
= εij kK

k (3.1.31)

where s = +1 for Spin(4) and s = −1 for SL(2,C).

We denote by J IJf the left invariant derivative operator acting on the variable gf

of ψ(gf ) ∈ Hγv . Notice that the right invariant vector field

RIJψ(g) =
d

dα
ψ(geαT

IJ

)
∣∣∣
α=0

(3.1.32)

satisfies RIJψ(g) = J IJψ(g−1). Therefore

J IJf−1 = RIJ
f . (3.1.33)

The bivector operators J IJf have a physical interpretation in terms of the BF theory

we started from. They are the quantum operators that quantize the discretized

version of the 2-form field BIJ , restricted to a 3-dimensional boundary. The reason

for this is the follows: Classically the Hamiltonian analysis of BF theory can be

carried out [70]. The resulting non-vanishing Poisson bracket reads{
εabcBabIJ(x), A

KL
d (x′)

}
= δcdδ

K
[I δ

L
J ]δ

3(x, x′) (3.1.34)

where a, b, c = 1, 2, 3, x and x′ belong to a 3-dimensional spatial manifold S. These

canonical conjugate variables can be discretized in analogy with Hamiltonian lattice

gauge theory. Given a graph γ imbedded in S, there exists a 2-cell complex dual to

the graph γ, such that given a link f in the graph there is a unique 2-face Sf dual

to the link f . This 2-cell complex defines a polyhedral decomposition of the spatial

manifold σ. With this setting, we associate a group variable gf ∈ G to each link f ,

and associate a Lie algebra variable BIJ
f to each Sf (the Lie algebra variables are also

labeled by f because of the 1-to-1 correspondence between links and 2-faces). The

Poisson algebra of these discretized variables has the following standard expression{
gf , gf ′

}
= 0{

BIJ
f , gf ′

}
= δff ′T

IJgf{
BIJ
f , B

KL
f ′

}
= δff ′f

IJ,KL
MNB

MN
f (3.1.35)
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where f IJ,KLMN denotes the structure constant of Lie(G). In our case, if we consider

our boundary graph γv and abstractly define the above Poisson algebra on γv, we

find that the bivector operator J IJf for each oriented link f (as a right invariant

vector) is the quantum operator representing the Lie algebra variable BIJ
f (up to

−i~), because of the commutation relation between J IJf and gf on the boundary

Hilbert space.

3.2 Boundary Quantum Geometry

We now consider a modification of BF theory. The modification is obtained by re-

stricting the boundary spaceHγv by imposing a certain constraint. Let us first define

this constraint and then discuss the consequences and the motivation of imposing

it.

3.2.1 Geometric Constraints

Consider a vertex v and its boundary graph γv. For each link f , consider the Lie

algebra element Σ given by

Bf = ∗Σf +
1

γ
Σf (3.2.1)

where the star indicates the Hodge dual in the Lie algebra. Consider a node e of

the boundary graph γv, and let f ∈ ∂e be all oriented away from e. Then define

1. Simplicity Constraint: There exists a unit vector (ne)I for each e such that,

for all f ∈ ∂e

(ne)I
∗ΣIJ

f = 0. (3.2.2)

2. Closure Constraint: ∑
f∈∂e

ΣIJ
f = 0. (3.2.3)

These are the two constraints on which we focus. The main motivation for consid-

ering these constraints is the fact that the action of general relativity in the Holst

formulation can be written in the form

SGR[e, ω] =

∫
B ∧ F [ω] (3.2.4)
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where ω is an SL(2,C) connection,

B = ∗Σ +
1

γ
Σ (3.2.5)

and

ΣIJ = eI ∧ eJ (3.2.6)

where eI is the tetrad one form. The restriction ΣIJ
f

∣∣
B of Σ to any space-like bound-

ary B satisfies the conditions:

nIΣ
IJ
∣∣
B = 0 (3.2.7)

where nI is the normal to the boundary and

dΣ = 0. (3.2.8)

Equations (3.2.1), (3.2.2) and (3.2.3) can be seen as a discrete consequence of equa-

tions (3.2.5), (3.2.7) and (3.2.8). Here, however, we take the discretized equations

(3.2.1), (3.2.2) and (3.2.3) as our starting point, and study their consequences. A

full discussion on the relation of these equations with continuum general relativity

will be considered elsewhere.2

The key consequences of these constraints is that they allow Σ to determine a

classical polyhedral geometry at each node e of the boundary graph γv (See also

[30]). The following is a straight-forward application of Minkowski’s theorem [64]

Proposition 3.2.1. Given an F-valent node e in γv, let F bivectors Σf satisfy

(3.2.2) and (3.2.3). Then there exists a (possibly degenerate) flat convex polyhedron

in R3 with F faces, whose face area bivectors coincide with ΣIJ
f . The resulting

polyhedron is unique up to rotation and translation.

Proof: Without loss of generality, we fix the unit vector (ne)I = (1, 0, 0, 0) (we

call this the time-gauge). The simplicity constraint eq.(3.2.2) reduces to

Σ0i
f = 0. (3.2.9)

2The Plebanski simplicity constraint implies the constraints given here. However the reverse is
not true in general, unless “shape-matching” conditions [30] are imposed on each face shared by
two polyhedra. We do not demand such shape-matching conditions here. There is some evidences
from the large-j behavior of the generalized spinfoam model that non-shape-matching amplitudes
are suppressed in the large-j asymptotic [71].
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Hence the surviving components of ΣIJ
f are Σij

f . We denote these nonvanishing

components simply by Σi
f = 1

2
εijkB

jk or ~Σf , in terms of which the closure constraint

(3.2.3) reads ∑
f

~Σf = 0. (3.2.10)

Consider ~Σf as vectors in R3. Call |Σf | the length of the 3-vector ~Σf , and let

~nf := ~Σf/|Σf |. We first suppose the unit vectors ~nf are non-coplanar. Then we recall

Minkowski’s Theorem [64], which states that whenever there are F non-coplanar unit

3-vectors ~nf and F positive numbers Af satisfying the condition∑
f

Af~nf = 0, (3.2.11)

then there exists a convex polyhedron in R3, whose faces have outward normals ~nf

and areas Af . And the resulting polyhedron is unique up to rotation and transla-

tion.3

When we apply Minkowski’s theorem to our case, we see that the existence of the

unit 3-vectors ~nf and the lengths |Σf |, as well as the closure constraint eq.(3.2.10),

together imply that there is a convex polyhedron in R3, unique up to translation

and rotation, such that each ~nf is an outward normal of a face and each |Σf | is

an area of a face. Such a polyhedron can be concretely constructed via Lasserre

reconstruction algorithm [72]. Let ei the natural triad in R3, then the 3-vector ~Σf

can be expressed as an oriented area:

Σij
f =

∫
f

ei ∧ ej. (3.2.12)

Finally, the case of coplanar unit 3-vectors ~nf can be obtained as a limit of non-

coplanar case, yielding degenerate polyhedra. 2

This geometrical interpretation equips the variables e and f with a further new

meaning: they represent, respectively, polyhedra in a 4d space and faces of these

polyhedra. See Table 1.

The geometrical interpretation in terms of tetrahedra (and now polyhedra) has

raised a lively discussion and it is sometimes unpalatable to the more canonical-

oriented part of the community. Part of this discussion is based on misunderstand-

ing. The precise claim here is that if we take the Hilbert space of the theory and

3Imagine the polyhedron immersed in a homogeneous fluid. Eq.(3.2.11) multiplied by the pres-
sure is the sum of the pressure forces acting on the faces, which obviously vanishes.
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2-complex K boundary graph γv boundary 3d geometry

e edge node polyhedron

f face link face of polyhedron

Table 3.1: The different geometrical interpretations of the labels e and f .

we truncate it to a finite graph (so that the observable algebra is also truncated),

then the truncated Hilbert space (with its observables algebra) has a classical limit,

and this classical limit can be naturally interpreted as describing a collection of

polyhedra. This is well consistent with classical general relativity, because classical

general relativity as well admits truncations where the geometry is discretized. Also,

this is not inconsistent with the continuous picture for the same reason for which

the fact that the truncation of Fock space to an n particle Hilbert space describes

discrete particles, is not inconsistent with the fact that Fock space itself describes a

(quantized) field.

Let us now see how the constraints translate on the variable B given in (3.2.1).

We have easily:

Simplicity Constraint:

CJ
f = nI

(
∗BIJ

f − s

γ
BIJ
f

)
= 0, (3.2.13)

Closure Constraint:

GIJ
e =

∑
f∈e

BIJ
f = 0, (3.2.14)

where s = +1 for Spin(4) and s = −1 for SL(2,C).

Consider a single polyhedron e, with the time-gauge (ne)I = (1, 0, 0, 0), and

introduce the rotation Ljf := 1
2
εjklB

kl
f and boost Kj

f := B0j
f components of BIJ

f .

Then the simplicity constraint (3.2.13) becomes simply

~Kf = sγ ~Lf ; (3.2.15)

the rotation generators are proportional to the boost generators. The closure con-

straint (3.2.14) can be written as ∑
f∈∂e

~Lf = 0, (3.2.16a)

and
∑
f∈∂e

~Kf = 0. (3.2.16b)

57



where the second, eq.(3.2.16b), is redundant, by eq.(3.2.15).

Let us now move to the quantum theory, and impose the two constraints (3.2.15)

and (3.2.16a) weakly [14–16, 31, 32] on the quantum states. This gives

Simplicity Constraint: 〈
ψ, ~Kfψ

′
〉

= sγ
〈
ψ, ~Lfψ

′
〉
. (3.2.17)

Closure Constraint: ∑
f∈∂e

〈
ψ, ~Lfψ

′
〉

= 0

∑
f∈∂e

〈
ψ, ~Kfψ

′
〉

= 0, (3.2.18)

These equations give a subspace HE
γv

(respectively HL
γv

in Lorentzian case) of the

boundary Hilbert space Hγv of BF theory, where the constraints hold weakly. That

is, we define HE
γv

as the subspace where these equations hold for any two states ψ

and ψ′ in a dense domain, for all nodes s of γv. We do not mean HE
γv

is selected as

the maximal weak solution to the geometric constraints; in fact, it may not.

3.2.2 New Boundary Hilbert Space:

Euclidean Theory

Let us now construct HE
γv

. Here we first define HE
γv

and then prove that it solves

the geometric constraint. We begin with some preliminaries on the structure of the

BF boundary Hilbert space. In the Euclidean theory, this space has the following

decomposition

Hγv =
⊗
f

L2[Spin(4)] =
⊗
f

⊕
ρf

Vρf
⊗ V ∗

ρf

 . (3.2.19)

where Vρ denote the representation space for the Spin(4) irrep ρ and V ∗
ρ is the rep-

resentation space for the Spin(4) adjoint irrep ρ∗. For each face f , Vρf
and V ∗

ρf

transforms in a gauge transformation (3.1.26) under the action of Λsf
Λtf , where sf

and tf are the initial and final points of the link f . By regrouping all representa-

tions space that transform under the action of the same Λe, namely by regrouping
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the representation spaces associated to the same vertex e of γv we can rewrite the

decomposition in the form

Hγv =
⊕
{ρf}

⊗
e

⊗
f∈∂e

V (e,f)
ρf

(3.2.20)

where

V
(sf ,f)
ρf := Vρf

V
(tff)
ρf := V ∗

ρf
(3.2.21)

Therefore the sum over colorings ρf associates a representation space⊗
f∈∂e

V (e,f)
ρf

(3.2.22)

to each vertex e. This space can be seen as the quantization of the shapes of a

polyhedron with faces having fixed areas, determined by the coloring ρf [30].

Since Spin(4) ∼ SU(2)+×SU(2)−, a unitary irrep of Spin(4) is given by a tensor

product of two SU(2) irreps. Vρ = Vj+⊗Vj− with spins j+ and j−. The SU(2)± sub-

groups of Spin(4) are its canonical self-dual and anti-self dual components, generated

by ~L± ~K, and should not be confused with the (non-canonical) SU(2) subgroup gen-

erated by ~L, used to pick a time gauge. If we decompose Vρ = Vj+,j− in irreducibles

of SU(2), we have

Vj+,j− = Vj+ ⊗ Vj− =

j++j−⊕
j=j+−j−

V j+,j−

j . (3.2.23)

We now define HE
γv

. Firstly, we introduce a new quantum number, which is

denoted by a non-negative integer r, related to j− by 0 ≤ r ≤ 2j−. In the represen-

tation space Vj+,j− , pick the V j+,j−

j subspace (in the decomposition above), where j

is defined by the modified γ-simple relation:

j+ =
j + r

2
+

γj(j + 1)

2(j + r + 1)
, j− =

j + r

2
− γj(j + 1)

2(j + r + 1)
if 0 < γ < 1

j+ =
γj(j + 1)

2(j − r)
+
j − r

2
, j− =

γj(j + 1)

2(j − r)
− j − r

2
if γ > 1

(3.2.24)

By doing so, we obtain the subspace V
j+(j,r),j−(j,r)
j in each Vj+,j− . By restricting in

this manner all the Vρf
subspaces in (3.2.19) we obtain a subspace of Hγv . We define
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the non-gauge-invariant new boundary space to be this subspace. That is⊕
{jf ,rf}

⊗
e

⊗
f∈e

(V
j+f (j,e),j−f (j,r)

jf
)(e,f) (3.2.25)

where the sum is over non-negative half-integers jf and rf , and (j+(j, r), j−(j, r))

depend on j and r as equation (3.2.24) show. The possible coloring in HE
γv

are

labelled by the two non-negative half-integer quantum numbers jf and rf . The

quantum number jf characterizes the SU(2) spin of the representation and is easily

identified with the corresponding LQG quantum number which is associated to each

link of the graph. rf is a new quantum number, also associated to each link of the

graph.

Notice also that (3.2.24) restricts also the possible values of j and r to those for

which γj(j+1)
2(j+r+1)

or γj(j+1)
2(j+r+1)

is half integer. This awkward feature of the Euclidean case

disappears in the Lorentzian theory.

Next, we define the gauge invariant new boundary space. Consider the diagonal

actions of h ∈ SU(2) on each product representation space eq.(3.2.22) at each e. We

denote the invariant subspaces under this actions by

I
{jf}
e = InvSU(2)

[⊗
f∈e

(V
j+f (j,r),j−f (j,r)

jf
)(e,f)

]
(3.2.26)

Explicitly,

• 0 < γ < 1

I{<}e = InvSU(2)

[⊗
f∈e

(V
j+r
2

+
γj(j+1)

2(j+r+1)
, j+r

2
− γj(j+1)

2(j+r+1)

jf
)(e,f)

]
(3.2.27)

• γ > 1

I{>}e = InvSU(2)

[⊗
f∈e

(V
γj(j+1)
2(j−r)

+ j−r
2
,
γj(j+1)
2(j−r)

− j−r
2

jf
)(e,f)

]
(3.2.28)

The gauge invariant new boundary Hilbert space is defined by

HE
γv

:=
⊕
{jf ,rf}

⊗
e

I
{jf}
e . (3.2.29)

An orthonormal basis in HE
γv

can be constructed as follows. Given a polyhedron

e with F faces, we assign at e an F -valent SU(2) intertwiner iA1···AF
e associated

with F SU(2) irreps jf , f = 1, · · ·F . An orthonormal basis is then defined by the

following functions on [Spin(4)]|E(γv)|
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• 0 < γ < 1

TE<γv ,jf ,rf ,ie
(gf )=

∏
f

√
[jf + rf +

γjf (jf + 1)

jf + rf + 1
+ 1][j + r − γj(j + 1)

j + r + 1
+ 1]

∏
e

[
iAe1···AeF
e

∏
f∈e

C
m+

efm
−
ef

Ae1

]∏
f

[
ε
n+

efn
+
e′f ε

n−efn
−
e′f

]
∏
(e,f)

[
D

j+r
2

+
γj(j+1)

2(j+r+1)

m+
efn

+
ef

(g+
ef )D

j+r
2
− γj(j+1)

2(j+r+1)

m−
efn

−
ef

(g−ef )

]
(3.2.30)

• γ > 1

TE>γv ,jf ,rf ,ie
(gf )=

∏
f

√
[
γjf (jf + 1)

jf + rf + 1
+ jf + rf + 1][

γj(j + 1)

j + r + 1
− (jf + rf ) + 1]

∏
e

[
iAe1···AeF
e

∏
f∈e

C
m+

efm
−
ef

Ae1

]∏
f

[
ε
n+

efn
+
e′f ε

n−efn
−
e′f

]
∏
(e,f)

[
D

γj(j+1)
2(j−r)

+ j−r
2

m+
efn

+
ef

(g+
ef )D

γj(j+1)
2(j−r)

− j−r
2

m−
efn

−
ef

(g−ef )

]
(3.2.31)

where gef = (g+
ef , g

−
ef ) ∈ Spin(4), Dj(g) is the representation matrix of the SU(2)

irrep j, and C
m+

efm
−
ef

Aef
denotes the Clebsch-Gordan coefficient (Af = −kf , · · · , kf )

• 0 < γ < 1〈
j + r

2
+

γj(j + 1)

2(j + r + 1)
,
j + r

2
− γj(j + 1)

2(j + r + 1)
; jf , Aef

∣∣∣ (3.2.32)∣∣∣ j + r

2
+

γj(j + 1)

2(j + r + 1)
, m+

ef ;
1− γ

2
jf + ref , m

−
ef

〉
.

• γ > 1 〈
γj(j + 1)

2(j − r)
+
j − r

2
,
γj(j + 1)

2(j − r)
− j − r

2
; jf , Aef

∣∣∣ (3.2.33)∣∣∣ γj(j + 1)

2(j − r)
+
j − r

2
, m+

ef ;
γj(j + 1)

2(j − r)
− j − r

2
, m−

ef

〉
.

ε
n±efn

±
e′f are the unique 2-valent SU(2) intertwiners with representations

• 0 < γ < 1

j+
f =

j + r

2
+

γj(j + 1)

2(j + r + 1)
, j− =

j + r

2
− γj(j + 1)

2(j + r + 1)
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• γ > 1

j+ =
γj(j + 1)

2(j − r)
+
j − r

2
, j− =

γj(j + 1)

2(j − r)
− j − r

2

respectively. Thus TE(γv ,jf ,rf ,ie)
is essentially a function over gf = gefgfe′ . Note that

if we ask the quantum numbers rf to be some fixed integers, then the spin-network

functions TE(γv ,jf ,rf ,ie)
can be equivalently considered as an SU(2) spin-network func-

tions, thus the boundary Hilbert space is spanned by SU(2) spin-networks, as the

case of LQG kinematical Hilbert space.

We are now ready to prove our first main result.

Theorem 3.2.2. The Hilbert space HE
γv

solves the geometric constraint (3.2.17-

3.2.18), with s = 1.

Proof: The closure constraint (3.2.18) follows immediately since the states

in HE
γv

is invariant under the diagonal SU(2∂ gauge transformation (g+
ef , g

−
ef ) 7→

(heg
+
ef , heg

−
ef ) at each e (the constraint is even solved strongly). The nontrivial proof

is for the simplicity constraint (3.2.17). Define the self-dual/anti-self-dual operators:

~J±f :=
1

2
(~Lf ± ~Kf ) (3.2.34)

then (3.2.17) reads

(1− γ)
〈
ψ, ~J+

f ψ
′
〉
E
− (1 + γ)

〈
f, ~J−ψ ψ

′
〉

= 0. (3.2.35)

The operators ~J±f on L2(Spin(4)) act on individual V
(e,f)
ρf (see, e.g. Sec.32.2 of [2]).

Therefore we only need to show that in each Clebsch-Gordan subspace V
ρ=(j+,j−)
j ,

with
(
j+ ≡ j+r

2
+ γj(j+1)

2(j+r+1)
, j− ≡ j+r

2
− γj(j+1)

2(j+r+1)

)
<0γ<1

and
(
j+ ≡ γj(j+1)

2(j−r) + j−r
2
, j− ≡

γj(j+1)
2(j−r) −

j−r
2

)
γ>1

, the following relation holds for all pairs Φ,Ψ of vectors

(1− γ)〈Ψ| ~J+|Φ〉 − (1 + γ)〈Ψ| ~J−|Φ〉 = 0 (3.2.36)

where 〈 | 〉 is the Hermitian inner product on the Spin(4) irrep Vρ=(j+,j−).

To evaluate these matrix elements, we remind the action of generators of Spin(4)
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on the canonical basis:

L3|j,m〉 =m|j,m〉,
L+|j,m〉 =

√
(j +m+ 1)(j −m)|j,m+ 1〉,

L−|j,m〉 =
√

(j +m)(j −m+ 1)|j,m− 1〉,
K3|j,m〉 =α(j)

√
j2 −m2|j − 1,m〉+ γ(j)m|j,m〉 − α(j+1)

√
(j + 1)2 −m2|j + 1,m〉,

K+|j,m〉 =α(j)

√
(j −m)(j −m− 1)|j − 1,m+ 1〉

+ γ(j)

√
(j −m)(j +m+ 1)|j,m+ 1〉

+ α(j+1)

√
(j +m+ 1)(j +m+ 2)|j + 1,m+ 1〉, (3.2.37)

K−|j,m〉 =− α(j)

√
(j +m)(j +m− 1)|j − 1,m− 1〉

+ γ(j)

√
(j +m)(j −m+ 1)|j,m− 1〉

− α(j+1)

√
(j −m+ 1)(j −m+ 2)|j + 1,m− 1〉,

where

α(j) =
1

j

√
(j2 − (j+ + j− − 1)2)(j2 − (j+ − j−)2)

4j2 − 1
,

γ(j) =
j+(j+ + 1)− j−(j− + 1)

j(j + 1)
. (3.2.38)

Using these actions, as in chapter 2, one can check that the modified γ-simple relation

satisfy the simplicity constraint (3.2.17) and closure constraints (3.2.18). 2

The proof is the same as the one in chapter 2, which means the weaker γ-simple

relation can be generalized into arbitrary-valence spinfoams.

3.2.3 New Boundary Hilbert Space:

Lorentzian Theory

Now we turn to the case of G = SL(2,C). In this case the decomposition of the

Hilbert space reads

Hγv =
⊗
f

L2
(
SL(2,C), dµH

)
(3.2.39)

=
⊗
f

⊕
kf=N/2

∫ ⊕

R
dpf

(
p2
f + k2

f

)
V(kf ,pf ) ⊗ V ∗

(kf ,pf )

where kf are still non-negative half-integers but pf ∈ R is now a real number. Here∫ ⊕
denotes a direct integral decomposition [73] (see also Chapter 30 of [2]). V(k,p)
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denotes the unitary irrep of SL(2,C) in the principal series, and V ∗
(k,p) denotes the

adjoint irrep. We can then proceed as in the Euclidean theory. The BF boundary

Hilbert space reads

Hγv =
⊕
{kf}

∏
f

∫ ⊕

R
dpf

∏
f

(
p2
f + k2

f

)⊗
e

⊗
f∈e

V
(e,f)
(kf ,pf ) (3.2.40)

The representation space V(k,p) is infinite-dimensional and can be decomposed into

SU(2) irreps (irreps of the subgroup generated by ~L), i.e.

V(k,p) =
∞⊕
j=k

V k,p
j . (3.2.41)

This time we introduce the two parameters j and r by

p = γj
j + 1

j − r
, (3.2.42)

k = j − r. (3.2.43)

and we define the new boundary space by restricting each V(k,p) to its V k,p
j subspace

satisfying (3.2.42). This time p does not need to be half-integer, therefore (3.2.42)

can be solved for any j. The new quantum numbers associated to each face are jf

and rf , each being a nonnegative half integer.

As before, we consider the diagonal SU(2) action at each e for all he ∈ SU(2).

The invariant subspace under this action is

I
jf
e = InvSU(2)

[⊗
f∈e

(
V

γjf (jf +1)

jf−rf
,jf−rf

)(e,f)
]

(3.2.44)

The new boundary Hilbert space is defined by a product of these invariant subspaces

over all the polyhedra e, followed by a sum over all the possible jf and rf :

HL
γv

:=
⊕
{rf ,jf}

⊗
e

I
jf
e (3.2.45)

where jf and kf are non-negative half-integers with constraints (1) jf ≥ rf . HL
γv

is

a direct sum over a set of subspaces contained in the fiber Hilbert spaces of Hγv (see

eq.(3.2.39)), thus has well-defined inner product.

An orthonormal basis is constructed as follows. Consider the oriented boundary

graph γv. Given a F -valent vertex/polyhedron e, we assign it an intertwiner iA1···AF
e

associated with F spins jf , f = 1, · · · , F

ie ∈ Inv

 ⊗
−−→
(e,f) outgoing

Vjf
⊗

−−→
(e,f) incoming

V ∗
jf

 (3.2.46)
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An orthogonal basis in HL
γv

is given by the following functions (distributions) on

SL(2,C)

TL(γv ,jf ,rf ,ie)
(gf ) = (3.2.47)∏

e

iAe1···AeF
e

∏
(e,e′)

Π
(

γjf (jf +1)

jf−rf
,jf−rf )

jfAef ,jfAe′f
(gf )

here Π(p,k) denotes the representation matrix in SL(2,C) irrep labeled by (p, k). All

the Aef indices of the representation matrices are contracted with the Aef indices of

the intertwiners.

The new boundary Hilbert space HL
γv

is not a subspace of the BF boundary

Hilbert space Hγv , because TL(γv ,jf ,rf ,ie)
are constructed by Π(k,p) which are distribu-

tions. In order to check the geometric constraints Eqs.(3.2.17) and (3.2.18) on HL
γv

,

we have to compute the (dual) action of the bivector operator on the distributions

TL(γv ,jf ,kf ,ie)
. Fortunately the Hilbert space L2

(
SL(2,C)) has the structure of direct

integral decomposition (see eq.(3.2.39)). Then the (dual) action of the bivector op-

erators~̂K and~̂L gives the actions of Lie algebra generators ~L and ~K on each fiber

Hilbert space V(k,p).

We are now ready to prove our second main result

Theorem 3.2.3. The Hilbert spaceHL
γv

solves the geometric constraint (3.2.17,3.2.18),

with s = −1.

Proof: Closure constraint follows immediately and strongly by the diagonal

SU(2) invariance at each polyhedron e. We only need to consider a single irrep

V(k,p) (p = γj(j+1)
k

) because ~L and ~K leave it invariant and, different (p, k)’s label

orthogonal subspaces in HL
γv

.

A canonical basis in V(p,k) is obtained diagonalizing the Casimir operators J ·
J, ∗J ·J, L ·L and L3. The basis can be denoted |(p, k); j,m〉 or simply as |j,m〉 since

we only consider a single irrep. On this canonical basis, the generators act in the
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following way [41]:

L3|j,m〉 = m|j,m〉,
L+|j,m〉 =

√
(j +m+ 1)(j −m)|j,m+ 1〉,

L−|j,m〉 =
√

(j +m)(j −m+ 1)|j,m− 1〉,
K3|j,m〉 = −α(j)

√
j2 −m2|j − 1,m〉 − β(j)m|j,m〉

+α(j+1)

√
(j + 1)2 −m2|j + 1,m〉,

K+|j,m〉 = −α(j)

√
(j −m)(j −m− 1)|j − 1,m+ 1〉

−β(j)

√
(j −m)(j +m+ 1)|j,m+ 1〉

−α(j+1)

√
(j +m+ 1)(j +m+ 2)|j + 1,m+ 1〉,

K−|j,m〉 = α(j)

√
(j +m)(j +m− 1)|j − 1,m− 1〉

−β(j)

√
(j +m)(j −m+ 1)|j,m− 1〉

+α(j+1)

√
(j −m+ 1)(j −m+ 2)|j + 1,m− 1〉,

where

L± = L1 ± iL2, K± = K1 ± iK2 (3.2.48)

and

α(j) = i
j

√
(j2−k2)(j2+p2)

4j2−1
, β(j) = kp

j(j+1)
(3.2.49)

Using these equations, one can check directly that

〈j,m′|
(
Ki + β(j)L

i
)
|j,m〉 = 0. (3.2.50)

which is nothing but

〈j,m′|
(
Ki + γLi

)
|j,m〉 = 0. (3.2.51)

because pk = γj(j + 1).

2

3.2.4 Quantum Polyhedral Geometry

In this section we show that the boundary Hilbert space HE
γv

and HL
γv

carries a

representation of quantum polyhedral geometry, consistent with the classical poly-

hedral geometry that we have discussed in Section 3.2.1. Recall that we defined two
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different bivectors J IJef and ΣIJ
ef related by

BIJ
f =

(
∗Σf +

1

γ
Σf

)IJ
ef

(3.2.52)

Theorem 3.2.1 states that classically, the geometric constraint of BIJ
f implies that

BIJ
f is the area bivector of a face f of a polyhedron e. On the BF boundary Hilbert

space Hγv the bivector BIJ
f is quantized to be the left invariant vector field J IJf .

Inverting the above equation, we can write the quantum operator corresponding to

Σ (which we indicate with the same symbol) as

ΣIJ
f :=

γ2

γ2 − s

(
∗J IJef −

1

γ
J IJef

)
(3.2.53)

Give a polyhedron/vertex e of the boundary, if we choose the unit vector (ne)I =

(1, 0, 0, 0) 4, then the simplicity constraint implies the vanishing of Σ0j
f for each face

f . That is, the matrix elements of the operators Σ0i
f vanish on HE

γv
and HL

γv
, thus

we consider them as vanishing operators on HE
γv

or HL
γv

. The nontrivial operator on

HE
γv

and HL
γv

is

Σi
f ≡

1

2
εijkΣ

jk
f =

γ2

γ2 − s

(
K̂i
f −

1

γ
L̂if

)
(3.2.54)

Because of the quantum simplicity constraint (3.2.17), we can identify K̂i
ef with

sγ~Lef on the dense domain of the new boundary Hilbert space, as far as the matrix

elements of the operators are concerned. Thus, in the sense of their matrix element

~Σf = sγ ~Lf (3.2.55)

By the SU(2) gauge invariance, then∑
f∈∂e

Σ̂f = 0 (3.2.56)

(with all f ’s oriented out of e.) Consider now a family of coherent states that makes

the spread of these operators small. These coherent states are then characterized by

expectation values of ~Σf that satisfy the equation above. By Minkowski theorem,

4Although it seems the boundary states depend on the normal vectors to the polyhedra, the
partition functions are invariant under local gauge transformations in the bulk (see [74]). On
the boundary, there exists a manifestly Lorentz covariant formalism, given by a certain class of
“projected spin networks” [43].
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they determine a polyhedron e at each vertex. ~Σef represents the normal to face

area of the polyhedron e, normalized so that its norm is the area of the face [30].

The area operator for a face f (in units that 8π`2p = 1 ) is then

Âf = γ
√
L̂ief L̂

i
ef = γ

√
jf (jf + 1). (3.2.57)

It is clear that the area operator doesn’t depend on the orientation of the face. Thus

the two areas of the two faces of the two polyhedra e and e′ that are determined

by the same face f are equal. (Recall that the one of the two is determined by the

left invariant vector field J and the other by the right invariant vector field R, since

Rf = Jf−1 .)

At fixed values of the areas, the shapes of the polyhedra is described by the

intertwiner spaces at each e. We recall that an over-complete basis in these spaces

is formed by the Livine-Speziale coherent intertwiners [17]

||~j, ~n〉 :=

∫
SU(2)

dµH(g)
∏
f⊂e

Djf (g)|jf , nf〉 (3.2.58)

These can be labeled [75] by the elements in ×fS
2/SL(2,C). Thinking of S2 as the

compacted complex plane of zf , a coherent intertwiner is determined by F quantum

area jf and F − 3 complex cross-ratios ~Z

Zk =
(zk+3 − z1)(z2 − z3)

(zk+3 − z3)(z2 − z1)
(3.2.59)

which are invariants of SL(2,C). The space of these cross-ratio ×fS
2/SL(2,C) can

be identified [76] with the Kapovich and Millson phase space SF [77], which is also

the space of shapes of polyhedra at fixed areas jf . Thus, we can label the coherent

intertwiner by ||~j, ~Z〉, in variables that relate directly to the shape of the polyhedron.

The resolution of identity in the intertwiner space can be expressed as a integral over

the Kapovich and Millson phase space SF , i.e.

1I(~j) =

∫
SF

dµ(~Z) ||~j, ~Z〉 〈~j, ~Z|| (3.2.60)

where the explicit expression of the measure dµ(~Z) is given in [75]. Finally the

volume operator for a polyhedron can be defined as in [30], in terms of the classical

volume of a polyhedron and the coherent intertwiner.

Notice that the quantum polyhedral geometry doesn’t depend on the quantum

numbers rf . The quantum numbers rf don’t affect the quantum 3-geometry on the

boundary.
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3.3 Amplitudes

3.3.1 Vertex Amplitude: Euclidean theory

If we take BF theory and restrict all vertex-boundary spaces to HE
γv

(or HL
γv

) we

obtain a new dynamical model. Here we give explicitly its vertex and face amplitude.

Let’s start with the Euclidean case. The BF vertex amplitude can be written in

the holonomy representation: (each edge joining at v is uniquely determined by a

vertex/polyhedron e on the boundary) reads

• 0 < γ < 1

A<v (gf ) =
∑
j±f ,i

±
e

∏
f

√
[jf + rf +

γjf (jf + 1)

jf + rf + 1
+ 1][j + r − γj(j + 1)

j + r + 1
+ 1]

Av(j
+
f , j

−
f ; i+e , i

−
e )TBF

γv ,j
±
f ,i

±
e
(gf ) (3.3.1)

• γ > 1

A>v (gf ) =
∑
j±f ,i

±
e

∏
f

√
[
γjf (jf + 1)

jf + rf + 1
+ jf + rf + 1][

γj(j + 1)

j + r + 1
− (jf + rf ) + 1]

Av(j
+
f , j

−
f ; i+e , i

−
e )TBF

γv ,j
±
f ,i

±
e
(gf ) (3.3.2)

Here

Av(j
+
f , j

−
f ; i+e , i

−
e ) = Tr

(⊗
e∈v

I†e

)
(3.3.3)

where I = (i+, i−) and we assume the valence of v is n. TBF
(γv ,j

±
f ,i

±
e )
∈ Hγv is a Spin(4)

spin-network function on the boundary graph γv

TBF
γv ,j

±
f ,i

±
e
(gf ) := Tγv ,j

+
f ,i

+
e
(g+
f )Tγv ,j

−
f ,i

−
e
(g−f ) (3.3.4)

where

Tγv ,jf ,ie(gf ) =
∏
f

√
2jf + 1

∏
e

[
(ie)

{mef}
]

(3.3.5)

∏
(e,f)

[
D
jf
mefnef (gef )

]⊗
f

[
εnefne′f

]
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The vertex amplitude eq.(3.3.2) is a distribution of the boundary Hilbert space Hγv ,

i.e. there is a dense domain of Hγv spanned by the spin-network functions TBF
(γv ,j

±
f ,i

±
e )

,

such that Av(gee′) lives in the algebraic dual of this dense domain. After imposing

the geometric constraint, we restrict ourself to the subspace HE
γv

. Such a restriction

results in a (dual) projection of the vertex amplitude Av, i.e. we obtain

AEv (gf ) =
∑

jf ,rf ,ie

〈
Tγv ,jf ,rf ,ie , Av

〉
TEγv ,jf ,rf ,ie

(gf ) (3.3.6)

where Tγv ,jf ,rf ,ie is a orthonormal basis of HE
γv

(recall eq.(3.2.31)), and 〈 , 〉 is the

inner product of the BF boundary Hilbert space Hγv . The evaluation of AEv is

straightforward:

AEv (gf ) =
∑

jf ,rf ,ie

∏
f

√
2j+
f + 1

√
2j−f + 1 (3.3.7)

∑
i+e ,i

−
e

Av
(
j+
f , j

−
f ; i+e , i

−
e

)∏
e

f ie
i+e ,i

−
e
TEγv ,jf ,rf ,ie

(gee′)

where we j+, j− depend on (j, r) as equation (3.2.24) and for each F -valent boundary

polyhedron/vertex

f ie
i+e ,i

−
e

= iAe1···AeF
e C

m+
e1m

−
e1

Ae1
· · ·Cm+

eFm
−
eF

AeF

(i+e )m+
e1···m

+
eF

(i−e )m−
e1···m

−
eF

(3.3.8)

Then in the (jf , rf , ie)-spin-network representation, the vertex amplitude is

AEv (jf , rf , ie) =
∑
i+e ,i

−
e

Av
(
j+
f , j

−
f ; i+e , i

−
e

)∏
e

f ie
i+e ,i

−
e

(3.3.9)

which nontrivially depends on the quantum numbers rf via the definition of j−f .

There is another way to write this vertex amplitude in (jf , rf , ie)-spin-network

representation. Define a map I
{rf}
E from SU(2) intertwiners to Spin(4) intertwiners,

depending on the quantum numbers rf . Given an F -valent SU(2) intertwiner ie

with spins k1, · · · , kF , let

• 0 < γ < 1

I
rf
E< : ie 7→ I

rf
E<(ie) = iAe1···AeF

e C
n+

e1n
−
e1

Ae1
· · ·Cn+

eFn
−
eF

AeF∫
dg+dg−

∏
f∈e

D
j+r
2

+
γj(j+1)

2(j+r+1)

m+
efn

+
ef

(g+) D
j+r
2
− γj(j+1)

2(j+r+1)

m−
efn

−
ef

(g−) (3.3.10)
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• γ > 1

I
rf
E> : ie 7→ I

rf
E>(ie) = iAe1···AeF

e C
n+

e1n
−
e1

Ae1
· · ·Cn+

eFn
−
eF

AeF∫
dg+dg−

∏
f∈e

D
γj(j+1)
2(j−r)

+ j−r
2

m+
efn

+
ef

(g+) D
γj(j+1)
2(j−r)

− j−r
2

m−
efn

−
ef

(g−) (3.3.11)

Given an edge e ∈ E(K), we associate an intertwiner I
{rf}
E (ie) to the initial point

of the edge e, and a dual intertwiner I
{rf}
E (ie)

† to the final point of e. Then the

vertex amplitude AEv can be written a spinfoam trace of the intertwiners I
{rf}
E (ie)

AEv (kf , rf , ie) = Tr

(⊗
e∈v

I
{rf}
E (ie)

†

)
(3.3.12)

where we have again assumed that all the edges joining at v are oriented towards v.

3.3.2 Vertex Amplitude: Lorentzian theory

The Lorentzian vertex amplitude can be defined in the same manner. The SL(2,C)

BF vertex amplitude is expressed in the holonomy representation as a distribution

Av(gf ) =
∑
kf ,Ie

∫ ∏
f

dpf
∏
f

(
k2
f + p2

f

)
(3.3.13)

Av

(
pf , kf ; Ie

)
TBFγv ,(k,p)f ,(l,n)e

(gf )

where

Av

(
pf , kf ; Ie

)
= Tr

(⊗
e

I†e

)
(3.3.14)

and

TBFγv ,pf ,kf ,Ie
(gf ) =

∏
e

I{jef},{mef};Ie

∏
f

Π
pf ,kf

jefmef ,je′fme′f
(gf )

Recall that we always assume the vertex amplitude is associated with an integrable

spin-network graph, thus is finite after regularization [66, 67].

We can project Av on the new boundary Hilbert space HL
γv

, in the same way as

the Euclidean case

ALv (gf ) =
∑

jf ,rf ,ie

∏
f

(
γ2j2

f (jf + 1)2

(jf − rf )2
+ (jf − rf )

2

)
〈
TLγv ,jf ,rf ,ie

, Av

〉
TLγv ,jf ,rf ,ie

(gee′) (3.3.15)
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where 〈 , 〉 is the inner product on the BF boundary Hilbert space. The states

TLγv ,jf ,rf ,ie
(gf ) =

∏
e

iAe1···AeF
e

∏
(e,e′)

Π

γjf (jf +1)

jf−rf
,jf−rf

jfAef ,jfAe′f
(gf )

form an orthogonal basis in HL
γv

. By using the orthogonality relation∫
SL(2,C)

dg Π
(p,k)
jm,ln(g) Π

(p′,k′)
j′m′,l′n′(g) =

1

k2 + p2
δkk

′
δ(p− p′)δjj′δll′δmm′δnn′ (3.3.16)

it is straightforward to show that in the (jf , rf , ie)-spin-network representation, the

resulting vertex amplitude reads

ALv (jf , kf , ie) =
〈
TL(γv ,jf ,kf ,ie)

, Av

〉
(3.3.17)

=
∑
Ie

Av

(
(
γjf (jf + 1)

jf − rf
, jf − rf ); Ie

)∏
e

f ieIe

where

f ieIe := i
{Aef}
e I{jf},{Aef}Ie

(
γjf (jf + 1)

jf − rf
, jf − rf

)
(3.3.18)

As expected, the vertex amplitude ALv obtained in this manner is divergent, and

we need a regularization procedure. To this aim, rewrite the vertex amplitude in

terms of spinfoam trace as we did for the Euclidean theory. We define a formal map

I
rf
L from SU(2) intertwiners into SL(2,C) intertwiners, depending on the quantum

numbers rf

I
rf
L (ie){j′f},{A′f} =

∫
dg
∏
f⊂e

Π
(

γjf (jf +1)

jf−rf
,jf−rf )

j′fA
′
ef ,jfAef

(g) · i{Aef}
e

which gives ALv by a spinfoam trace

ALv (jf , rf , ie) = Tr

(⊗
f∈e

I
{rf}
L (ief

)†

)
(3.3.19)

To regularize the vertex amplitude ALv it is sufficient to removing one of the dg

integration (which is redundant) at each vertex. With this, the vertex amplitude

ALv is finite.
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3.3.3 Face Amplitude and Partition Function

It is argued in [19] that the face amplitude of a spinfoam model is determined by

three inputs: (a) the choice of the boundary Hilbert space, (b) the requirement

that the composition law holds when gluing two complexes K and K′, (c) a partic-

ular locality requirement (see [19] for the details of the three assumptions). These

requirements are implemented if the partition function has the form (3.1.22). By in-

serting the vertex amplitudes that we have defined into this expression, we complete

the definition of an Euclidean and a Lorentzian model.

Expanding the delta function in representation, we obtain

ZE,L(K) =
∑

jf ,rf ,ie

∏
f

dE,L(jf , rf )
∏
v

AE,Lv (jf , rf , ie)

where the Euclidean face amplitude is

• 0 < γ < 1

dE<(jf , rf ) =
[
j + r +

γj(j + 1)

j + r + 1
+ 1
][
j + r − γj(j + 1)

j + r + 1
+ 1
]

(3.3.20)

• γ > 1

dE>(jf , rf ) =
[γj(j + 1)

j − r
+ (j − r) + 1

][γj(j + 1)

j − r
− (j − r) + 1

]
(3.3.21)

the Lorentzian one is

dL(jf , rf ) =
g2j2

f (jf + 1)2

(jf − rf )2
+ (jf − rf )

2. (3.3.22)

where the dimension factors AE<f :=
[
j+r+ γj(j+1)

j+r+1
+1
][
j + r − γj(j+1)

j+r+1
+ 1
]
, AE>f :=[

γj(j+1)
j−r +(j−r)+1

][
γj(j+1)
j−r − (j − r)+1

]
and ALf :=

[
k2
f+g2j2

f (jf + 1)2/k2
f

]
are the

face amplitudes for the Euclidean and Lorentzian theories. In the Euclidean case,

the face amplitudes is different from the one obtained in [19] and coincide with the

ones deduced from the BF partition function. In [19] the face amplitude obtained is

the dimension of SU(2) unitary irrep i.e. 2jf + 1. The origin of the difference is the

difference in the boundary Hilbert space. The one here, HE
gv

or HL
gv

, has additional

degree of freedom with respect to the space L2(SU(2)L) of [19].
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3.4 Summary

By imposing the simplicity constraints on a quantum BF theory defined on an ar-

bitrary cellular complex, we have obtained a theory which: (1) is well defined both

in the Euclidean and the Lorentzian context; (2) generalizes the existing spinfoam

model to general 2-cell complexes, along the lines suggested by [63]; (3) has bound-

ary state that have a natural interpretation in the semiclassical limit as a polyhedral

geometry on the boundary. In particular, we have shown that the KKL extension

of the spinfoam formalism still satisfies the simplicity conditions weakly.

The weak simplicity constraint allow a space larger than the one of LQG to

emerge. The physical interpretation of the additional degree of freedom is unclear.

It can be eliminated by imposing the non-commuting simplicity constraints weakly

and the diagonal one strongly.
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Chapter 4

Correlation functions of

Lorentzian spinfoam model

Spinfoam amplitudes provide a covariant definition of the dynamics of Loop Quan-

tum Gravity. A basic test the amplitude has to pass is that, in the semiclassical

limit, it reproduces the classical action for gravity. Recently, the Lorentzian vertex

amplitude has been shown to correctly determine the Regge action for discrete grav-

ity restricted to a 4-simplex. Given this result, the next test for the theory regards

the behavior of small quantum fluctuations around a classical solution.

In this chapter 1 we compute two-point correlation functions for the Penrose

metric operator. The setting is the one introduced in [78] and developed in [62, 79–

85]. In particular, we restrict to a single spinfoam vertex and compute correlations

on a semiclassical state peaked on the spacelike boundary geometry of a Lorentzian

4-simplex.

Our main result is the following. We consider the limit, introduced in [86], where

the Barbero-Immirzi parameter is taken to zero γ → 0, and the spin of the boundary

state is taken to infinity j →∞, keeping the size of the quantum geometry A ∼ γj

finite and fixed. This limit corresponds to neglecting Planck scale discreteness and

twisting effects, at large finite distances. In this limit, the two-point function we

obtain exactly matches the one obtained from Lorentzian Regge calculus [42]. We

therefore extend to Lorentzian signature the results of [86].

1This chapter is based on work done together with Eugenio Bianchi.
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4.1 The EPRL amplitude in Lorentzian theory

In this section, we give a brief introduction to the SL(2,C) EPRL amplitude of a

coherent spin network. Throughout this thesis, SL(2,C) refers to the 6-dimensional

real Lie group of 2×2 complex matrices with unit determinant, and is called simply

the Lorentz group. It covers the group of proper orthochronous Lorentz transfor-

mations, SO+(3, 1), which is the component of the group O(3, 1) connected to the

identity.

The principal series of irreducible unitary representations of the Lorentz group

SL(2,C) are labeled by two parameters (k, p), with k an integer and p a real number

[41]. Given a carrier space H(k,p), the canonical basis is given by the basis diagonal-

izing simultaneously the Casimir operators, which is denoted as |(k, p); j,m〉.
The SL(2,C) EPRL amplitude of a single 4-simplex for a boundary coherent

spin network state |j,Φ(~n)〉 reads

〈W |j,Φ(~n)〉 =

∫
SL(2,C)5

∏
a

dga
∏
(ab)

Pab(g), (4.1.1)

with

Pab(g) = 〈jab,−~nab(ξ)|Y †g−1
a gbY |jab, ~nba(ξ)〉. (4.1.2)

Notation is as follows. The indices a, b = 1, ..., 5 label the tetrahedra on the boundary

of the 4-simplex and (ab) labels the triangles between the corresponding tetrahedra;

the integral is over one group element of SL(2,C) per each tetrahedron. We re-

strict ourselves to the spacelike tetrahedra. We use g to denote the group elements,

as well as the corresponding representations. The EPRL embedding map Y em-

beds the spin-j irreducible representation Hj of SU(2) to the irreducible unitary

representation H(k,p) of SL(2,C), given by

Y |j,m〉 = |(j, γj); j,m〉. (4.1.3)

The notation |j, ~n(ξ)〉 denotes an SU(2) coherent state [18, 87] in the spin-j repre-

sentation on the boundary, labeled by the spin-j and a unit vector ~n(ξ) defining a

direction on the sphere S2, associated to a normalized spinor ξ ∈ C2. In fact, one can

obtain these coherent states starting from the maximal weight vectors |j, j〉, when

m = j on the basis states |j,m〉, which minimize the (SU(2) invariant) uncertainty

∆ ≡ |〈 ~J2〉−〈 ~J〉2| in the direction of Jz. Starting from the highest weight, an infinite
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set of coherent states on the sphere SU(2)/U(1) ∼ S2 are constructed through the

group action, |j, ~n〉 = n|j, j〉, where ~n is a unit vector defining a direction on the

sphere S2 and n an SU(2) group element rotating the direction ẑ ≡ (0, 0, 1) into

the direction ~n. Just as |j, j〉 has direction z with minimal uncertainty, |j, ~n〉 has

direction ~n with minimal uncertainty. One can go further to use a normalized spinor

ξ ∈ C2 to label an SU(2) group element

n(ξ) =

(
ξ0 −ξ̄1
ξ1 ξ̄0

)
and the corresponding vector ~n(ξ). The antipodal vector −~n(ξ) is associated to Jξ,

i.e. −~n(ξ) = ~n(Jξ), with

J

(
ξ0

ξ1

)
=

(
−ξ̄1
ξ̄0

)
. (4.1.4)

There is simplicial interpretation of these states: the vectors ~n are associated to

unit-normals to triangles of a tetrahedron, and j areas of the triangles. We assume

all the normals outward to the tetrahedron, which satisfy

j1~n1 + j2~n2 + j3~n3 + j4~n4 = 0, (4.1.5)

thus we associate to each triangle (ab) normals −~nab and ~nba when a is target of

the triangle and respectively b is the source. That is why we have a minus sign in

the bra coherent state in the definition of Pab in equation (4.1.2). The coherent spin

network state |jaB,Φa(~n)〉 of a semiclassical tetrahedron a is given by

|jaB,Φa(~n)〉 =

∫
SU(2)

dh
⊗
b6=a

h|jab, ~nab〉 (4.1.6)

up to a normalization, where jaB denotes the collection of all the jab’s for the given

tetrahedron a and b 6= a. And the boundary coherent spin network |jAB,ΦA(~n)〉 is

given by the tensor product of coherent spin network states the form (4.1.6), one for

each tetrahedron on the boundary:

|jAB,ΦA(~n)〉 =
5⊗

a=1

|jaB,Φa(~n)〉 =
5⊗

a=1

∫
SU(2)

dh
⊗
b6=a

h|jab, ~nab〉, (4.1.7)

where jAB,ΦA denote all the collections of jab’s and Φa’s, when a, b runs over

1, 2, 3, 4, 5. Note that we use the small letter a = 1, 2, 3, 4, 5 to label the coher-

ent spin network state |jaB,Φa(~n)〉 of a semiclassical tetrahedron a, and the capital
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letter A = {1, 2, 3, 4, 5} to label the boundary coherent spin network |jAB,ΦA(~n)〉,
the tensor product of the five coherent spin network states on the boundary. For

simplicity, we will omit the subscripts, and denote the boundary coherent spin net-

work |jAB,ΦA(~n)〉 as |j,Φ(~n)〉 if there is no confusion arising. And the Hermitian

inner product is 〈z, w〉 = z̄owo + z̄1w1.

To see this amplitude (4.1.1) explicitly, one can turn to a representation of the

Lorentz group SL(2,C) on the space H(k,p) of homogeneous functions of the complex

affine plane C2 − {0, 0},

f(az)(k,p) = a−1+ip+kā−1+ip−kf(z)(k,p),∀a ∈ C− {0}, (4.1.8)

with the group transformation

g : f(z) 7→ f(gTz). (4.1.9)

The canonical basis is denoted as f jm(z)(k,p). The inner product is given by

(f, g) =

∫
dz f̄g (4.1.10)

with dz ≡ i
2
(z0dz1 − z1dz0) ∧ (z̄0dz̄1 − z̄1dz̄0). This integral is invariant under the

scaling z → az, according to the homogeneity (4.1.8). To modulo this equivalence

relation, one can choose ϕ(z) = f(z, 1) associated with each f(zo, z1) ∈ H(k,p); the

functions ϕ(z) forms a realization of H(k,p), which we can still call H(k,p). Functions

ϕ(z) can be considered as the homogeneous functions on the complex projective

line P , the subspace of the complex affine plane, modulo the equivalence relation

az = z. For calculating simplicity, we will still keep the formulae of f(z) on the

complex affine plane in the following and reduce to ϕ(z) ∈ P when necessary.

In this representationthe of homogeneous functions, SL(2,C) coherent state

|(k, p); k, ~n(ξ)〉 with lowest spin k can be written as [57]

fkξ (z)(k,p) =

√
dk
π
〈z, z〉ip−1−k 〈z̄, ξ〉2k. (4.1.11)
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And hence equation (4.1.2) can be rewritten [88] as

Pab =〈jab,−~nab(ξ)|Y † g−1
a gb Y |jab, ~nba(ξ)〉

=〈(jab, γjab); jab,−~nab(ξ)| g−1
a gb |(jab, γjab); jab, ~nba(ξ)〉

=

∫
CP1

dz ga f
jab

Jξab
(z)(jab,γjab) gb f

jab

ξba
(z)(jab,γjab)

=

∫
CP1

dz f jab

Jξab
(gTa z)

(jab,γjab) f jab

ξba
(gTb z)

(jab,γjab)

=
djab

π

∫
CP1

dz 〈g†az̄, g†az̄〉−1−(1+iγ)jab〈Jξab, g†az̄〉2jab〈g†b z̄, g
†
b z̄〉

−1−(1−iγ)jab〈g†b z̄, ξba, 〉
2jab

=− djab

π

∫
CP1

dz 〈g†az, g†az〉−1−(1+iγ)jab〈Jξab, g†az〉2jab〈g†bz, g
†
bz〉

−1−(1−iγ)jab〈g†bz, ξba, 〉
2jab

=
djab

π

∫
CP1

dz̃ab

(
〈Zba, Zba〉
〈Zab, Zab〉

)iγjab
(
〈Jξab, Zab〉2〈Zba, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉

)jab

, (4.1.12)

where dz̃ab ≡ −(〈Zab, Zab〉〈Zba, Zba〉)−1dz, Zab ≡ g†az and Zba ≡ g†bz; ξba and Jξab are

spinors associated respectively with ~nba(ξ) and −~nab(ξ), as introduced in equation

(4.1.4); note that g is used to denote the group elements, as well as the corresponding

unitary representations; the property of unitary representation is considered in the

3rd step ,equation (4.1.11) used in the 5th step and in the 6th step, the integral

variable z is changed into its complex conjugate z̄, where the minus sign comes from

the integral measure.

Let

Kab(g, z) =

(
〈Zba, Zba〉
〈Zab, Zab〉

)iγjab
(
〈Jξab, Zab〉2〈Zba, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉

)jab

, (4.1.13)

Pab in equation (4.1.12) is simply expressed as

Pab =

∫
djab

π
dz̃ab Kab. (4.1.14)

Thus the EPRL amplitude (4.1.1) can be written as

〈W |j,Φ(~n)〉 =

∫ 5∏
a=1

dga

∫ (∏
a<b

djab

π
dz̃ab

)
eSo , (4.1.15)

where the “action” So is given by

So(g, z) =
∑
a<b

jab log
〈Jξab, Zab〉2〈Zba, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉
+ iγjab log

〈Zba, Zba〉
〈Zab, Zab〉

. (4.1.16)
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This expression, however, is ill defined, due to the fact that the integral may diverge.

This issue is addressed and answered in [66, 67], where it is shown that the source of

the divergence is a redundant integral over SL(2,C) in the vertex amplitude (4.1.15).

It is then immediate to regularize the vertex amplitude by removing one SL(2,C)

integration. The resulting amplitude with an integral over
∏4

a=1 dga is proven in

[66, 67] to be finite.

4.2 Lorentzian two-point function and its integral

formula

Following [86], the connected two-point correlation function Gabcd
nm on a semiclassical

boundary state |Ψo〉 is defined as

Gabcd
nm = 〈Ea

n ·Eb
n E

c
m ·Ed

m〉 − 〈Ea
n ·Eb

n〉 〈Ec
m ·Ed

m〉 , (4.2.1)

where (Ea
n)i is a flux operator through a surface fan dual to the triangle between the

tetrahedra a and n, parallel transported in the tetrahedron n. Here the dynamical

expectation value of an operator O on the state |Ψo〉 is defined via

〈O〉 =
〈W |O|Ψo〉
〈W |Ψo〉

. (4.2.2)

The semiclassical boundary state in the literature [18, 36, 57, 89] is given by a

superposition of coherent spin networks:

|Ψo〉 =
∑
jab

ψjo,φo(j)|j,Φ(~n)〉 , (4.2.3)

with coefficients ψjo,φo(j) given by a gaussian times a phase,

ψjo,φo(j) = exp
(
−
∑
ab,cd

α(ab)(cd) jab − (jo)ab√
(jo)ab

jcd − (jo)cd√
(jo)cd

)
×

× exp
(
−i
∑
ab

φabo (jab − (jo)ab)
)
. (4.2.4)

where φo labels the simplicial extrinsic curvature, which is an angle associated to

the triangle shared by the tetrahedr; the 10 × 10 matrix α(ab)(cd) is assumed to be

complex with positive definite real part.
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Thus the two-point function (4.2.1) can be also written as a superposition:

Gabcd
nm =

∑
j ψj〈W |Ea

n ·Eb
n E

c
m ·Ed

m|j,Φ(~n)〉∑
j ψj〈W |j,Φ(~n)〉

−
∑

j ψj〈W |Ea
n ·Eb

n|j,Φ(~n)〉∑
j ψj〈W |j,Φ(~n)〉

∑
j ψj〈W |Ec

m ·Ed
m|j,Φ(~n)〉∑

j ψj〈W |j,Φ(~n)〉
. (4.2.5)

To see this explicitly, let us go first to derive integral expressions for 〈W |Ea
n ·

Eb
n|j,Φ(~n)〉 and 〈W |Ea

n · Eb
n E

c
m · Ed

m|j,Φ(~n)〉.
As in [86], if one introduces

Qi
ab ≡ 〈jab,−~nab(ξ)|Y †g−1

a gbY (Ea
b )
i|jab, ~nba(ξ)〉, (4.2.6)

one can obtain

〈W |Ea
n ·Eb

n|j,Φ(~n)〉 =

∫ 5∏
a=1

dga δijQ
i
naQ

j
nb

∏
cd

′
P cd

〈W |Ea
n ·Eb

n E
c
m ·Ed

m|j,Φ(~n)〉 =

∫ 5∏
a=1

dga δijQ
i
naQ

j
nbδklQ

k
mcQ

l
md

∏
cd

′
P cd , (4.2.7)

where the product
∏′ is over couples (cd) different from (na), (nb), (mc), (md).

Now let us come to express the insertion Qi
ab in (4.2.6) as a group integral. Using

the invariance properties of the map Y

Y J iab|jab,mab〉 = J iabY |jab,mab〉 (4.2.8)

and the fact that the generator J iab of SU(2) can be obtained as the derivative

i
∂

∂αi

∣∣∣
αi=0

(
e−iα

iτi
)

= J iab±, (4.2.9)

we have that

Qi
ab ≡〈jab,−~nab(ξ)|Y †g−1

a gbY (Ea
b )
i|jab, ~nba(ξ)〉

=iγ
∂

∂αi

∣∣∣
αi=0

∫
CP1

dz ga f
jab

Jξab
(z)(jab,γjab) gb e

−iαiτi f jab

ξba
(z)(jab,γjab)

=iγ
∂

∂αi

∣∣∣
αi=0

∫
CP1

djab

π

−dzab

〈Zab, Zab〉〈Z̃ba, Z̃ba〉(
〈Z̃ba, Z̃ba〉
〈Zab, Zab〉

)iγjab
(
〈Jξab, Zab〉2〈Z̃ba, ξba〉2

〈Zab, Zab〉〈Z̃ba, Z̃ba〉

)jab

(4.2.10)
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where

Z̃ba = (gb e
−iαiτi)†zab = e−iαiτi Zba (4.2.11)

Using

〈Z̃ba, Z̃ba〉 = 〈Zba, Zba〉 (4.2.12)

equation (4.2.10) turns out to be

Qi
ab =iγ

djab

π

∫
CP1

dz̃ab

(
〈Zba, Zba〉
〈Zab, Zab〉

)iγjab ∂

∂αi

∣∣∣
αi=0

(
〈Jξab, Zab〉2〈e−iαiτ

i
Zba, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉

)jab

=iγ
djab

π

∫
CP1

dz̃ab

(
〈Zba, Zba〉
〈Zab, Zab〉

)iγjab
(
〈Jξab, Zab〉2〈Zb, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉

)jab

2jab
〈Zba, ξba〉

∂

∂αi

∣∣∣
αi=0

〈e−iαiτ
i

Zba, ξba〉

=
djab

π

∫
CP1

dz̃ab

(
〈Zba, Zba〉
〈Zab, Zab〉

)iγjab
(
〈Jξab, Zab〉2〈Zb, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉

)jab

2γjab
〈τ iZba, ξba〉
〈Zba, ξba〉

.

(4.2.13)

Let

Aiab ≡ γjab
〈σiZba, ξba〉
〈Zba, ξba〉

. (4.2.14)

we have

Qi
ab =

∫
djab

π
dz̃abKab(A

a
b )
i, (4.2.15)

with Kab given by equation (4.1.13).

If let

qabn ≡ Aan · Abn, (4.2.16)

one has

〈W |Ea
n · Eb

n|j,Φ(~n)〉 =

∫ 4∏
a=1

dga

∫ (∏
a′<b′

dja′b′
π

dz̃a′b′

)
qabn eSo (4.2.17)

〈W |Ea
n · Eb

n E
c
m · Ed

m|Φ(~n)〉 =

∫ 4∏
a=1

dga

∫ (∏
a′<b′

dja′b′
π

dz̃a′b′

)
qabn q

cd
n eSo (4.2.18)
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Here we remove a redundant δg5 integral, as discussed in Sec. 4.1. Then the two-

point function (4.2.5) can be reexpressed in terms of group integrals:

Gabcd
nm =

∑
j ψj

∫
δ4g δ10z qabn q

cd
me

So∑
j ψj

∫
δ4g δ10z eSo

−
∑

j ψj
∫
δ4g δ10z qabn e

So∑
j ψj

∫
δ4g δ10z eSo

∑
j ψj

∫
δ4g δ10z qcdme

So∑
j ψj

∫
δ4g δ10z eSo

,

(4.2.19)

where the group integral is over δ4g =
∏4

a=1 δga and δ10z is short for the integral

measure
∏

a<b

djab

π
dz̃ab over P .

4.3 Lorentzian geometry and time reversal

Before going to asympototic analysis of the two-point function, we consider in this

section the Lorentz geometry of a simplex and introduce the corresponding time

reversal transformation T . We also make a slight modification of the boundary

coherent spin network (4.1.7) by time reversal T , as well as the corresponding vertex

amplitude (4.1.1).

Recall that we work on a vertex of a four-simplex, which has all its tetrahedra

space-like. For each triangle (ab), there is a corresponding “wedge” composed by the

two tetrahedra which meet at the triangle. Since all the tetrahedra are space-like,

the tetrahedron comes in two types: the outward normals are either future-pointing

or past-pointing. The wedges are then classified into tow types: it is called in [57, 90]

thick wedge if the incident tetrahedra are of same pointing type, otherwise called

thin wedge. We introduce Πab to denote the Lorentzian geometry of the 4-simplex

in the following way:

Πab =

0 thick wedge

π thin wedge.

Now let us come to construct a future-pointing boundary coherent spin network

|j,Υ(~n)〉; here we use Υ(~n) to denote the intertwiner instead of Φ(~n), to show it

related to the Lorentzian geometry. Since one has the closure condition for the 4-

simplex and all the tetrahedra are space-like, with outward normals, there is at least

one tetrahedron with past-pointing outward normal. To disguise the tetrahedra are

future-pointing or past-pointing, we use ā to denote the future-pointing tetrahedra,

and a for the past-pointing ones. We obtain the new future-pointing boundary spin

network |j,Υ(~n)〉, by time reversing the normals of past-pointing tetrahedra:

|j,Υ(~n)〉 :=
⊗
ā

|jāB,Φā(~n)〉 ·
⊗
a

T |jaB,Φa(−~n)〉 (4.3.1)
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where the minus sign in the past-pointing tetrahedra |jaB,Φa(−~n)〉 comes due to

the gluing condition of tetrahedra, and the effect of time reversal T given by

T |jaB,Φa(~n)〉 = (−1)
P

b6=a jab|jaB,Φa(−~n)〉. (4.3.2)

Thus one obtains

|j,Υ(~n)〉 = e−i
P

ab Πabjab|j,Φ(~n)〉. (4.3.3)

The future-pointing boundary coherent spin network |j,Υ(~n)〉 is the original one

|j,Φ(~n)〉 times a phase e−i
P

ab Πabjab . We will use this new boundary data to study the

vertex amplitude and also correlation function. The vertex amplitude 〈W |j,Υ(~n)〉
for the future-pointing coherent spin network |j,Υ(~n)〉 is then given by

〈W |j,Υ(~n)〉 = e−i
P

ab Πabjab〈W |j,Φ(~n)〉 (4.3.4)

The corresponding integral form, analogue to equation (4.1.15) and (4.1.16), is

〈W |j,Υ(~n)〉 =

∫ 5∏
a=1

dga

∫ (∏
a<b

djab

π
dz̃ab

)
eS, (4.3.5)

with S is given by

S(g, z) =
∑
a<b

jab log
〈Jξab, Zab〉2〈Zba, ξba〉2

〈Zab, Zab〉〈Zba, Zba〉
+ iγjab log

〈Zba, Zba〉
〈Zab, Zab〉

+ ijabΠab, (4.3.6)

where Πab is related to Lorentzian geometry by

Πab =

0 thick wedge

π thin wedge.

The corresponding integral form of correlation function can be obtained by replacing

So by the new S in (4.2.19):

Gabcd
nm =

∑
j ψj

∫
δ4g δ10z qabn q

cd
me

S∑
j ψj

∫
δ4g δ10z eS

−
∑

j ψj
∫
δ4g δ10z qabn e

S∑
j ψj

∫
δ4g δ10z eS

∑
j ψj

∫
δ4g δ10z qcdme

S∑
j ψj

∫
δ4g δ10z eS

,

(4.3.7)

In the next section, we will study the asymptotic expansion of this two-point

function.
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4.4 Asymptotic expansion of the two-point func-

tion for large spin

In this section we study the large-jo asympototics of the correlation function (4.3.7).

We use the technique developed in [86]. The idea is rescaling the spins jab and

(jo)ab by an integer λ so that jab → λjab and (jo)ab → λ(jo)ab, thus the two-point

function (4.3.7) can be reexpressed as G(λ). To study large-spin limit turns then

to study large-λ limit, via stationary phase approximation. In Sec. 4.4.1 we give

a brief framework of this technique. Then in Sec. 4.4.2-4.4.3 we give the detailed

calculation.

4.4.1 The rescaled correlation function and stationary phase

approximation

As in [86], let jab → λjab and (jo)ab → λ(jo)ab, we rescale the correlation function

(4.3.7) as

Gabcd
nm (λ) =

∑
j

∫
d4g δ10z qabn q

cd
me

λStot∑
j

∫
d4g δ10z eλStot

−
∑

j

∫
d4g δ10z qabn e

λStot∑
j

∫
d4g δ10z eλStot

∑
j

∫
d4g δ10z qcdme

λStot∑
j

∫
d4g δ10z eλStot

,

(4.4.1)

where the “total action” is defined as Stot = logψ + S or more explicitly as

Stot(j, g, z) = −1

2

∑
ab,cd

α(ab)(cd) jab − (jo)ab√
(jo)ab

jcd − (jo)cd√
(jo)cd

− i
∑
ab

φabo (jab − (jo)ab) + S(j, g, z)

(4.4.2)

Using Euler-Maclaurin formula, one can evaluate the sums over spins j using inte-

grals in the large λ limit:∑
j

qabn eλStot =

∫
d10j qabn eλStot +O(λ−N) ∀N > 0 , (4.4.3)

so that the rescaled correlation function (4.4.1) can be approximately expressed in

the large λ limit

Gabcd
nm (λ) =

∫
δ10j d4g δ10z qabn q

cd
me

λStot∫
δ10j d4g δ10z eλStot

−
∫
δ10j d4g δ10z qabn e

λStot∫
δ10j d4g δ10z eλStot

∫
δ10j d4g δ10z qcdme

λStot∫
δ10j d4g δ10z eλStot

.

(4.4.4)

We will study the large-λ asymptotics of expression (4.4.4).

85



Let us rewrite the two-point function (4.4.4) formally as

G(λ) =

∫
dx p(x)q(x) eλS(x)∫

dx eλS(x)
−
∫

dx p(x) eλS(x)∫
dx eλS(x)

∫
dx q(x) eλS(x)∫

dx eλS(x)
, (4.4.5)

then the asymptotic expansion of G(λ) for large λ is given by

G(λ) =
1

λ
(H−1)ij p′i(xo) q

′
j(xo) +O( 1

λ2 ) . (4.4.6)

Here xo is the critical point, i.e. the stationary point where the real part of the

action vanishes, ReS(xo) = 0; p′i = ∂p/∂xi, H is the Hessian matrix at the critical

point H = S ′′(xo). Our task is to obtain the critical point, the derivative of the

insertions in Sec. 4.4.2 and the Hessian in Sec. 4.4.3.

4.4.2 The critical point and the derivative of insertions

The critical point is the one where the real part and the derivatives of the total

action Stot vanish. The real part of the total action (4.4.2) is given by

ReStot = −
∑
ab,cd

(Reα)(ab)(cd) jab − (jo)ab√
(jo)ab

jcd − (jo)cd√
(jo)cd

+
∑
(ab)

jab log
|〈Jξab, Zab〉|2|〈Zba, ξba〉|2

〈Zab, Zab〉〈Zba, Zba〉
.

(4.4.7)

Having assumed that the matrix α in the boundary state has positive definite real

part, we have that the real part of the total action is negative or vanishing, ReStot ≤
0. In particular the total action vanishes for the configuration of spins jab and group

elements g satisfying

jab = (jo)ab , (4.4.8a)

Jξab =
eiφab

‖ Zab ‖
Zab, and ξba =

eiφba

‖ Zba ‖
Zba, (4.4.8b)

where ‖ Zab ‖ is the norm of Zab induced by the Hermitian inner product, and φab

and φba are phases.

The requirement that the variations of the total action with respect to the spinors

zab and z̄ab vanishes, δzStot = δz̄Stot = 0, lead both to

e−iφab
gaJξab
‖Zab‖

= e−iφba
gbξba
‖Zba‖

(4.4.9)
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evaluated at the maximum point (4.4.8b). For the group variables, δg Stot = 0 leads

to ∑
b:b6=a

jabnab = 0 (4.4.10)

evaluated at the maximum point (4.4.8b). In fact the normals ~nab in the boundary

state are chosen to satisfy the closure condition at each node. Therefore the critical

points in the group variables are given by all the solutions of equation (4.4.8b).

The variations of the total action with respect to the spins j turns out to be

∂Stot

∂jab
= −

∑
cd

α(ab)(cd)(jcd − (jo)cd)√
(jo)ab

√
(jo)cd

− iφabo +
∂S

∂jab
. (4.4.11)

Imposing the maximal-point equation (4.4.8) and the critical-point equation (4.4.9),

equation (4.4.11) is reduced into

∂Stot

∂jab

∣∣∣
crit

= −iφabo + iµSRegge, (4.4.12)

where the parameter µ = ±1 measures the discrepancy of the orientations of the

4-simplex σ: there are two orientations of the 4-simplex σ, one inherited from the

Minkowski space where σ is embedded, the other induced from the boundary data;

µ = 1 if these two agree and µ = −1 otherwise. The requirement that equation

(4.4.12) vanishes selects µ = 1, which means we only consider the case when the

orientation of the boundary data agrees with the one induced from the Minkowski

space.

We end this subsection by the first derivative of the insertion qabn (g, z) evaluated

at the critical point:

δzanq
ab
n

∣∣∣
crit

=0 (4.4.13)

δz̄anq
ab
n

∣∣∣
crit

=γ2(jo)na(jo)nb

(
gaσ

iξan
‖Zan‖

nibn −
gaξan
‖Zan‖

~nan · ~nbn
)

(4.4.14)

δrga
qabn

∣∣∣
crit

=γ2jnajnb

(
nibn〈ξan, ~Lσiξan〉 −

i

2
(~nan · ~nbn)~nan

)
(4.4.15)

δbga
qabn

∣∣∣
crit

=γ2jnajnb

(
nibn〈ξan ~Kσiξan〉 −

1

2
(~nan · ~nbn)~nan

)
(4.4.16)

δjcd
qabn

∣∣∣
crit

=γ2δjcd

∣∣∣
(jo)ab

(jan~nan · jbn~nbn) (4.4.17)
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4.4.3 Hessian matrix of the total action

Following the stationary phase approximation introduced in section 4.4.1, once the

Hessian matrix is obtained, one can get asymptotic expansion of the two-point func-

tion (4.3.7) by using equations (4.4.6) and (4.4.13). Now let us come to calculate

the Hessian matrix.

The Hessian is defined as the matrix of the second derivatives of the total action

where the variable g5 has been gauge fixed to the identity. We split the Hessian

matrix into derivatives w.r.t. the spins j,w.r.t. the group elements g and w.r.t. z.

The Hessian will then be a (10 + 24 + 20)× (10 + 24 + 20) matrix

S
′′

tot =

 Qjj 010×24 010×20

024×10 Hgg Hgz

020×10 Hzg Hzz

 (4.4.18)

as

δjδgSStot = 0 δjδzSStot = 0. (4.4.19)

We will now describe the non-vanishing blocks of this matrix. Qjj is a 10 × 10

matrix containing only derivatives with respect to the spins jab, with elements

Q(ab)(cd) = δjab
δjcd

Stot

∣∣∣
crit

=− α(ab)(cd)√
(jo)ab

√
(jo)cd

+ δjab
δjcd

∣∣∣
crit
SRegge. (4.4.20)

Hgg is a (4× 6)× (4× 6) matrix containing only derivatives with respect to the

group elements ga. Note that due to the form of the action, derivatives with respect

to two different group variables will be zero and it will be block diagonal

Hgg =


H11 0 0 0

0 H22 0 0

0 0 H33 0

0 0 0 H44

 (4.4.21)

Each Haa is a 6 × 6 matrix. The variation has been performed by splitting the

SL(2,C) element into a boost and a rotation generator. This gives

Haa =

(
Hrr

(ai)(aj) Hbr
(ai)(aj)

Hrb
(ai)(aj) Hbb

(ai)(aj)

)
(4.4.22)
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with 3× 3 matrices

Hrr
(ai)(aj) =

1

2

∑
b:b6=a

jab(−δij + ninj + iεijkn
k) (4.4.23)

Hrb
(ai)(aj) =− i

2

∑
b:b6=a

jab(−δij + ninj + iεijkn
k) (4.4.24)

Hbr
(ai)(aj) =− i

2

∑
b:b6=a

jab(−δij + ninj + iεijkn
k) (4.4.25)

Hbb
(ai)(aj) =2

∑
b:b6=a

jab(1 +
i

2
γ)
(
− δij + ninj + iεijkn

k
)
. (4.4.26)

Hzz is a matrix containing only derivatives with respect to the spinors zab and

z̄ab.

Hzz =

(
S
′′
zz S

′′
zz̄

S
′′
z̄z S

′′
z̄z̄

)
(4.4.27)

Since each spinor zab has two compononts (zo z1), each block S
′′

of Hzz seems to

be 20× 20 matrix and thus Hzz seems to be 40× 40; however, this 40× 40 matrix

is degenerate due to the homogeneity of the representation functions (4.1.8) which

we discuss in section 4.1. Remind that although we still keep the formulae of f(z),

we have chosen a section for (zo z1) as (zo/z1 1). Hence the matrix Hzz reduced

to be 20 × 20 and non-degenerate, by removing the derivatives with respect to the

second component z1:

Hzz =

(
010×10 S

′′
zz̄

S
′′
z̄z 010×10

)
(4.4.28)

with S
′′
zz and S

′′
z̄z̄ vanishing, S

′′
zz̄ and S

′′
zz̄ diagonal matrices. The diagonal elements

are first components of the matrix

Hzabz̄ab
= jab

(2(gaJξab)(gaJξab)
† + (iγ − 1)gag

†
a

‖Zab‖
− (iγ + 1)gbg

†
b

‖Zba‖

)
(4.4.29)

Hgz =
(
S
′′
gz S

′′
gz̄

)
is a 24 × 20 matrix, containing derivatives with respect

to spinor zab and group element ga. Again, we consider the reduced matrix, by

removing the derivatives with respect to the sencond component of spinor zab. The
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non-vanish elements are the first components of

Hrz
(ai)(ab) = eiφab

jab
‖Zab‖

(
(1− iγ)(LigaJξab)

† − i(1 + γ)nab(gaJξab
)†
)

Hbz
(ai)(ab) = eiφab

jab
‖Zab‖

(
(1− iγ)(KigaJξab)

† − i(1 + γ)nab(gaJξab
)†
)

Hrz̄
(ai)(ab) = −e−iφab

jab
‖Zab‖

(1 + iγ)(nab + Liga)Jξab

Hbz̄
(ai)(ab) = −e−iφab

jab
‖Zab‖

(1 + iγ)(nab +Kiga)Jξab

Now we obtain the Hessian matrix. Substituting (4.4.13)-(4.4.18) into (4.4.6) we

obtain the asymptotic expansion of the correlation function

Gabcd
nm (α) = (γjo)

3(Rabcd
nm (α) +O(γ)) +O(j2

o) (4.4.30)

with

Rabcd
nm =

1

(γjo)3

∑
p<q,r<s

Q−1
(pq)(rs)

∂qabn
∂jpq

∂qcdm
∂jrs

. (4.4.31)

We consider the limit, introduced in [86], where the Barbero-Immirzi parameter is

taken to zero γ → 0, and the spin of the boundary state is taken to infinity j →∞,

keeping the size of the quantum geometry A ∼ γj finite and fixed. This limit

corresponds to neglecting Planck scale discreteness and twisting effects, at large

finite distances. In this limit, the two-point function (4.4.30) we obtain exactly

matches the one obtained from Lorentzian Regge calculus [42].
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Chapter 5

Conclusions and perspectives

In this concluding chapter we will take a look back and review what we have been

able to understand while at the same time pointing out the problems left open.

In this thesis we studied two themes of spinfoam formalism, the imposing of

simplicity constraint and the computing the Lorentzian propagator. The former is

to find the way to connect different asides related to the EPRL spinfoam model, and

the later is to test the resulting model and try to extract physics from that.

To this end, the first chapter give a brief introduction to the formal structure

of spinfoam formalism, and also the Kinematical Hilbert space from the canonical

quantization procedure and as well from polyhedral quantum geometry. These three

are what we connect in the second and third chapters.

In the second chapter we study the simplicial EPRL spinfoam model. Since the

simplicity constraint is secondary class, we use Gupta-Bleuler procedure to impose

the simplicity constraint weakly, namely asking the matrix elements of the simplicity

constraints to vanish on physical boundary states. In this way, we find a weak solu-

tion to the simplicity constraint, as the Hilbert space of the boundary state, match-

ing the kinematical Hilbert space obtained from the canonical approach. Also, the

boundary states have a geometrical interpretation in terms of quantum tetrahedral

geometry. In this way, we connect the three introduced in the first chapter. What’s

more, we give a slight modification of the vertex amplitude, with respect to the

original EPRL spinfoam model, in Euclidean theory when γ > 1 and in Lorentzian

theory, corresponding to a slightly different factor ordering of the constraints. In

Euclidean theory when γ < 1, we obtain the exact EPRL vertex amplitude. With

the modification (the matrix elements of) the simplicity constraint hold exactly, and

not just in the large quantum number limit, as in previous constructions.
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Surprisedly, however, the “perfect” solution we find is not the maximal subspace

where the simplicity constraint holds weakly in our sense. There exist a larger

subspace with a new quantum number as a Gupta-Bleuler solution of simplicity

constraint. This new quantum number affects non-trivially both the face amplitude

and the vertex amplitude of the spinfoam model. The quantum number is frozen if in

addition to the weak imposition of the (linear) simplicity constraint, we also impose

strongly a diagonal quadratic constraint. With a suitable operator ordering of this

constraint, the state space can be reduced back down to the LQG state space. If we

take the principle that the quantum theory we are seeking has the same number of

degrees of freedom as the classical theory, then the answer is negative. This principle

indicates that the appropriate way of imposing the constraints is the one that gets

rids of the extra states. However, we think it is nevertheless interesting to keep in

mind the existence of these additional solutions to the weak simplicity constraints.

In the third chapter, we generalize the simplicial spinfoams to the polytopal

spinfoams, where there can be arbitrary-valent vertex. Thus we bring the model

closer to the canonical kinematics and also the polyhedral quantum geometry. In

fact, our polytopal spinfoam model is strictly related to the polyhedral quantum

geometry, since the discrete simplicity constraint is obtained from the polyhedral

geometry.

As last, we compute the two-point function for the Penrose metric operator from

the simplicial EPRL spinfoam model, with a single vertex, in Lorentzian theory. We

consider the limit, where the Barbero-Immirzi parameter is taken to zero γ → 0,

and the spin of the boundary state is taken to infinity j → ∞, keeping the size of

the quantum geometry A ∼ γj finite and fixed. This limit corresponds to neglecting

Planck scale discreteness and twisting effects, at large finite distances. In this limit,

the two-point function we obtain exactly matches the one obtained from Lorentzian

Regge calculus.

More work is needed to properly understand and test the spin-foam model. The

calculation of two-point correlation functions for the metric operator on semiclassical

states provides support for the existence of an effective field theory (see chapter 4).

It is important to extend these calculations to n-point functions, and to compute

next-to-leading order corrections. Also, the calculation needs to be extended to the

generalized spinfoam models, where the vertex is arbitrary valent (see chapter 3).

We leave these questions listed above to future research.
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Abstract

In this thesis we study the implementation of simplicity constraints that defines

the recent Engle-Pereira-Rovelli-Livine spinfoam model and two-point correlation

functions of this model. We define in a simple way the boundary Hilbert space

of the theory; then show directly that all constraints vanish on this space in a

weak sense. We point out that the general solution to this constraint (imposed

weakly) depends on a quantum number in addition to those of loop quantum gravity.

We also generalize this construction to Kamiński-Kisielowski-Lewandowski version

where the foam is not dual to a triangulation. We show that this theory can still

be obtained as a constrained BF theory satisfying the simplicity constraint, now

discretized on a general oriented 2-cell complex. Finally, we calculate the two-

point correlation function of the Engle-Pereira-Rovelli-Livine spinfoam model in the

Lorentzian signature, and show the two-point function we obtain exactly matches

the one obtained from Lorentzian Regge calculus in some limit.

Résumé

Dans cette thèse, nous étudions l’implémentation des contraintes de simplicité dans

le nouveau modèle de mousses de spin d’Engle-Pereira-Rovelli-Livine, ainsi que les

fonctions de corrélation à deux points de ce modèle. Nous définissons d’une manière

simple l’espace de Hilbert limite de la théorie, puis montrons directement que toutes

les contraintes s’annulent faiblement sur cet espace. Nous observons que la solution

générale à cette contrainte (imposée faiblement) dépend d’un nombre quantique, en

plus de ceux de la gravitation quantique à boucles. Nous généralisons également cette

construction pour la version de Kamiński-Kisielowski-Lewandowski, où la mousse

n’est pas duale à une triangulation. Nous montrons que cette théorie peut aussi être

obtenue comme une théorie BF satisfaisant la contrainte de simplicité, cette fois

discrétisée sur un 2-complexe cellulaire orienté. Enfin, nous calculons la fonction de

corrélation à deux points du modèle de mousses de spin Engle-Pereira-Rovelli-Livine

avec la signature lorentzienne, et nous montrons que la fonction à deux points que

nous obtenons correspond dans une certaine limite à celle obtenue à partir du calcul

de Regge lorentzien .


