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Abstract

The following thesis focuses on the scaling of entanglement entropy in lower dimensions and is divided

into three main parts. Chapter 2 studies the thermal reduced density matrices in fermion and spin systems

on ladders. Chapter 3 studies the many-body localization phase transition in a Rokhsar-Kivelson type wave

function. Chapter 4 studies the subleading correction term of entanglement entropy in 2+1 dimensional scale

invariant systems. Chatper 5 studies the bulk-boundary correspondence in 3 + 1 dimensional topological

phases and its entanglement entropy.

In chapter 2, we investigate the reduced density matrices for a model of free fermions on a two-leg

ladder (gapped by the inter-chain tunneling operator) and in 1/2 spin systems on a ladder with a gapped

ground state using exact solutions and several controlled approximations. We calculate the reduced density

matrix and the entanglement entropy for a leg of the ladder (i.e. cut made between the chains). In the

fermionic system we find the exact form of the reduced density matrix for one of the chains and determine

the entanglement spectrum explicitly. Here we find that in the weak tunneling limit of the ladder the

entanglement entropy of one chain of the gapped ladder has a simple and universal form dictated by conformal

invariance. In the case of the spin system, we consider the strong coupling limit by using perturbation theory

and get the reduced density matrix by the Schmidt decomposition. The entanglement entropies of a general

gapped system of two coupled conformal field theories (in 1+1 dimensions) is discussed using the replica

trick and scaling arguments. We show that 1) for a system with a bulk gap, the reduced density matrix has

the form of a thermal density matrix, 2) the long-wavelength modes of one subsystem (a chain) of a gapped

coupled system are always thermal, 3) the von Neumann entropy equals to the thermodynamic entropy of

one chain, and 4) the bulk gap plays the role of effective temperature.

In chapter 3, we construct a family of many-body wave functions to study the many-body localization

phase transition. The wave functions have a Rokhsar-Kivelson form, in which the weight for the configura-

tions are chosen from the Gibbs weights of a classical spin glass model, known as the Random Energy Model,

multiplied by a random sign structure to represent a highly excited state. These wave functions show a phase

transition into an MBL phase. In addition, we see three regimes of entanglement scaling with subsystem
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size: scaling with entanglement corresponding to an infinite temperature thermal phase, constant scaling,

and a sub-extensive scaling between these limits. Near the phase transition point, the fluctuations of the

Rényi entropies are non-Gaussian. We find that Rényi entropies with different Rényi index transition into

the MBL phase at different points and have different scaling behavior, suggesting a multifractal behavior.

In chapter 4, we study the universal scaling behavior of the entanglement entropy of critical theories in

2+1 dimensions. We specially consider two fermionic scale-invariant models, free massless Dirac fermions

and a model of fermions with quadratic band touching, and numerically study the two-cylinder entanglement

entropy of the models on the torus. We find that in both cases the entanglement entropy satisfies the area

law and has the subleading term which is a scaling function of the aspect ratios of the cylindrical regions.

We test the scaling of entanglement in both the free fermion models using three possible scaling functions

for the subleading term derived from a) the quasi-one-dimensional conformal field theory, b) the bosonic

quantum Lifshitz model, and c) the holographic AdS/CFT correspondence. For the later case we construct

an analytic scaling function using holography, appropriate for critical theories with a gravitational dual

description. We find that the subleading term in the fermionic models is well described, for a range of

aspect ratios, by the scaling form derived from the quantum Lifshitz model as well as that derived using the

AdS/CFT correspondence (in this case only for the Dirac model). For the case where the fermionic models

are placed on a square torus we find the fit to the different scaling forms is in agreement to surprisingly high

precision.

In chapter 5, we discuss (2+1)-dimensional gapless surface theories of bulk (3+1)-dimensional topological

phases, such as the BF theory at level K, and its generalization. In particular, we put these theories on a flat

(2+1) dimensional torus T 3 parameterized by its modular parameters, and compute the partition functions

obeying various twisted boundary conditions. We show the partition functions are transformed into each

other under SL(3,Z) modular transformations, and furthermore establish the bulk-boundary correspondence

in (3+1) dimensions by matching the modular S and T matrices computed from the boundary field theories

with those computed in the bulk. We propose the three-loop braiding statistics can be studied by constructing

the modular S and T matrices from an appropriate boundary field theory. We also study the EE for 3 + 1-

dimensional topological phase with or without three-loop braiding phase.
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Chapter 1

Introduction

Entanglement entropy (EE) is an important concept defined in quantum mechanics and quantum in-

formation. It distinguishes the quantum state from the classical state. For the pure quantum state, the

entanglement entropy is a measure of the quantum entanglement between the subsystem A and its comple-

ment B and is defined as follows. In a pure state |Ψ〉, the density of matrix is

ρA∪B = |Ψ〉〈Ψ| (1.1)

by tracing out the degree of freedom in region B, we obtain the reduced density matrix in subsystem A,

ρA = TrBρA∪B , (1.2)

Therefore, the (von Neumann) entanglement entropy is given by

SvN (A) ≡ −TrρA ln ρA (1.3)

Since the full system A ∪B is in a pure state, |Ψ〉, the von Neumann entanglement entropy is the same for

both members of the partition, SvN (A) = SvN (B). Similarly, the Rényi entropies Sn are given by (n > 1)

Sn =
1

1− n ln TrρnA (1.4)

and are also symmetric under the exchange of regions A and B. In the limit n→ 1, the Rényi entropy goes

back to SvN .[Callan and Wilczek, 1994, Holzhey et al., 1994, Calabrese and Cardy, 2004]

Von Neumann entanglement entropy for a pure state has some nice properties. For instance, for

two subsystem A and B of quantum state |Ψ〉, the entanglement entropy satisfies triangle inequality,
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[Araki and Lieb, 1970]

|S(ρA)− S(ρB)| ≤ S(ρAB) ≤ S(ρA) + S(ρB) (1.5)

The right hand inequality can be further generalized to the strong subadditivity constraint for any three

subsystem A, B and C,

S(ρABC) + S(ρB) ≤ S(ρAB) + S(ρBC) (1.6)

This constraint has important application for entanglement entropy of many-body state and we will discuss

it later.

1.1 EE for 1 + 1 dimensional critical system

In the last two decades, people started to study the entanglement entropy for quantum field theory and

found that it can be used to successfully capture universal properties of many-body wave function. One

celebrated example is 1 + 1-dimensional conformal field theories (CFT), which describes the critical point

between phase transition in 1 + 1-dimensional system. For CFT, it was shown that the von Neumann EE of

a subregion A of a partition A ∪ B has the universal form[Callan and Wilczek, 1994, Holzhey et al., 1994,

Calabrese and Cardy, 2004, Calabrese and Cardy, 2009] SvN = c
3 log `

ε , where c is the central charge of the

CFT, ε is the short-distance cutoff, and ` is the length of a large subregion A (provided ε � ` � L, where

L is the linear size of the system). Although formally this logarithmic scaling law is consistent with the

formal d→ 1 limit of the area law, it represents the long-range entanglement properties of 1 + 1-dimensional

CFTs instead of the short-ranged entanglement reflected in the area law for d > 1. Finite sub-leading

contributions (as a function of the size of the region) to the EE (in the form of multi-region partitions,

mutual information and entanglement negativity) are also known to be determined by the structure of

the CFTs and reflect the structure of the large-scale entanglement encoded in their ground state wave

functions.[Caraglio and Gliozzi, 2008, Calabrese et al., 2009, Calabrese et al., 2012, Cardy, 2013]

In general, it is very had to calculate entanglement entropy for many-body state analytically since the

dimension of the reduced density matrix is divergent in thermodynamic limit. In last two decades, different

approaches has been developed to study entanglement entropy for 1 + 1 dimensional CFT. One method

is to directly calculate the reduced density matrix ρA and then study the EE. This method works only

for free boson and free fermion system. [Callan and Wilczek, 1994, Holzhey et al., 1994, Vidal et al., 2003,
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Figure 1.1: stitching three copies together by gluing the boundaries along A

Peschel, 2003, Jin and Korepin, 2004]

A more standard method is to use the replica trick method and express the von Neumann EE as

SvN = − d

dn
TrρnA|n=1 (1.7)

where TrρnA|n=1 is equal to

TrρnA =
Zn
Zn

(1.8)

where Zn is the partition function of a two dimensional Riemann surface formed by gluing the boundaries

in region A as shown in Fig. 1.1.[Callan and Wilczek, 1994, Calabrese and Cardy, 2004] Since the partition

function for CFT on any manifold can be calculated with the help of the conformal mapping, we can shown

that SvN ∼ c
3 log `. The replica trick method can be generalized to higher dimension. However, the partition

function is hard to calculate in this case.

According to the Bisognano-Wichmann Theorem,[Bisognano and Wichmann, 1976] in a relativistic quan-

tum field theory in d+ 1 dimensions, for a planar partitioning surface at x1 = 0, the reduced density matrix
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for x1 > 0 is

ρA ∼ e−
∫
x1>0

ddx(2πx1)H
(1.9)

In the above equation, the reduced density looks like the thermal density. The entanglement Hamiltonian

is the same as the real Hamiltonian with extra prefactor 2πx1. This extra prefactor can be treated as the

inverse temperature and the local temperature at position x1 is 1/2πx1. The local temperature is divergent

at x1 = 0 and decreases to zero when we go deep into the bulk. Here we would like to apply this formula to

1 + 1 dimensional CFT defined on R2. If the subsystem A is half line x1 > 0, the reduced density matrix is

ρA ∼ e−
∫
x1>0

dx1(2πx1)HCFT (1.10)

By using the knowledge of thermal entropy for CFT, [Affleck, 1986, Blote et al., 1986] we can calculate

EE for half line. This result can be generalized to any finite single interval by performing conformal

mapping.[Casini et al., 2011]

Another interesting example in 1 + 1 dimension is the infinite-randomness fixed point for the dis-

ordered spin chain,[Fisher, 1994] where the EE also displays a similar log ` scaling behavior. By anal-

ogy, it was proposed that these models may have very unconventional values for the ”effective” central

charge.[Refael and Moore, 2009]

1.2 Entanglement Hamiltonian and thermalization of ρA

For the reduced density matrix ρA, it can always be written in this form,

ρA =
1

Z
e−HE (1.11)

where HE is the entanglement Hamiltonian and is a Hermitian operator. Different from the Hamiltonian

defined in region A, HE in general is not always local and does not have connection with the Hamiltonian H.

Only in some special cases, HE has physical meaning. For instance, as we showed in the previous section in

Eq.(1.10), HE of half line for any 1+1d CFT is proportional to xH, which actually is HRindler and therefore

we have

ρA =
1

Z
e−2πHRindler (1.12)
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Therefore HE is a local operator and the reduced density takes a thermal form in Rindler space at temper-

ature 1/2π. In this geometry, the subsystem A and its complement has the same system size and the total

Hilbert space can be decomposed into two copies of Rinder Hilbert space. Therefore the total wave function

can be written in this way,

|ΨCFT 〉 =
∑
n

e−πEn |n〉R|n〉R̄ (1.13)

where En is the energy spectrum for the Rindler Hamiltonian HRindler and R̄ means CPT conjugate.

Following the same idea, we can always start with a thermal density matrix ρT for system A and con-

struct a pure state by introducing an auxiliary Hilbert space H̄, so that the reduced density matrix ρA

takes a thermal form and H̄ can be treated as the heat bath. This model is called thermal double model

and has important application in both high energy physics (black hole dynamics) [Asplund et al., 2015,

Hartman and Maldacena, 2013] and the bulk boundary correspondence in the topological phase in the con-

densed matter physics.[Kitaev and Preskill, 2006, Li and Haldane, 2008a, Qi et al., 2012] In chapter 2, we

will discuss this toy model in detail in a two-leg ladder chain. We will show that the reduced density matrix

for one leg in some situations can take a thermal form.

The thermal double model is an artificial model where we need to couple HA and H̄A in a special way so

that ρA can take a thermal form. In general, for the ground state of a local Hamiltonian, the EE for a ground

state satisfies the area law due to some constraints and ρA cannot take a thermal form. However, it turns out

that for a highly excited state of a generic Hamiltonian, the reduced density matrix for a small subsystem

A is expected to take a thermal form where the energy difference with the ground state is related with

the effective temperature. Therefore, the isolated quantum wave function decoupled from the environment

can act as its own heat bath. This phenomenon is called quantum thermalization and is closed related

with a conjecture called eigenstate thermalization hypothesis (ETH). [Srednicki, 1994, Deutsch, 1991] The

reduced density matrix takes a thermal form and therefore the entanglement entropy satisfies the volume

law. This hypothesis can break down if we introduce strong quench disorder in the system and therefore the

system fails to thermalize. This phenomenon is called many-body localization (MBL) and we will discuss

it in chapter 3. [Basko et al., 2006, Oganesyan and Huse, 2007, Pal and Huse, 2010] We will show a class of

model wave function which can explicitly show MBL phase transition in it.
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1.3 EE in spatial dimension d > 1

Large-scale entanglement is expected to be found in topological phases of matter (described by topological

field theories) and in scale-invariant field theories (which are at a fixed point of the renormalization group) in

spatial dimension larger than one. In the cases of topological phases and topological quantum field theories

in two spatial dimensions, the EE was shown to obey the scaling law,

SvN = α
`

ε
− γtopo (1.14)

where α is non-universal and ` is the linear size of the macroscopic subregion A, and for a topologically-trivial

simply-connected entangling region with smooth boundary γtopo = lnD where D is the effective quantum

dimension of the underlying topological field theory,[Kitaev and Preskill, 2006, Levin and Wen, 2006] which

is a topological invariant. In fact, in d = 2 spatial dimensions, the von-Neumann EE and the Rényi EEs have

a rich structure since they also depend on the topology of the entangling regions and, for non-trivial topolo-

gies, γtopo depends on the full structure of the topological field theory and not just on the effective quantum

dimension.[Dong et al., 2008] This scaling law (and its generalizations) has been verified in many systems

including fractional quantum Hall fluids [Zozulya et al., 2009, Zozulya et al., 2007, Li and Haldane, 2008a],

Z2 topological phases of quantum dimer models on non-bipartite lattice [Furukawa and Misguich, 2007,

Papanikolaou et al., 2007, Stéphan et al., 2009] and the related Kitaev’s Toric Code model (equivalent to the

Z2 gauge theory in its deconfined phase), [Hamma et al., 2005b, Hamma et al., 2005a, Levin and Wen, 2006,

Castelnovo and Chamon, 2008] and in the chiral spin liquid phases of d = 2 frustrated quantum antiferro-

magnets [Zhang et al., 2012]. Similar ideas have been generalized to 3+1d topological phases, where EE also

has a constant piece correction term and can be used to classify different topological phases (with three-loop

braiding phase) [Grover et al., 2011, Chen et al., 2015b]. We will discuss this constant piece correction in

detail in chapter 5.

For the scale-invariant systems with spatial dimensions d > 1, EE is expected to obey the area law SvN =

α
(
LA
ε

)(d−1)

where LA is the linear size of the subsystem A. The coefficient α is non-universal and depends

on the detail of the model. The area law scaling behavior is coming from the short-range entanglement on the

boundary between A and its complement. Apart from the non-universal leading term, there can be possible

subleading corrections and it is proposed to be universal.[Casini and Huerta, 2007, Casini and Huerta, 2009,

Casini et al., 2011, Ryu and Takayanagi, 2006a, Ryu and Takayanagi, 2006b, Fradkin and Moore, 2006]

Recently, there has been much progress in understanding of this subleading correction in (2 + 1) di-

mensional CFTs on subsystem with various geometries. It was shown that in the infinite two dimensional
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plane, if the subsystem A has the shape of a disk, the subleading correction for the von Neumann EE is a

finite constant and is called F in the literature.[Jafferis et al., 2011, Casini et al., 2011, Casini et al., 2015]

This F equals to the regulated free energy on S3 and decreases along RG flow. This constant term is re-

placed by a scaling function if the whole system is a finite disk instead of infinite plane and is constrained

by the strong subadditivity. On the other hand, logarithmic contributions to the EE are found when the

entangling region has cusp-like conical singularities with the coefficient representing the effective degree of

freedom.[Casini and Huerta, 2007, Bueno et al., 2015] This term depends on the short-distance cutoff and is

divergent in the thermodynamic limit. Furthermore, the scaling of EE in cylindrical section of a torus also has

a finite subleading term.[Casini and Huerta, 2009, Chen et al., 2015a] This finite term is shown to be scale-

invariant and only depends on the aspect ratios of the entangling region. In the thin slice limit, the subleading

correction is connected to the corner correction through conformal transformation.[Bueno and Myers, 2015,

Witczak-Krempa et al., 2015] These results are found in several different CFTs and are confirmed by the

results derived from the Ryu-Takayanagi formula.[Ryu and Takayanagi, 2006a, Ryu and Takayanagi, 2006b]

For the more general scale invariant systems in 2+1 dimensions without spacetime conformal invariance,

such as quantum Lifshitz model and fermionic quadratic band touching model, there can also be sub-

leading correction depending on the geometry of the subsystem.[Fradkin and Moore, 2006, Hsu et al., 2009,

Hsu and Fradkin, 2010, Stéphan et al., 2009, Oshikawa, 2010, Chen et al., 2015a] Quantum Lifshitz model

is a compact free boson model with dynamical scaling exponent z = 2 and the ground state is a Rokhsar-

Kivelson type wave function with Gibbs weight of 2d free boson. [Ardonne et al., 2004, Fradkin et al., 2004].

The finite term here can be computed analytically by using the knowledge of conformal field theory. For

the fermionic quadratic band touching model having two bands with quadratic band touching point, in the

low energy limit, this system is equivalent to a theory of massless Dirac spinor with a quadratic dispersion

and hence have z = 2. Although these two models do not have Lorentz invariance, it turns out that the

subleading correction term has the similar scaling behavior as that for CFTs. [Chen et al., 2015a] We will

discuss this subleading correction on torus in detail in chapter 4.

1.4 Organization of this thesis

The rest of this thesis is organized as follows:

In chapter 2, we will study the reduced density matrix of one chain in a two-leg ladder model. This

chapter will follow the paper [Chen and Fradkin, 2013]. We first consider a system of free fermions on a

ladder model gapped by relevant inter-chain coupling. Since this model is exactly solvable, we will calculate
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the reduced density matrix explicitly and show that ρA for one leg can take a thermal form. We then

consider the spin ladder problem in the strong inter-chain coupling limit and we show that in this limit HE

for one leg is the same as the spin-1/2 quantum Heisenberg chain. After that, we consider a more general

case where we formulate a scaling ansatz for the form of entanglement entropy for a system of two weakly

coupled CFT. We show that the ρA for subsystem of one leg takes the thermal form if the coupling term is

relevant. Finally, we consider a counter-example where two coupled Luttinger liquids is in a gapless phase.

In chapter 3, we will discuss the many-body localization phase transition in a Rokhsar-Kivelson type

wave function with random sign structure in it. This chapter will follow the paper [Chen et al., 2015c].

We first construct a Rokhsar-Kivelson-type wave function and introduce a random sign structure into it

to represent a typical excited state. In the Rokhsar-Kivelson type wave function, the weight is associated

with the Gibbs weight of a classical model. The classical model we are using here is the random energy

model. Next we analytical calculate the lower bound and upper bound for the Rényi entropies and show

that there are thermalized phase and many-body localized phase in it. Furthermore, we identify the MBL

phase transition in the wave function numerically by finite size scaling and demonstrate the importance of

the sign structure.

In chapter 4, we will study the subleading correction of entanglement entropy for 2 + 1-dimensional scale

invariant systems on torus and we will focus on two fermionic models with different dynamical exponent.

This chapter will follow the paper [Chen et al., 2015a]. We first introduce and explain three possible scaling

functions for the subleading correction. The first one is from the holographic calculation, the second one

is the exact result for quantum Lifshitz model and the third one is logarithmic correction based on 1 + 1

dimensional CFT. Then we numerically calculate the entanglement entropy of Dirac fermion and fermion

model quadratic banding touching on the torus with various aspect ratios and test these three possible

scaling functions. Finally, we conclude that there is a universal scaling function of the subleading term of

the EEs for critical systems.

In chapter 5, we will study the (gapless) boundary-bulk correspondence in (3+1)-dimensional topological

phase and we use the S matrix calculated for the boundary theory to investigate the EE for the bulk

topological phase. This chapter will follow the paper [Chen et al., 2015b]. We first discuss the partition

function for the compactified free boson theory in (2 + 1) dimensions. Then we study the gapless surface

theory of the (3 + 1)d BF theory at level K. We will calculate the S and T matrices for the surface theory

and use the partition function to compute the constant piece correction for the bulk theory. Later on,

we introduce the axion term to the (3 + 1)d BF theory and study the gapless surface state over there.

Furthermore, we study the coupled BF theory and its gapless surface state. We will show that this coupled
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BF theory realizes the three-loop braiding process and we will also calculate the partition function on the

surface. We will compute the S and T matrices for the surface theory and use them to extract the constant

piece correction of EE for the bulk topological phase.
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Chapter 2

Thermal Reduced Density Matrices in
Fermion and Spin Systems on Ladders

2.1 Introduction

In this chapter, we investigate the relation between reduced density matrix ρA and thermal density

matrix ρT . We will study under what condition can reduced density matrix ρA of a subsystem of a system

in its ground state take a thermal form ρT . Before we go into the detail, we briefly explain the definition of

ρA and ρT .

The thermodynamic entropy is a key concept in Statistical Mechanics, and measures disorder and random-

ness in a macroscopic system. The thermodynamic entropy ST for a quantum system in thermal equilibrium

at temperature T is defined as

ST ≡ −TrρT ln ρT (2.1)

where

ρT ≡
1

Z
e−βH (2.2)

is (thermal density) matrix, of the Gibbs ensemble at temperature T , and Z ≡ Tr exp(−βH) is the Gibbs

partition function with β = 1/T . At zero temperature, the system is in its ground state (with an at most

finite degeneracy) and in this limit the thermodynamic entropy vanishes, ST = 0.

On the other hand, the entanglement entropy is a measure of the non-local correlations of a pure quantum

state. The entanglement entropy for subsystem A is a measure of the quantum entanglement between A

and B (and viceversa). and it is defined as follows. Let us consider an extended system in a pure state |Ψ〉,

and define a partition of system into two subsystems, A and B with common boundary Γ = ∂A = ∂B. We

will denote by

ρA∪B = |Ψ〉〈Ψ| (2.3)

the density matrix of the pure state |Ψ〉, and by

ρA = TrBρA∪B , ρB = TrAρA∪B , (2.4)
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the (normalized) reduced density matrices of the subsystems A and B of the partition (which satisfy TrρA =

TrρB = 1). Then, the (von Neumann) entanglement entropy is given by

SvN (A) ≡ −TrρA ln ρA (2.5)

Since the full system A ∪B is in a pure state, |Ψ〉, the von Neumann entanglement entropy is the same for

both members of the partition, SvN (A) = SvN (B). Similarly, the Rényi entropies Sn are given by (n > 1)

Sn =
1

1− n ln TrρnA (2.6)

and are also symmetric under the exchange of regions A and B. In the limit n → 1, the Rényi entropy

becomes SvN .[Callan and Wilczek, 1994, Holzhey et al., 1994, Calabrese and Cardy, 2004]

The behavior of the entanglement entropy has been the focus of study in several areas of physics. A

particular focus of interest has been the scaling of the entanglement entropy with the linear size ` of the

subsystem, assumed to be much smaller than the linear size L of the system as a whole, ` � L. It

is known that for a generic state in spatial dimension d, the entanglement entropy scales with the area

of the subsystem SvN (`) = α`d−1 where α is a non-universal constant determined by the short-distance

correlations of the wave function.[Bombelli et al., 1986, Srednicki, 1993, Eisert et al., 2010] This result is

reminiscent of the area law of the entropy of black holes[Bekenstein et al., 1973, Hawking, 1975] where the

constant is instead determined by the Planck scale. Of particular interest is the fact that quantum entangle-

ment also encodes universal information of the non-local correlations of the many-body wavefunction of the

macroscopic quantum system.[Calabrese and Cardy, 2004, Kitaev and Preskill, 2006, Levin and Wen, 2006,

Fradkin and Moore, 2006, Wen, 2012]

Although the von Neumann entanglement entropy SvN has the same formal definition as the thermody-

namic entropy ST , these are conceptually different quantities. In this chapter we will be interested in under

what circumstances can the reduced density matrix ρA of a subsystem of a system in its ground state |Ψ〉

define an effective Gibbs ensemble for the subsystem at some effective temperature Teff . For this equivalence

to be meaningful it should be possible to express the reduced density matrix, whose spectrum is by definition

non-negative, in terms of an effective local so-called entanglement Hamiltonian, that we will denote by HE ,

whose spectrum is the entanglement spectrum.[Li and Haldane, 2008b] If this equivalence holds, then the

reduced density matrix takes the thermal form

ρA =
1

Zeff
e−βeffHE (2.7)
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where βeff = 1/Teff , and the normalization factor Zeff plays the role of an effective partition function. Since

the reduced density matrix is, by definition, a Hermitian matrix it is obvious that a suitable Hermitian

operator HE can always be defined. However it is not obvious, and in general it is not true, that HE should

also be local and, even more, what connection it may bear, if any, with the Hamiltonian H of the combined

quantum system of which the state |Ψ〉 is its ground state or with the Hamiltonian HA of subsystem A (and

similarly with B).

In this chapter we will consider systems made of two identical subsystems which are coupled to each other

in the bulk. In this case, both subsystems are thermodynamically large and neither can be regarded as a “heat

bath” for the other. Here we will focus on the special (and interesting) problem in which the two identical

subsystems are one-dimensional and are separately at quantum criticality. The problem that we want to

address is under what circumstances can the reduced density matrix of one of these subsystems have a Gibbs

form at some effective temperature Teff with a local (and Hermitian) entanglement Hamiltonian HE . We are

motivated by some recent numerical results by Poilblanc[Poilblanc, 2010] who used an exact diagonalization

technique to determine the entanglement Hamiltonian for one leg of spin-1/2 quantum antiferromagnet on

a two-leg ladder. Over some range of values of the inter-leg exchange interaction, Poilblanc found that the

reduced density matrix of one leg is the same as the thermal (Gibbs) density matrix of a spin-1/2 quantum

Heisenberg chain at an effective temperature (determined by the spin gap of the ladder). Similar results

have also been found in other fully gapped systems such as AKLT models on ladders[Katsura et al., 2010,

Lou et al., 2011] and in the entanglement of spin and orbital degrees of freedom in Kugel-Khomski models

in one dimension.[Lundgren et al., 2012] To this end we examine this question first in an exactly solvable

system of free fermions on a ladder, with a gapped ground state. Next we examine the same problem in

the spin-1/2 ladder in the strong inter-leg coupling regime, a system recently discussed also by Laüchli and

Schliemann[Lauchli and Schliemann, 2012] and by Qi, Katsura and Ludwig[Qi et al., 2012] in 2D topological

phases. Next we formulate a scaling hypothesis for the entanglement entropy in the weak coupling limit,

where the combined system can be regarded as being a perturbed conformal field theory, and test its validity

in the free-fermion system. We finally compare with results in a system of two coupled Luttinger liquids in

a gapless combined ground state.[Furukawa and Kim, 2011]

An important question is whether the effective entanglement Hamiltonian HE is local and what is its

relation with the (local) Hamiltonian of the decoupled subsystems. We will see below that if we insist that

the entanglement Hamiltonian HE be fully local (i.e. at the scale of the lattice spacing) the energy gap

of the coupled system has to be much larger than the coupling constants (end hence the energy scales)

of the subsystems. In this regime all the degrees of freedom of the subsystem are thermal. However we
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will see in an explicitly solvable free-fermion example that in regimes in which the gap is small (compared

with other scales of the problem), the reduced density matrix for the long wavelength degrees of freedom

of subsystem A is thermal with a local effective continuum effective entanglement Hamiltonian which is

the same as the Hamiltonian HA of the low-energy conformal field theory of the decoupled subsystem A.

Moreover, in this regime the structure of the effective long-wavelength entanglement entropy has a form which

is determined entirely by conformal invariance. This observation leads us to conjecture that this result and

not a peculiarity of the free fermion system but it is actually a general property of gapped systems of this

type. The separation of the entanglement spectrum into a long-wavelength universal (and thermal) piece

and a short-distance non-universal piece that we found in this free-fermion model is in line with what was

found by Li and Haldane.[Li and Haldane, 2008b] These authors showed that the low-(pseudo)energy modes

of the entanglement Hamiltonian of fractional quantum Hall fluids of a two-dimensional electron gas have

the same universal structure as the low-energy states of the edge states of the same fractional quantum Hall

state (on a disk geometry).

We should note that the question we are asking here is conceptually different from the central axiom of

Statistical Mechanics stating that a subsystem weakly coupled to a much larger system (the “heat bath”)

can reach thermal equilibrium at a temperature determined by the larger system. It is an axiom of Statistical

Mechanics that the equilibrium state of the subsystem is in the Gibbs Ensemble, and that this equilibrium

state is universally reached irrespective of the specific dynamics. It is known rigorously that the reduced

density matrix of a subsystem has a Gibbs form if the total system is in a “typical state”, i.e. a state drawn

from some statistical ensemble, which is assumed to be a typical state of the spectrum of the full (and generic)

Hamiltonian H.[Tasaki, 1998, Goldstein et al., 2006, Popescu et al., 2006] However the ground state of the

Hamiltonian is hardly a typical state and one generally does not expect to find a Gibbssian reduced density

unless the ground state has special properties.

This chapter is organized as follows. In Section 2.2 we consider a system of free fermions on a ladder which

is gapped by the inter-chain tunneling amplitude. This problem is exactly solvable and the reduced density

matrix can be determined explicitly.[Peschel, 2003, Peschel and Eisler, 2009, Peschel and Chuang, 2011] In

Section 2.3 we consider the spin ladder problem in the strong inter-chain coupling limit and we show that in

this limit the reduced density matrix is that of a spin-1/2 quantum Heisenberg chain. In Section 2.4 we use

the insights obtained in the free-fermion system of Section 2.2 to formulate a scaling ansatz for the form of the

entanglement entropy for a system of two weakly coupled quantum critical systems (which can be regarded

as a perturbed conformal field theory). Here we conjecture a general form of the the scaling behavior of the

entanglement entropies, and infer that the reduced density matrix for the low energy degrees of freedom of

13
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Figure 2.1: The schematic for the two-leg ladder model of free fermions

the subsystem is the thermal Gibbs density matrix of the conformal field theory at a temperature determined

by the gap scale. In Section 2.5 we consider the case of two coupled Luttinger liquids with a joint gapless

ground state. Our conclusions are summarized in Section 3.5.

2.2 A Free Fermion Model

In this section we will consider a two-leg ladder model of free fermions which are gapped by the inter-chain

tunneling.

As shown in Fig., the two-leg ladder model has Hamiltonian [Jaefari and Fradkin, 2012]

H = −t∑j(e
iΦ/2c†A,j+1cA,j + e−iΦ/2c†B,j+1cB,j + h.c.)

+t⊥
∑
j(c
†
A,jcB,j + c†B,jcA,j) (2.8)

in which cA,j and cB,j are the fermion operators on chain A and on chain B, respectively. Here t is the

hopping amplitude along the chains and t⊥ is the hopping amplitude along the rungs (between the chains).

For each plaquette of the ladder there is a flux Φ introduced in the Hamiltonian through minimal coupling

(the Peierls substitution). As the flux per plaquette Φ varies from 0 to π the spectrum evolves continuously

from a regime with two gapless branches (for Φ ∼ 0) to a fully gapped spectrum (for Φ ∼ π). Since in

this chapter we are interested in the gapped case, we consider only the simple case in which the flux per

plaquette is half of the flux quantum and hence Φ = π (in units in which ~ = c = e = 1). The behavior of

entanglement in the gapless regime is similar to what is discussed in Section 2.5.

In momentum space, the Hamiltonian of this model becomes:

H =

∫ π

−π

dk

2π
H(k) (2.9)
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For flux Φ = π, the Hamiltonian H(k) of Eq.(2.9) is

H(k) =2t sin k
(
cA(k)†cA(k)− cB(k)†cB(k)

)
− t⊥

(
cA(k)†cB(k) + cB(k)†cA(k)

)
(2.10)

The Hamiltonian can be diagonalized by a change of basis

cA(k) = cos
(ξ(k)

2

)
ca(k)− sin

(ξ(k)

2

)
cb(k)

cB(k) = sin
(ξ(k)

2

)
ca(k) + cos

(ξ(k)

2

)
cb(k) (2.11)

where b and a label the bonding and the anti-bonding bands of the ladder, respectively, and ξ(k) is defined

as

sin
(ξ(k)

2

)
=

u(k)√
1 + u2(k)

cos
(ξ(k)

2

)
=

1√
1 + u2(k)

(2.12)

where u(k) is given by

t⊥u(k) = 2t sin k +
√

(2t sin k)2 + t2⊥ (2.13)

The dispersion relations for the bonding and anti-bonding bands are

E(k) = ±
√

(2t sin k)2 + t2⊥ (2.14)

At half filling, the bonding band is filled and the anti-bonding band is empty. As can be seen from

Eq.(2.14), the excitation energy E(k) is smallest at k = 0, π, where the spectrum has an energy gap of 2t⊥.

As in all fermionic systems in 1D, this system can also be put in the form of 1D Dirac fermions with two

two-component spinor fields, with the components being the right and left moving amplitudes near the two

Fermi points at k = 0, π. Therefore the low-energy degrees of freedom of this ladder (with flux Φ = π) are

described by two species (bonding and anti-bonding) Dirac spinors each with velocity v = 2t and mass gap

mv2 = t⊥. This can be done, more formally, by combining the right moving fermion from the A chain (with

k ∼ 0), RA(k) and the left-moving fermion from the B chain (also with k ∼ 0), LB(k), into a two-component

(Weyl) spinor. Similarly a second spinor can be constructed where R̃B(k) is the right-moving component of

the fermion on the B chain with momentum −π+ k and L̃A(k) is the left-moving fermion from the A chain
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with momentum π − k.

ψ1(k) =

RA(k

LB(k)

 , ψ2(k) =

R̃B(k)

L̃A(k)

 (2.15)

The tunneling matrix element t⊥, which mixes right and left movers with the same momenta on both chains,

opens the (same) mass gap m ∝ t⊥ in both Dirac spinors. The effective (continuum) low energy Hamiltonian

density for this system is

H =
∑
a=1,2

(
ψ†aσ3iv∂xψa +mv2ψ†aσ1ψa

)
(2.16)

where a = 1, 2 labels the two spinors and σ1 and σ3 are the two 2 × 2 Pauli matrices (which act on the

components of each spinor).

Below we will calculate the reduced density matrix for chain A by making a cut between the chains and

trace out chain B. We can now use the results of Peschel [Peschel, 2003] for free-fermion system to find the

entanglement Hamiltonian

H̃E ≡ − ln ρA (2.17)

for subsystem A, which has the explicit form

H̃E =

N∑
i,j=1

H̃ijc
†
i cj (2.18)

where the matrix H̃ij takes the form

H̃ij =
(
ln
[
(C−1 − 1)

])
ij

(2.19)

The creation and annihilation operators c†I and ci in Eq.(2.18) are labelled by the sites of subsystem A.

In Eq.(2.19) Cij is the correlation function matrix (the fermion propagator at equal times) whose matrix

elements in momentum space are

Ckk′ =〈c†A(k)cA(k′)〉 = 2πδ(k − k′) sin2
(ξ(k)

2

)
=2πδ(k − k′) u2(k)

1 + u2(k)
(2.20)

Combining the above two equations, we find that the entanglement Hamiltonian (in momentum space)

has the standard form

H̃E =

∫ π

−π

dk

2π
ω(k) c†(k)c(k) (2.21)
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where

ω(k) = lnu2(k) (2.22)

By inspection of Eq.(2.13) we see that as k → 0 the quantity u(k) ' 1 + vk/t⊥ + O(k2), and similarly

as k → π. Thus the one-particle spectrum ω(k) vanishes linearly as k → 0, π. In other terms, the long-

wavelength modes (with k ∼ 0, π) of the one-particle entanglement spectrum is that of a system of massless

fermions, ω(k) ' 2vk/t⊥, with the modes near k = 0 representing right-movers and the modes near k = π

representing left movers, respectively.

If we define the inverse temperature βeff = (t⊥/2)−1, we can rewrite the reduced density matrix ρA as

ρA = ρTeff
=

1

Z
e−βeffHA (2.23)

We can see that ρA has the same form as ρT for chain A with Teff = t⊥/2 playing the role of the temperature.

Therefore, the entanglement Hamiltonian for the long-wavelength modes (near k = 0 and k = π, always has

the form (regardless of the strength of the tunneling amplitude t⊥)

H̃E =

∫ Λ

−Λ

dk

2π

4ta

t⊥
k
(
R†(k)R(k)− L†(k)L(k)

)
=βeffHA (2.24)

where R(k) represent the right-moving modes (with k ∼ 0) and L(k) the left-moving modes (with wave

vector π−k), respectively, v = 2ta is the velocity of the modes, and Λ ∼ π/a is a momentum cutoff (and a is

the lattice spacing which we have set to 1). In other terms, the long-wavelength entanglement Hamiltonian

for chain A is the same as the low-energy Hamiltonian HA for the Dirac fermions of the decoupled chain.

Therefore the long-wavelength reduced density matrix is the Gibbs density matrix of a system of a massless

Dirac fermion (with velocity 2t) at temperature Teff = β−1
eff = t⊥/2.

On the other hand, in the strong coupling (tunneling) limit t⊥ � t, in which there is a large energy gap

in the spectrum of the fermions, the entanglement Hamiltonian has the simple form

H̃E =

∫ π

−π

dk

2π

4t

t⊥
sin k c†(k)c(k)

=βeff it

N∑
n=1

c(n)†c(n+ 1) + h.c. (2.25)

In this limit the reduced density matrix for leg A is that of a single chain of free fermions with hopping

amplitude it at an effective temperature Teff = t⊥/2.
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This effective temperature is in fact much higher than the bandwidth 4t of the fermionic spectrum of

the chain. Thus, the statistical ensemble of the chain defined by the strong tunneling limit is essentially the

classical Gibbs ensemble. In the strong tunneling limit the entanglement Hamiltonian is a local operator

of the chain degrees of freedom. Clearly the corrections to this strong tunneling limit lead to an effective

entanglement Hamiltonian which becomes increasingly non-local. Nevertheless, these apparently non-local

lattice operators only contribute with irrelevant operators in the long-wavelength regime.

In summary, in this free fermion ladder model the reduced density matrix of a chain has a Gibbs form

with an effective entanglement Hamiltonian HE , given in Eq.(2.21). Since the reduced density matrix for

chain A is thermal, the von Neumann entanglement entropy is equal to the thermodynamic entropy of the

1D quantum system described by the Hamiltonian HE . As the strength of the tunneling matrix element t⊥

increases, the fraction of the entanglement spectrum that is thermal also increases ranging from only the

long-wavelength modes of chain A for t⊥ � t to all of the modes for t⊥ � t, with an effective temperature

Teff = t⊥/2. Nevertheless, the long-wavelength modes, i.e. the lowest eigenvalues of the entanglement

Hamiltonian, which are always thermal, have universal properties.

The free energy of a system of 1D massless Dirac fermions (in a system of length L in the thermodynamic

limit) at temperature T is that of a conformal field theory with central charge c = 1 (see Refs. [Affleck, 1986,

Blote et al., 1986])

F = −T lnZ = ε0L−
πc

6v
T 2L (2.26)

where ε0 is the (non-universal) ground state energy density, c is the central charge of the conformal field

theory and v is the velocity of the modes. The last term in Eq.(2.26) is universal and it is well known low

temperature (the Casimir term) contribution to the free energy of a conformal field theory. The form of this

term is determined by the conformal anomaly of the conformal field theory.[Affleck, 1986, Blote et al., 1986]

From here it follows that the thermodynamic entropy ST of this 1D quantum critical system is

ST = −∂F
∂T

=
πc

3v
TL (2.27)

Depending on the boundary conditions, the entropy ST may have the finite limiting value ln g as T → 0,

where g is a universal number that depends on the boundary conditions and can be interpreted as a ground

state “degeneracy” (even though it is generally not an integer). [Affleck and Ludwig, ]

Since we have shown that the reduced density matrix of a leg of the fermion ladder with flux Φ = π

per plaquette is, in the long wavelength limit, identical to the Gibbs density matrix of a system of massless

Dirac fermions in 1D, we can apply the above results from CFT to the present case. It then follows that the
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thermodynamic entropy of a system of 1D massless Dirac fermions at finite temperature T is the same as the

von Neumann entanglement entropy SvN of chain A (also in the long wavelength limit) with a temperature

T = Teff = M , given by the mass gap of the fermion ladder.

It is an elementary excercise to compute the Rényi entropies, Sn. Indeed in this system the trace of the

nth power of the (unnormalized) reduced density matrix ρA is now equal to the partition function of a free

Dirac fermion at temperature Teff/n,

TrρnA =ZF

(
T =

Teff

n

)
= exp

(
− n

Teff
ε0L+

πc

6v

Teff

n
L

)
(2.28)

where we have purposely left the explicit dependence on the central charge c of the CFT (although for the

free fermion case c = 1). We will return to this expression in Section 2.4. Therefore

TrρnA
(TrρA)

n ≡ Trρ̂nA = exp

[
πc

6v

(
1

n
− n

)
TeffL

]
(2.29)

where we denoted by ρ̂A the normalized reduced density matrix, i.e. Trρ̂A = 1. From here we find that the

von Neumann entanglement entropy SvN is given by

SvN = − ∂

∂n
Trρ̂nA

∣∣∣
n→1

=
πc

3v
TeffL = S(Teff) (2.30)

which agrees with the thermodynamic entropy S(Teff) at temperature Teff (as it should). Similarly, the

Rényi entropy Sn is given by the result (valid for n > 1)

Sn =
πc

6v

(
1 +

1

n

)
TeffL (2.31)

Notice that S1 = limn→1 Sn = SvN as it should.

We close this section with a comment of the correlators. The equal-time fermionic correlators, i.e. the

equal time propagators (or Green functions), of a theory of massive fermions in 1 + 1 dimensions has an

asymptotic exponential decay exp(−m|x|) (where m is the mass gap) with a power law correction prefactor

(m|x|)−1/2. This behavior is correctly reproduced by Eq.(2.20) (as it should). However the equal-time

correlation function of gapless Dirac fermions at temperature T has a pure exponential decay of the form

πT/ sinh(2πT |x|), which does not have a power law prefactor correction. This apparent difference is the

result of the long-wavelength approximation used in the entanglement Hamiltonian of Eq.(2.24).
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2.3 Entanglement in Strongly Coupled Systems

For a free fermion model, such as the one discussed in Section 2.2, we can exactly calculate the reduced density

matrix for any value of the coupling constant. For the general case of two arbitrary coupled systems which are

not free the computation of the reduced density matrix is non-trivial. However, in the strong coupling limit

we can still use the perturbation theory to calculate the reduced density matrix. This is the approach we

will follow here. A similar calculation was done by Laüchli and Schliemann.[Lauchli and Schliemann, 2012]

In general the Hamiltonian will have the form H = H0+Hpert, where H0 is the (local) inter-chain coupling

between chains A and B and Hpert represents the Hamiltonian of the two decoupled chains. The ground state

of the coupled system, to zeroth order in perturbation theory is the product state
∣∣Ψ0〉 = |1〉×|2〉× . . .×|N〉

where {
∣∣n〉} (with n = 1, . . . N for chains of N sites) are the states of the degrees of freedom of the two chains

at the nth rung of this ladder. This ground state is non-degenerate and has a finite (and large) energy gap

to all excitations. Since it is a product of singlet states, it is also “maximally entangled” even though in this

basis the ground state is a product state. This is a simple example showing that the degree of entanglement

of a state depends on how the question is posed, i.e. on the choice of the entangling region. Thus if we choose

as the entangling region the left half of the ladder we would conclude that its entanglement entropy would

be trivially zero. In contrast, if we choose one chain of the ladder as the entangling region the entanglement

entropy will be (trivially) maximal).

We can compute next the corrections to the unperturbed ground state
∣∣Ψ0〉 using an expansion in powers

of the intra-chain interactions. Since we start with a gapped phase, the strong coupling expansion works well.

For the sake of definiteness we will consider the problem of a quantum Heisenberg antiferromagnetic model

with S = 1/2 on a two-leg ladder as an example. Other models can be treated using a similar procedure.

The unperturbed Hamiltonian H0 now contains only the inter-chain exchange interactions (with coupling

constant J⊥) on the rungs of the ladder,

H0 = J⊥

N∑
n=1

~SA(n) · ~SB(n) (2.32)

The coupling between the chains A and B is anti-ferromagnetic with J⊥ > 0. For H0, the ground state is

the product of N spin singlets on the rungs

∣∣Ψ0〉 =

N∏
i=n

∣∣0, 0〉n (2.33)
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where ∣∣0, 0〉n =
1√
2

(∣∣ ↑A, ↓B〉n − ∣∣ ↓A, ↑B〉n) (2.34)

is the spin singlet state on the nth rung of the ladder. In the first excited state of the ladder,
∣∣Ψ1〉, the spin

singlet state of one rung is replaced by a spin triplet state
∣∣1,m〉, with m = ±1, 0 given by their standard

expressions,
∣∣1, 1〉 =

∣∣ ↑A, ↑B〉, ∣∣1,−1〉 =
∣∣ ↓A, ↓B〉, and

∣∣1, 0〉 = (
∣∣ ↑A, ↓B〉 +

∣∣ ↓A, ↑B〉)/√2. The excitation

energy is E1 − E0 = J⊥. For the second excited state
∣∣Ψi,j

2 〉, two singlets at rungs i and j become triplets,

etc. For the kth excited state
∣∣Ψk〉, the excitation energy is kJ⊥.

The perturbing Hamiltonian Hpert is the sum of the Hamiltonians of the quantum Heisenberg antiferro-

magnets of the two chains

Hpert =J
N∑
n=1

(~SA(n) · ~SA(n+ 1) + ~SB(n) · ~SB(n+ 1))

=
J

2

N∑
n=1

(
σ+
A(n)σ−A(n+ 1) + σ−A(n)σ+

A(n+ 1)
)

+
J

4

N∑
n=1

σzA(n)σzA(n+ 1)

+
J

2

N∑
n=1

(
σ+
B(n)σ−B(n+ 1) + σ−B(n)σ+

B(n+ 1)
)

+
J

4

N∑
n=1

σzB(n)σzB(n+ 1) (2.35)

where we have expressed the spin operators in terms of the Pauli matrices.

Let us compute the ground state of the ladder to first order in perturbation theory in Hpert. By inspection

of Eq.(2.35) we see that the only non vanishing contribution involves breaking the spin singlets on pairs of

nearest-neighbor rungs at a time, i.e. only 〈Ψn,n+1
2

∣∣Hpert

∣∣ψ0〉 6= 0. The perturbed ground state is

∣∣Ψ〉 =
∣∣Ψ0〉+

∑
n

〈Ψn,n+1
2

∣∣Hpert

∣∣Ψ0〉
E0 − E2

∣∣Ψn,n+1
2 〉

=
∣∣Ψ0〉

−
∑
n

(
− J

16J⊥

∣∣φn,n+1
1 〉 − J

16J⊥

∣∣φn,n+1
2 〉+

J

4J⊥

∣∣φn,n+1
3 〉

)
(2.36)

where {
∣∣φn,n+1

1,2,3 〉} are three different types of excited states of the unperturbed Hamiltonian H0. In these
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excited states spins on pairs of nearest-neighbor rungs are put in triplet states. They are given by

∣∣φn,n+1
1 〉 = . . .

∣∣1, 1〉n∣∣1,−1〉n+1 . . .∣∣φn,n+1
2 〉 = . . .

∣∣1,−1〉n
∣∣1, 1〉n+1 . . .∣∣φn,n+1

3 〉 = . . .
∣∣1, 0〉n∣∣1, 0〉n+1 . . . (2.37)

where . . . represents product of singlets on the other rungs. We have

〈φn,n+1
1

∣∣Hpert

∣∣Ψ0〉 = −J/8

〈φn,n+1
2

∣∣Hpert

∣∣Ψ0〉 = −J/8

〈φn,n+1
3

∣∣Hpert

∣∣Ψ0〉 = J/2 (2.38)

The wavefunction of Eq.(2.36) is written in the basis of states of total spin state on the rungs. However

in order to compute the reduced density matrix of one chain we will need to express the wave function in

the basis of the spin projections of each chain,
∣∣Sz(1), . . . , Sz(N)〉A for chain A, and

∣∣Sz(1), . . . , Sz(N)〉B for

chain B, respectively. Let us denote the spin configurations in chain A by
∣∣φ〉A and the spin configurations

of chain B by
∣∣φ〉B .

In this basis the unperturbed wave function
∣∣Ψ0〉 of Eq.(2.33) is given by

∣∣Ψ0〉 =
∑
C(B)

(
1√
2

)N
(−1)md(C(B))

∣∣φ〉A∣∣φ〉B
=
∑
C(B)

(
1√
2

)N
(−1)md(C(B))

∣∣ ↑↓ ... ↓↑ ...〉A ∣∣ ↓↑ ... ↓↑ ...〉B (2.39)

where we have denoted by C(B) the set of all spin configurations in chain B, and by md(C(B)) the number

of down spins ↓ in the configuration of chain B. Notice that in this basis the spin configurations
∣∣φ〉A of

chain A are antiparallel to the spin configurations
∣∣φ〉B in chain B at every rung of the ladder. Although

this is a product state, this state is maximally entangled when the cut is made between the chains.

Similarly, when we add Hpert to H0, in the basis of the spin projection of each chain, the perturbed
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wavefunction
∣∣Ψ〉 defined in Eq.(2.36) can be rewritten in the following form:

∣∣Ψ〉 =
∑
C(B)

(
1√
2

)N
(−1)md(C(B))

(1− J

4J⊥
M1 +

J

4J⊥
M2)

∣∣φ〉A − ∑
C(A)′

J

8J⊥

∣∣φ′〉A
 ∣∣φ〉B

=
∑
C(B)

(
1√
2

)N
(−1)md(C(B))

[
(1− J

4J⊥
M1 +

J

4J⊥
M2)

∣∣ ↑ ... ↑↓ ...〉A
−
∑
C(A)′

J

8J⊥

∣∣ ↑ ... ↓↑ ...〉A
 ∣∣ ↓ ... ↓↑ ...〉B (2.40)

where C(B) represents all the spin configurations
∣∣φ〉B of chain B (which are presented schematically in

Eq.(2.40)). For each
∣∣φ〉B , the spin configuration

∣∣φ〉A of chain A is antiparallel with the spin configuration

in chain B.
∣∣φ′〉A is defined by flipping the neighboring antiparallel spin paris (↑↓ or ↓↑) in

∣∣φ〉A and C(A)′

represents all possible spin configurations for
∣∣φ′〉A. md(C(B)) is the number of down spins ↓ in the states

of the B chain, M1 and M2 are the numbers of pairs for parallel spins (↑↑ or ↓↓) and antiparallel spins (↑↓

or ↓↑) in
∣∣φ〉A.

To get the reduced density matrix for chain A, we need to use the Schmidt decomposition to trace out

the states in chain B. The resulting (unnormalized) reduced density matrix for chain A is

ρA =
∑
C(A)

1

2N

(1−M1
J

2J⊥
+M2

J

2J⊥

) ∣∣φ〉A〈φ∣∣A − ∑
C(A)′

(
J

4J⊥

∣∣φ〉A〈φ′∣∣A + h.c.

)
=
∑
C(A)

1

2N

[(
1−M1

J

2J⊥
+M2

J

2J⊥

) ∣∣ ↑ ... ↓↑ ...〉A〈↑ ... ↓↑ ...∣∣A (2.41)

−
∑
C(A)′

(
J

4J⊥

∣∣ ↑ ... ↓↑ ...〉A〈↑ ... ↑↓ ...∣∣A + h.c.

)
(2.42)

where C(A) are all the spin configurations in chain A and C(A)′ are the spin configurations obtained by

flipping neighboring antiparallel spin pairs in
∣∣φ〉A.

The reduced density matrix for chain A can be computed straightforwardly at this (first) order in per-

turbation theory in J/J⊥. It has the form

ρA =
1

Z
(1− βeffHE + . . .) ' 1

Z
e−βeffHE+... (2.43)

where Z normalizes the reduced density matrix, and HE is the entanglement Hamiltonian. Notice that in
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Eq.(2.43), in the square bracket, there are two terms, the first term
∣∣φ〉A〈φ∣∣A can be understood as the

potential term and the second term
∣∣φ〉A〈φ′∣∣A represents the hopping term between neighboring sites. Thus

HE (at this order) is the Hamiltonian of the spin-1/2 antiferromagnetic quantum Heisenberg chain,

HE =
J

4

∑
n

(
2σz(n)σz(n+ 1)

+ σ+(n)σ−(n+ 1) + σ−(n)σ+(n+ 1)
)

+ . . .

=J
∑
n

~SA(n) · ~SA(n+ 1) + . . . (2.44)

Thus, in the strong coupling limit, J⊥ � J , the reduced density matrix ρA of chain A is equal to the

thermal density matrix ρT of the chain with an effective (very high) temperature Teff = 2J⊥ � J . In this

limit the entanglement entropy equals to thermal entropy of the chain.

The result we derived is a general consequence of the strong coupling limit and it is not peculiar to a

ladder system. It is straightforward to see that, for instance, it also applies to a 2D bilayer antiferromagnet

in the regime of strong inter-layer exchange interactions. In this regime the bilayer system is gapped and the

ground state is also well approximated by a product of singlets on the inter-layer couplings. By construction,

in all cases the resulting reduced density matrix always describes a system at very high temperature. Thus

we obtain that the reduced density matrix is thermal with an effective local Hamiltonian which that of a 2D

quantum Heisenberg antiferromagnet. Since the effective temperature is much larger than the intra-layer

exchange interaction, the reduced density matrix of layer A describes the paramagnetic phase of a single-layer

antiferromagnet. However, this result does not imply that the entanglement Hamiltonian must necessarily

always be equal to the Hamiltonian of the subsystem. For instance, Laüchli and Schliemann have also shown

that at second order in perturbation theory the entanglement Hamiltonian acquires a next-nearest-neighbor

exchange interaction. Higher order terms in perturbation theory will generate more non-local terms in the

effective Hamiltonian.

2.4 Weak Coupling Limit

From the discussion in Section 2.2 we see that for the free fermion model, in the strong tunneling limit, the

reduced density matrix of one chain has thermal form, ρA = ρT . However, in the same section we also saw

that for the low energy modes of a chain of the ladder, i.e. those with wave vectors around k = 0 and k = π,

the reduced density matrix of one chain is also thermal regardless of the strength of the tunneling matrix

element t⊥. Also in section 2.3 we saw that in the case of antiferromagnets on ladders, the reduced density
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matrix of one chain of the ladder is also thermal in the strong inter-ladder coupling, albeit with a temperature

large compared with the scale of the entanglement Hamiltonian (which has the quantum Heisenberg form).

By comparison with the results of Section 2.2 we would also expect that the reduced density matrix for the

long-wavelength degrees of freedom of a chain of the ladder should also have a thermal form. This issue

cannot be addressed by a direct calculation from the inter-chain strong-coupling regime of the ladder.

In this section, we will consider the general case in the weak coupling limit. We consider a system with

two critical chains with the same Hamiltonian which in the low-energy and long-wavelength limit describes

a conformal field theory (CFT) in 1 + 1 dimensions. We will further assume that, when coupled by some

relevant operator O(A,B) of the CFT, the combined system flows to a fixed point with a finite energy gap

in its spectrum. Our goal is to determine if the reduced density matrix of one subsystem, A, has a thermal

form.

Formally, the Hamiltonian of the coupled CFTs has the form

H = HA +HB +

∫
dx g O(A,B) (2.45)

where HA ' HB describe the two critical subsystems (the “legs”), O(A,B) is a suitable local relevant

operator, and g is a coupling constant. We will assume that this operator has the form O(A,B) = φ(A)φ(B)

where φ(A) and φ(B) are local operators of A and B each with (the same) scaling dimension ∆φ(A) =

∆φ(B) ≡ ∆/2. This perturbation is relevant if its scaling dimension ∆φ(A) + ∆φ(B) = ∆ ≤ 2 (where 2

is the space-time dimension). Under these assumptions this perturbation drives the combined system into

a massive phase with a finite mass gap M(g) which obeys the scaling relation M(g) ∼ const. gνz where

ν = 2 − ∆. These CFTs are “relativistic” and hence have dynamical exponent z = 1. The case ∆ = 2 is

special in that the operator O(A,B) is marginal. We will further assume that in this case it is marginally

relevant.

In the case of the fermionic ladder of Section 2.2 the CFT of the decoupled chains is a theory of two

massless Dirac (Weyl) fermions (and hence with central charge c = 2). The scaling dimension of the

tunneling operator (i.e. the fermion mass term) is ∆ = 1 which is relevant. In this case, the exponent

is ν = 1. In the case of the two-leg ladder, the decoupled ladder is a theory of two spin-1/2 quantum

Heisenberg antiferromagnetic chains and hence are critical. The CFT of the spin-1/2 quantum Heisenberg

antiferromagnetic chain is an SU(2)1 Wess-Zumino-Witten (WZW) model.[Affleck, ] Hence the decoupled

ladder is a product of two SU(2)1 WZW models (with total central charge c = 2). The most relevant

operator in the inter-ladder exchange interaction is the coupling of the Néel order parameters of each chain,
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Figure 2.2: Spacetime manifold with a cut required for the computation of ρA. The cut (the broken line) only
affects the spacetime for subsystem A (the outside cylinder) whose configurations are discontinuous across
the cut. The configurations on region B (the inside cylinder) are periodic and smooth. The interactions
between the fields on regions A and B is depicted by the thin radial lines.

~NA(x) · ~NB(x). In the SU(2)1 CFT the Néel order parameters of each chain are represented by the primary

field whose scaling dimension is 1/2 (for a detailed discussion see, e.g. Ref.[Fradkin, 2013]). Hence, the

scaling dimension of the inter-chain exchange interaction in the spin-1/2 ladder is ∆ = 1, and hence the

exponent is ν = 1 (albeit for different reasons than in the case of the fermionic ladder).

The computation of the reduced density matrix of a subsystem (in this case a perturbed CFT) is in

general a very difficult problem. In principle it is possible to compute the reduced density matrix using

methods of quantum field theory which reduces this computation to an imaginary time path integral over

the field configurations φ(x, τ), with 0 ≤ x ≤ L and 0 ≤ τ ≤ 1/T (in the limits L → ∞ and 1/T → ∞),

with suitable boundary conditions. For the matrix element 〈φin
A(x)

∣∣ρA∣∣φout
A (x)〉, the boundary conditions are

that the field configurations for region B are periodic in imaginary time, φB(x, 0) = φB(x, 1/T ), whereas on

region A the field configurations are discontinuous across the x axis between τ = 0 and τ = 1/T , and hence

satisfy φA(x, 0) = φin
A (x) and φA(x, 1/T ) = φout

A (x) (see Ref. [Calabrese and Cardy, 2004]). For the type of

problems we are discussing here the result is a path integral on two concentric cylinders each of length L

and and circumference 1/T , with the cylinder for region A having a cut along the x axis representing the

discontinuity of the field configurations, as shown in Fig.2.2.

Alternatively, we can compute the moments of the reduced density matrix of the subsystem (needed for
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Figure 2.3: The spacetime manifold needed for the computation of Trρ2
A. The inside cylinders represent

the replicated regions B (which are integrated out) and the outer surface which wraps around them is the
replicated A region. The interactions between the A and B regions are shown as thin radial lines.

the computation of the Rényi and von Neumann entropies) using the replica trick[Callan and Wilczek, 1994,

Holzhey et al., 1994, Calabrese and Cardy, 2004]

TrρnA =
Zn
Zn (2.46)

from which the Rényi entropies Sn and the von Neumann entropy can be determined,

Sn =
1

1− n ln TrρnA, SvN = lim
n→1

Sn (2.47)

In Eq.(2.46) we have denoted by Z the partition function of the coupled system (with coupling constant g)

defined on a cylinder of length L → ∞ and circumference 1/T → ∞. Zn is the partition function of the

coupled system (with subsystems A and B) on a spacetime manifold obtained by stitching together n copies

of the path integral of the reduced density matrix. In the case at hand this leads to the manifold shown in

Fig.2.3 (for the case n = 2), where the B region are the inside cylinders whereas the A region is obtained

by gluing together the n path integrals along the n cuts. Therefore, Zn is a path integral in which the fields

on the n copies of the region B are periodic with period 1/T . Instead the fields on region A are stitched

together in such a way that they are periodic with period n/T (see Fig. 2.3). The partition function Z
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should not be confused withe the normalization Z of the reduced density matrix.

This procedure requires the introduction of a set of twist fields that connect the Hilbert spaces two at a

time. In the case of spatial cuts there are a finite number of such twist fields. In the case of a conformally

invariant theory the twist fields behave as local operators with non-trivial scaling dimensions and uniquely

determine the singularities of the path-integral.[Calabrese and Cardy, 2004] However in the case in which

two conformal field theories (on regions A and B) are coupled everywhere we are led to the “body” cuts we

described above (and shown in Fig.2.2) which require the introduction of a line of twist fields defined along

these cuts.

The introduction of this line of twist fields complicates the calculation of the replicated partition function,

and we will not pursue this approach here. Another option is to use the approach introduced by Qi,

Katsura and Ludwig[Qi et al., 2012] who made the observation that upon physically splitting regions A and

B suddenly, i.e. upon setting the coupling constant g → 0 after some (real) time t = 0, the reduced density

matrix of subsystem A becomes the density matrix of the (now decoupled) system A. These authors used

this approach to relate the entanglement entropy of a simply connected region of a 2D chiral topological

phase to the behavior of its edge states.

In this section we will formulate instead a scaling argument to generalize the results of Section 2.2. There

we saw that the reduced density matrix of the long-wavelength modes of a chain of a gapped free fermion

system on a ladder is thermal and that the von Neumann entropy of the chain is the thermal entropy of

an isolated chain at a finite effective temperature set by the gap in the fermion spectrum. We also saw

that the resulting expressions for the entanglement entropies (von Neumann and Rényi) depend only on the

Casimir term that gives the form of the finite size correction to the free energy in a conformal field theory.

The structure of the universal Casimir term is determined by conformal invariance and by the conformal

anomaly[Blote et al., 1986, Affleck, 1986] (through the central charge c). We are thus led to conjecture that

this behavior of the entanglement entropies holds for any system of two coupled conformal field theories in

a massive phase with a mass gap M(g) ∼ gν .

The scaling argument is based on the observation that the quantity Fn = −T lnZn is the free energy of

the replicated system and, as such, it is a function of L, T and n (as well as of the coupling constant g). The

scaling behavior is expected to hold since we are dealing with a perturbed conformal field theory which, due

to the effects of the relevant perturbation, is driven into a massive phase. Since the coupled theory now has

a finite mass gap M(g) and a finite correlation length ξ(g), the singular part of lnZ of the coupled system,

whose Hamiltonian is given in Eq.(2.45), should be, as in all theories of critical behavior,[Cardy, 1996] an
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extensive homogeneous function of the form (known in the theory of Critical Phenomena as Widom scaling)

(
lnZ

)
sing

= const. TL ξ−2(g) f(g) (2.48)

where f(g) is a function such that f(0) = 1.

Turning now to the replicated partition function, Zn, we notice that on the A region the stitched cuts

act only at imaginary times τ = p/T (with p = 1, . . . , n) and for all values of x. The partition function

of the replicated system, Zn, differs from the partition function of a single copy by the action of the lines

of twist fields at n equally spaced boundaries in imaginary time. We are interested in the limit in which

both L → ∞ and T → ∞ for fixed and finite n. In this limit Zn should have a bulk contribution which is

asymptotically the same as the bulk contribution of n decoupled copies.

By examining the free energies −T lnZn and −nT lnZ, we notice that in the thermodynamic limit

L→∞ and T → 0, the bulk contributions should cancel exactly each other out and that the only surviving

contributions come from the “defects” (associated with the twist fields). Thus, the piece we are interested in

is a finite size correction in Zn which defines a type of boundary field theory. Furthermore, since for any finite

value of the coupling constant g the theory is in a massive phase, the subtracted quantity (lnZn − n lnZ)

(needed to compute the Rényi entropies) has contributions only from a strip of width ξ = 1/M(g) and

length L. The length scale ξ is the “extrapolation length” invoked in Refs.[[Gambassi and Calabrese, 2011,

Qi et al., 2012]].

Therefore, again in the thermodynamic limit L→∞ and T → 0, we expect to obtain the scaling behavior

lim
T→0,L→∞

(
lnZn − lnZn

)
= LM(g) f̃n(g) (2.49)

where f̃n(g) is another function with the limit f̃n(0) = fn. By demanding consistency with the results from

Section 2.2, we will conjecture that the quantities fn are given by

fn =
πc

6v

(
1

n
− n

)
(2.50)

where c is the central charge of each of the two conformal field theories at g = 0 and v is the velocity of

their long-wavelength modes.

We are then led to conjecture that the von Neumann entanglement entropy of subsystem A of a gapped
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system A ∪B is extensive and has the scaling behavior

SvN =
πc

3v
M(g)L (2.51)

where M(g) ∼ g2−∆, c is the central charge c of the decoupled CFTs which are coupled by a local relevant

operator of scaling dimension ∆, and v is the velocity of the modes. These arguments also imply that the

Rényi entropies Sn should be given by an expression of the form

Sn =
π

6

c

v

(
1

n
+ 1

)
M(g)L (2.52)

2.5 Gapless Coupled Luttinger Liquids

For completeness, in this Section we will consider a situation where the coupling operator O(A,B) is

marginal and therefore will not open a gap in the spectrum. The entanglement entropy thus should be

different from the thermal entropy. As a simple example we consider two Luttinger liquids coupled with

a marginal operator. The Rényi entropy for this model has been calculated before by Furukawa and Kim,

using the replica trick. They showed that the von Neumann entanglement entropy has, in addition to

a term proportional to the length of the subsystem, there is a constant term determined by Luttinger

parameter.[Furukawa and Kim, 2011] Here we will arrive to the same result using a different (and simpler)

method. We will obtain this result directly by computing the reduced density matrix ρA. This can be done

since the Luttinger liquid model is essentially a free scalar (compactified) (Bose) field.

The Hamiltonian density for this model is

H = HA +HB +HAB (2.53)

where HA and HB are the Hamiltonian densities for the two Luttinger liquids

HAB =
v

2

[
Π2

K
+K(∂xφ)2

]
(2.54)

In momentum space the Hamiltonians have the form

HAB =
∑
p6=0

v|p|
(
a†pap +

1

2

)
+

v

2LR2
M2 +

2v

L
R2N2 (2.55)

where φ is a compactified boson with compactification radius r and R = r
√
K = 1/

√
4π, where K is the Lut-
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tinger parameter, and Π is the canonical momentum conjugate to the the field φ. Here M and N take integer

values. (For a summary of the Luttinger model see, e.g., Refs. [Fradkin, 2013] and [Gogolin et al., 1998]).

The coupling term HAB takes the form

HAB = uK∂xφA∂xφB −
u

K
ΠAΠB (2.56)

where u is the coupling constant. In momentum space the inter-chain coupling Hamiltonian is

HAB =
∑
p 6=0

u|p|(a†pb†−p + apb−p)

− u

LR2
MAMB +

4u

L
R2NANB (2.57)

where ap and bp are the boson operators for chain A and chain B, respectively.

The inter-chain coupling term of Eq.(2.56), has scaling dimension 2 and hence it is a marginal operator.

In the case of the Luttinger model it is an exactly marginal operator. Its main effects are to change (continu-

ously) the scaling dimensions of the operators of the physical observables, as well as a finite renormalization

of the velocities of the modes (see, e.g., Refs.[Vishwanath and Carpentier, 2001] and [Emery et al., 2000]).

The coupled Luttinger models are stable provided |u| < v.

Since |u| < v, the ground state of this system is in the sector where the winding modes are absent,

NA = NB = MA = MB = 0. Thus, we only need to solve the following Hamiltonian:

H =
∑
p 6=0

[
v|p|(a†pap + b†pbp) + u|p|(apb−p + a†pb

†
−p)
]

(2.58)

which is a bilinear form in the bosons. Since the number of bosons in the separate chains are not conserved,

the diagonalization of the Hamiltonian then proceeds through the standard Bogoliubov transformation

a†p =f+c
†
p + f−d−p

b†−p =f+d
†
−p + f−cp (2.59)

By diagonalizing the Hamiltonian, we can get the new spectrum for the bosons

E(p) = |p|
√
v2 − u2 (2.60)
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The parameters f± are given by

f2
± =

1

2

(
(1− u2/v2)−1/2 ± 1

)
(2.61)

Since the coupled Luttinger model has been reduced to a free bosonic model, the reduced density matrix

for chain A can be calculated similarly as in free fermionic model. The entanglement Hamiltonian here too

has the form H̃E =
∑
ij H̃ija

†
iaj with

H̃ij =
(

ln[C−1 + 1]
)
ij

(2.62)

where Cij is the correlation matrix. Its matrix elements in momentum space (and in the thermodynamic

limit L→∞) are

Cpp′ = 2πδ(p− p′)f2
− (2.63)

Since f2
− is a constant, the matrix H̃ij is proportional to the identity matrix. Hence the entanglement

Hamiltonian is proportional to the number operator and it is not equal to the Hamiltonian of one of the

subsystems. Consequently the reduced density matrix is no longer thermal.

This difference is also reflected in the different behavior of the von Neumann entanglement entropy SvN

and thermal entropy ST . Let us define the parameter κ,

κ =
K+ −K−
K+ +K−

=
u

v
(2.64)

where

K± = K

(
v ± u
v ∓ u

)1/2

(2.65)

are the Luttinger parameters for the fields φ± = (φA ± φB)/
√

2 that diagonalize the Hamiltonian of the

coupled system, Eq.(2.53). We will now obtain the expressions of the entanglement entropies as functions

of κ.

In the weak coupling limit |u| � v (i.e. κ� 1) and in momentum space, the correlation matrix is

Cpp′ '
κ2

4
2πδ(p− p′) (2.66)

32



It follows that the Rényi entropies Sn are equal to

Sn =
1

1− n ln TrρnA

=
1

1− n

(
L

a
− 1

)
ln

[
(1− e−E)n

1− e−nE
]

≈ 1

1− n

(
L

a
− 1

)(
−nκ

2

4
+
(κ

2

)2n
)

= −γn
L

a
+ γn (2.67)

where E = ln
(
(4/κ2)− 1

)
, a is a short-distance cutoff and

γn =
1

(1− n)

[
n
κ2

4
−
(κ

2

)2n
]

(2.68)

From the above equation, we see that besides a term proportional to the length L of the system, there is also

a constant term related to the Luttinger liquid parameter. When n is large, γn = nκ2

4(1−n) . These results agree

with those of Ref.[Furukawa and Kim, 2011]. Similarly, the von Neumann entanglement entropy equals to

SvN =

(
L

a
− 1

)
κ2

4

[
1− ln

(
κ2

4

)]
= −γ1

L

a
+ γ1 (2.69)

where γ1 = −κ2

4 (1− ln κ2

4 ). We can see that the von Neumann entanglement entropy SvN for this system is

extensive but it is totally different from the thermal entropy ST which is given by Eq.(2.27) (with c = 1).

2.6 Conclusions

In conclusion, in this chapter we obtained the reduced density matrix in some two-leg ladder systems. We

find that when the two chains that are critical and are coupled by some relevant operator which opens a

finite energy gap in the spectrum, the reduced density matrix for one chain takes the same form as the

thermal density matrix with the energy gap playing the role of the effective temperature. This idea is

verified at both the strong coupling limit and the weak coupling limits. We also noted that although the

entanglement Hamiltonian is generally non-local, the reduced density matrix for the long-wavelength modes

of the subsystem is of the Gibbs form with a local effective Hamiltonian with a finite effective temperature.

The fraction of modes which are thermal increases as the strength of the coupling increases. We showed that

the entanglement von Neumann entropy for the long wavelength modes has a universal form which is equal

to the thermodynamic entropy of the decoupled conformal field theory with central charge c. We verified
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the validity of this conjecture by explicit calculations in a ladder fermionic system with a gap. The strong

coupling results are generally valid and also hold in higher dimensional systems
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Chapter 3

Many-body Localization Transition in
Rokhsar-Kivelson-type wave functions

3.1 Introduction

In the previous chapter, we have showed that for a coupled two-leg ladder system, the reduced density

matrix for one leg can take a thermal form. However, this is a special situation and in general, for a

typical ground states of local Hamiltonian, under some constraints, the EE of subsystem satisfies area

law. [Bombelli et al., 1986, Srednicki, 1993, Eisert et al., 2010] An interesting question is whether or not

the reduced density matrix can take a thermal form?

It is proposed that for a generic system, the reduced density matrix for the subsystem of a highly excited

state can take thermal form. This phenomenon is called the eigenstate thermalization hypothesis (ETH)

in the literature and has been verified in numerous numerical calculations and experiments. Therefore, for

an isolated quantum many-body system totally decoupled from the environment, the system can act as its

own heat bath.[Srednicki, 1994, Deutsch, 1991] One way to distinguish systems which reach the thermalized

state from those which don’t is by studying the entanglement entropy of a subsystem. If a subsystem is

in thermal equilibrium, the entanglement and thermal entropies must be the same and thus must satisfy a

volume law, i.e. , the entropy should scale like LdA in d dimensions.

Evidence has recently accumulated for a certain class of interacting systems with quenched disorder

which fail to thermalize. These systems go under the name many-body localization[Basko et al., 2006,

Oganesyan and Huse, 2007, Pal and Huse, 2010] (MBL) and are the interacting analogue of Anderson in-

sulators. [Anderson, 1958] This failure to thermalize has been attributed to an extensive number of lo-

cally conserved charges. [Serbyn et al., 2013, Huse and Oganesyan, 2014, Imbrie, 2014, Ros et al., 2015,

Chandran et al., 2015] For a review of MBL phases, see the recent review of Ref. [Nandkishore and Huse, 2015].

In an Anderson insulator, all single-particle eigenstates are exponentially localized in real space, quantum dif-

fusion is impossible at zero temperature and the system is an insulator on macroscopic scales.[Anderson, 1958]

In such a state thermalization is not possible (without an external heat bath). It has been suggested that

many-body localization results from a similar localization of states in Hilbert space.[Monthus and Garel, 2010,
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Canovi et al., 2011]

The phenomenon of MBL is principally (and theoretically) observed in states deep in the excited state

spectrum of a macroscopic system, and hence have an extensive excitation energy which, following standard

(but somewhat inexact) terminology, we will call ‘finite energy density’ states. As a function of some tuning

parameter (typically disorder), there can be a phase transition from an ergodic (thermalized) phase to

an MBL phase. In contrast to its non-interacting counterpart (the Anderson insulator), an MBL phase

transition can occur at finite temperature.[Basko et al., 2006] We should note that phonons may interfere

with the observation of an MBL phase in solids, but MBL may be physically realized in optical lattice

systems, see e.g. Ref. [Morong and DeMarco, 2015].

In this chapter we consider the problem of the MBL phase transition by constructing an ensemble of

simple ‘model’ many-body wave functions with a simple structure parameterized by a ‘disorder’ strength,

and study the phase transition as a function of this parameter. We will show that, in spite of their simple

structure, these model wave function can represent both thermal states and MBL states. The wave functions

that we consider have a structure similar to the Rokhsar-Kivelson (RK) states[Rokhsar and Kivelson, 1988]

and their generalizations.[Ardonne et al., 2004, Fradkin, 2013] More specifically, we consider states that are

linear superpositions of quantum states labeled by the classical configurations of a system of N Ising spins,

and have the form

|ΨREM 〉 =
∑
{C}

W [C]|C〉, (3.1)

Here the quantum mechanical amplitude W [C] for a configuration C of the Ising spins is given by the Gibbs

weight of a classical spin glass model known as the Random Energy Model, i.e.

W [C] ∝ e−βE[C] (3.2)

where the ‘energy’ E[C] assigned to the configuration C is taken to be a random number drawn from a

Gaussian distribution. By construction, the amplitudes of these states W [C] are positive real numbers. The

associated classical spin glass model in infinite space dimension (since each spin is coupled to all the other

N−1 spins) is known to have a classical thermodynamic phase transition to a spin glass state.[Derrida, 1980]

The parameter β, which in the classical spin glass model is the inverse temperature, but in this work will

be used as a parameter of the wave function. Notice that we have not defined a quantum Hamiltonian for

which the wave function of Eq.(3.1) is an eigenstate and, hence, we have not actually defined an energy for

the quantum system. Thus, the ‘energy’ of the Random Energy Model should not be confused with the

energy of the quantum state.
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The quantum state |ΨREM 〉 has the manifestly positive weights shown in Eq.(3.2). Such a state can

be a natural candidate for a ground state of a Hamiltonian but not for a typical excited state whose

amplitudes are generally non-positive. To mimic a ‘typical’ state deep in the spectrum of a quantum system,

we generalize this construction so that, for a given configuration C, the amplitudes for these new states

are just a random sign multiplied by the amplitude W (C) discussed above (a similar approach has been

used in Ref.[Grover and Fisher, 2014a] and Ref.[Grover and Fisher, 2014b].) We will denote the new wave

functions by |ΨREM+sign[β]〉. Here we will also consider the wave function without random signs denoted

by |ΨREM [β]〉 and compare the physical properties of both types of wave functions.

An advantageous aspect of our approach is that we have more analytical control over this system then

is typical in interacting disorder systems. In addition we are able to perform numerical calculations with

a system size (& 30) which can only be achieved in other numerical MBL studies with the use of matrix-

product states [Khemani et al., 2015, Yu et al., 2015]. These wave functions are also conceptually simple,

making them an ideal setting to further our understanding of MBL.

Laumann, Pal and Scardicchio studied numerically the MBL state in the quantum Random Energy Model

and found that the MBL quantum phase transition is distinct from the quantum phase transition to the spin-

glass phase.[Laumann et al., 2014] Here we will find that in the RK wave functions |ΨREM+sign〉, although

they are not actual eigenstates of the quantum REM model, the MBL and spin-glass transitions are also

separate.

In this work we will be focused on three particular aspects of the problem- the transition to the MBL

phase, the scaling of the entanglement entropy with subsystem size and the transition from being geomet-

rically delocalized to localized in the Hilbert space. To identify the ergodic and MBL phases, we use the

Rényi entanglement entropies Sn (where n is the Rényi index )

Sn =
1

1− n log TrρnA (3.3)

of a subsystem A whose size NA < N/2 is smaller than half of the entire system. In the limit n → 1, Sn

converges to the von Neumann entropy. In an ergodic system, there is a regime where the Rényi entropy

obeys a volume law which changes linearly as a function of NA. Bauer and Nayak have argued that, for

most states in an MBL phase, their entanglement entropy scales at most as an area law of the subsystem

size.[Bauer and Nayak, 2013] We will show below that, in our MBL phase, the Rényi entropy is sub-extensive

as a function of subsystem size and is bounded by a finite constant deep inside the MBL phase (Fig. 4.1).

We take particular note of volume laws at an energy density that corresponds to infinite temperature (ITV)
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which scales as NA log 2. The scaling behavior of the entanglement entropy may depend on the subsystem size

often showing a crossover from ITV to sub-extensive as the subsystem gets larger. An important subtlety of

our model comes from the lack of correlation length in the REM (inherent in a system at infinite dimension).

This makes the relevant parameter to consider in looking for such a crossover not the absolute size NA but

the ratio t ≡ NA/N and our results will be quoted as a function of this parameter.

While entanglement entropy can be used to distinguishing MBL from ergodic phases, geometric local-

ization is a measure of compactness of the wave function in Hilbert space. In an Anderson insulator, the

localization is of the single-particle wave function in real space and can be characterized by the inverse

participation ratio defined as

Yn =

∫
ddx|ψ(x)|2n (3.4)

where |ψ(x)|2 is the probability distribution of single-particle state in real space.[Thouless, 1974] Generically,

Yn takes the scaling form

Yn ∼ N−τ(n) (3.5)

where the exponent τ(n) = Dn(n− 1). For the extensive (delocalized) state, Dn = d, while for the localized

state Dn = 0. For the critical single-particle wave function at the mobility edge, Dn has a non-trivial depen-

dence on n, and it indicates that the critical wave function has a multifractal nature. [Evers and Mirlin, 2008,

Wegner, 1980, de C. Chamon et al., 1996, Castillo et al., 1997, Gruzberg et al., 2011, Kravtsov et al., 2015]

For non-interacting systems, this multifractal behavior [Halsey et al., 1986, Jensen et al., 1987] is also man-

ifest in the Rényi entropy for the single-particle critical wave function.[Jia et al., 2008, Chakravarty, 2010,

Chen et al., 2012]

Here we will present evidence that multifractal behavior also appears in the entanglement near the phase

transition into the MBL phase by looking at the scaling behavior of the Rényi entropies. Loosely speaking

the many-body generalization of this multifractality measures the degree of localization of states in the multi-

dimensional Hilbert space (in a real-space basis) and not just those of a single particle orbital. Multifractal

behavior of weight of a state in a Hilbert space has been studied recently by several authors.[Luitz et al., 2014,

Torres-Herrera and Santos, 2015] In these studies multifractality is used to characterize the geometry of a

state in Hilbert space, i.e. its degree of localization in the Hilbert space. In those works, the Shannon-Rényi

entropies used to quantify the multifractal behavior of the many-body states is a measure of the statistical

properties of the wave functions as probability distributions and are unrelated to the concept of quantum

entanglement. Multifractality has also been discussed in connection with the fidelity of the ground state

wave functions in systems at the infinite-disorder fixed point.[Vasseur and Moore, 2015] So far as we know,
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multifractal behavior of quantum entanglement in wave functions close to the MBL transition has not been

discussed previously in the literature. This is one of the main questions that we address in our work.

3.1.1 Short summary of this chapter

In this chapter, we consider the MBL transition, the value of S(NA, N) ≡ 〈S(NA, N)〉 and the geometric

localization of the wave function |ΨREM+sign[β]〉. We show that the wave-function geometrically localizes

in Hilbert space at β = 1.18. We also find three regimes of entanglement scaling for S2(NA;N =∞): a

thermalized regime (at infinite temperature) where the entanglement entropies for a partition show volume

law scaling as a function of the subsystem size NA; a regime bounded by constant entanglement entropy; and

a regime which is sub-extensive but not constant. The transition from sub-extensive to constant happens at,

or before, the geometric localization transition. Notice that the presence of extensive scaling for any NA > 0

implies that the finite size scaling of S2(N ;NA) as a function of N at a fixed NA is also extensive. Because

S2(ρA) is hard to compute exactly, we analytically calculate lower and upper bounds for it. In addition, we

identify the MBL transition (with respect to the second R ényi entropy) via a numerical scaling collapse with

〈S2〉 and 〈δS2〉 [Kjall et al., 2014, Vosk et al., 2014] (see Section 3.4.1). We find that the the MBL transition

is different from the geometric localization transition and therefore the wave-function is still geometrically

delocalized in Hilbert space at the MBL transition [Luca and Scardicchio, 2013, Luitz et al., 2015] . While

the entanglement entropy S2(NA, N =∞) scales sub-extensively with NA at the MBL transition, the transi-

tion to sub-extensive scaling doesn’t correspond to the MBL transition. In addition, the numerical evidence

suggests that the MBL transition (for S2, at NA/N = 1/2) happens at a β where S2(N ;NA/N = 1/2) as a

function of N still scales extensively. While these statements hold for S2, we also consider Sn, finding that

the MBL transition as well as the analytic bounds for sub-ITV scaling happen for different n at different

β. The former of these appears to scale linearly in (n − 1)/n. In addition, the scaling exponents identified

from scaling collapse are different for different n. This is an indication of multifractal behavior. We further

study the entanglement spectrum in this regime and observe an entanglement gap between the lower con-

tinuous band and the other higher eigenvalues and show that this feature explains transitions which differ

for different n. In Fig.4.1 a and b, we give a succinct and broad summary of the phase diagram (including

the phase diagram of the classical REM for comparison).

We also explain the importance of the random sign structure. This effect we compare the behavior of the

second Rényi entropies 〈S2(ρA)〉 for |ΨREM+sign〉 with |ΨREM 〉 without random sign. The difference, ∆S2,

is found to decrease monotonically as a function of disorder strength. In the low disorder regimes, 〈S2(ρA)〉

for |ΨREM 〉 is a constant and thus their difference ∆S2 takes the maximal value. At the values of t ≤ 1/3,
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the difference disappears before entering into the MBL phase.

(a) REM model
Non-Gaussian fluctuation

0 0.589 1.18

(b) REM wavefunction with random sign:
geometrical delocalized

sub-extensive

localized

0 (i) (iii) (ii) (iv) 

ȕ

ȕ* ȕc 1.18 ȕ

T=� volume

MBL phase

Figure 3.1: (Color online). (a) Phase diagram for the classical REM model as a function of β. The spin glass
phase transition occurs at β =

√
2 log 2. The shaded region between

√
log 2/2 and

√
2 log 2 has non-Gaussian

fluctuation. (b) Schematic phase diagram for the REM wave function in terms of the entanglement entropy
showing different scaling behaviors in four different regimes as a function of β. In the regime (i) 〈Sn〉 is
equal to NA log 2 for all NA. In the intermediate regime (ii), 〈S2〉 is sub-extensive but does not saturate to
a constant. Regime (iii) is the MBL phase. In this regime, the wavefunction is not localized in the Hilbert
space. (iv) is also the MBL phase with the wavefunction localized in Hilbert space.

The rest of this chapter is organized as follows. In Section 3.2, we explain the construction of a Rokhsar-

Kivelson-type wave function which assigns to the amplitude of a quantum many-body state the Gibbs weight

of a classical spin glass model (the Random Energy Model) and introduce a random sign structure into it

to access represent typical excited states with a finite excitation energy density. In Section 3.3.1 we briefly

review the classical random energy model (REM) and interpret the classical spin glass phase transition in

it. In the Section 3.3.2 we construct a REM wave function with a random sign structure to mimic a highly

excited state for a Hamiltonian with disorder. We will analytically compute the Rényi entropy to show

that there is a thermalized regime and a many-body localized phase. In Section 3.4 we calculate the Rényi

entropy numerically and find the location of MBL phase transition by finite size scaling. In the Section

3.4.4 we study the Rényi entropy for the REM wave function without random sign and demonstrate the

importance of the sign structure. In the Section 3.5 we summarize our results and conclude that there is a

MBL phase transition in the REM wave function with random sign structure.
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3.2 Rokhsar-Kivelson Model wave functions

In the physics of strongly correlated systems there are many examples in which the properties of a new state

of matter can be represented by simple ‘model’ wave functions. The best known examples of such model

wave functions include the BCS wave function for the ground state of a superconductor and the Laughlin

wave function for the fractional quantum Hall fluid.

3.2.1 RK-type wave functions

In this chapter we will give a description of the MBL states using a particularly simple class of model wave

functions with a structure similar to the one proposed by Rokhsar and Kivelson (RK) to capture the physics

of the ground states of strongly frustrated quantum antiferromagnets.[Rokhsar and Kivelson, 1988] In the

RK construction the quantum mechanical amplitude of a many-body state is given by a local function of

the degrees of freedom, as expressed in the orthonormal basis set {|C〉} where C is the ‘configuration space’.

In the RK problem the configuration space is the set of dimer coverings of a 2D lattice. While in the RK

case the dimers are a qualitative representation of spin singlets on each bond of the lattice, a picture of this

type has been generalized to many other systems, including Kitaev’s Toric Code state,[Kitaev, 2003] which

represents the topological (or deconfined) phase of a Z2 gauge theory.

Since the weights of the RK wave functions are local and positive, they can also be regarded as the Gibbs

weights of a related problem in classical statistical mechanics with the same degrees of freedom on the same

lattice. Thus if the basis of orthonormal states is the set {|C〉}, i.e. such that 〈C|C′〉 = δC,C′ , the generalized

normalized RK states are

|Ψ〉 =
1√
Z
∑
{C}

e−
β
2E[C]|C〉 (3.6)

where

Z =
∑
{C}

e−βE[C] (3.7)

Here E[C] and Z are, respectively, the energy for the classical configuration C and the partition function for

the associated classical problem, and β plays the role of the inverse temperature.
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Entanglement entropy for the RK-wave function with classical local Hamiltonian

For the RK state with a classical local Hamiltonian, after partitioning the system into two parts A and B,

it can be approximately written in this way,

|Ψ0〉 =
∑

Γ

λΓ|ΨA(Γ)〉|ΨB(Γ)〉 (3.8)

where ΨA(Γ) and ΨB(Γ) are the RK wave functions defined in region A and region B with the same boundary

configuration Γ

|ΨA(Γ)〉 =
∑
A

e−
β
2HA(Γ)√
ZA(Γ)

|cA(Γ)〉

|ΨB(Γ)〉 =
∑
B

e−
β
2HB(Γ)√
ZB(Γ)

|cB(Γ)〉 (3.9)

When Γ 6= Γ′, they satisfy 〈ΨA(Γ)|ΨA(Γ′)〉 = 0 and 〈ΨB(Γ)|ΨB(Γ′)〉 = 0. The summation in Eq.(3.8) is the

sum over all possible boundary configurations along the cut and λΓ =
√
ZA(Γ)

√
ZB(Γ)/

√
Z.

Thus Eq. (3.8) is the Schmidt decomposition of the wave function, the reduced density matrix in regime

A is

ρA =
∑

Γ

λ2
Γ|ΨA(Γ)〉〈ΨA(Γ)| (3.10)

Since the dimension of ρA only depends on the dimension of the Hilbert space along the boundary, the

entanglement entropy should satisfy the area law.

The original RK wave function is an equal-amplitude superposition of all dimer coverings in 2D. This

wave function can be associated with the partition function for the classical dimer model and is also the

ground state of the quantum dimer model at critical point [Rokhsar and Kivelson, 1988, Ardonne et al., 2004,

Fradkin, 2013] (for 2D bipartite lattices) and a Z2 topological state[Moessner and Sondhi, 2001] (for non-

bipartite lattices). States of these type are exact ground states of a special type of quantum Hamiltoni-

ans that are the sum of projection operators and are closely related to classical dynamics.[Henley, 2004,

Castelnovo et al., 2004]

The generalized RK wave function |ΨREM 〉 inherits many properties from the classical model. For

instance, the equal time correlation function of the wave function is the same as the correlation function of

the classical model, and the quantum critical point in the wave function corresponds to the classical phase

transition at temperature 1/βc.
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3.2.2 Random sign wave function

We want to consider our family of wave functions as representing finite energy density states with the possi-

bility of supporting both ergodic and MBL phases. As we noted above, there exists Hamiltonians constructed

by projection operators for which the RK wave functions of the form of Eq.(3.6) are the exact ground states.

However, we should note that its amplitudes are all strictly positive. If the classical Hamiltonian used to

generate the RK state only has local interactions, we can show this state must have an area law. This

follows from the fact that one can write a Schmidt decomposition of the state where the number of terms

is bounded by the number of classical interactions which are broken (See Appendix A for detail). The en-

tanglement properties of these type of states have been discussed in great detail in the case of the quantum

dimer model,[Furukawa and Misguich, 2007, Castelnovo and Chamon, 2007, Stéphan et al., 2009] of the as-

sociated quantum Lifshitz model,[Fradkin and Moore, 2006, Hsu et al., 2009, Hsu and Fradkin, 2010] and of

the Toric Code state.[Hamma et al., 2005b, Levin and Wen, 2006]

To have the potential for ergodic states, then, we must either use a non-local classical Hamiltonian or in-

troduce directly a more rich sign structure into the wave function as done in Refs. [Grover and Fisher, 2014a,

Grover and Fisher, 2014b]. While the classical Hamiltonian we are using for the REM model is non-local,

it nonetheless supports an area law at low disorder; in fact, at β = 0, the entanglement entropy is zero over

any cut. Therefore, we introduce a random sign structure in the wave function giving

|ΨREM+sign〉 =
1√
Z
∑
{C}

sC e
− β2E[C]|C〉, (3.11)

where sC is a quenched random sign associated to each configuration C. The average ratio between the number

of positive and negative signs is one. A similar construction was discussed in Ref. [Khemani et al., 2014],

where they showed that the random sign structure can lead to a thermalized phase. In this chapter, we will

study the MBL phase transition in a RK-wave function with random sign.

3.3 Many body localization phase transition

In this section we will show that the RK wave function with random signs has an ergodic (thermalized)

regime and an MBL phase. We begin with a summary of the properties of the classical Random Energy

Model whose Boltzmann weights will enter into the structure our wave function.
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3.3.1 The Random Energy Model

The random energy model (REM) is a simple classical model which has a phase transition to a spin glass

phase.[Derrida, 1980] This effectively infinite dimensional model has 2N configurations and is the infinite

range coupling limit of the Sherrington-Kirkpatrick spin glass model.[Sherrington and Kirkpatrick, 1975]

In the REM model, the energy for each configuration is no longer given by the complicated spin glass

Hamiltonian, but rather simply an independent random variable. This random variable has the Gaussian

distribution

P (E) = (2Nπ)−1/2e−
E2

2N . (3.12)

The number of configurations in the energy interval [Nε,N(ε+ δ)], in expectation, is

〈N (ε, (ε+ δ))〉 =

∫ ε+δ

ε

dxeNs(x) (3.13)

where

s(x) = log 2− x2

2
, with x =

E

N
(3.14)

In the thermodynamic limit, N →∞, this expectation value takes the asymptotic form

lim
N→∞

〈N (ε, (ε+ δ))〉 = exp{N maxx∈[ε,ε+δ]s(x)} (3.15)

Notice that s(x) > 0 only in the interval x ∈ [−ε∗, ε∗], where ε∗ =
√

2 log 2. This means that for ε ∈ [−ε∗, ε∗],

〈N (ε)〉 is exponentially large, and the fluctuations are very small. For ε outside the interval [−ε∗, ε∗], N (ε)

is exponentially small.

The partition function for this model is simply given by

Z =

2N∑
i=1

e−βEi =

∫
dE N (E) e−βE =

∫
dx eNφ(x). (3.16)

where φ(x) equals to

φ(x) = log 2− x2

2
− βx, (3.17)

Similar to the calculation for 〈N (ε)〉, we can also use the saddle point approximation to calculate the

partition function to obtain

Z = exp{N max[φ(x)]} (3.18)

which is the exact result in the thermodynamic limit, N →∞. By computing φmax = max[φ(x)], it is easy
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to show that the free energy density equals to

f(β) = − logZ
βN

= −φmax

β

=


−β2 −

log 2
β β < βsg

−(2 log 2)1/2 β ≥ βsg
(3.19)

At βsg =
√

2 log 2, there is a discontinuity in the second derivative of the free energy density, showing that

there is a phase transition at this point, the spin glass transition. This phase transition can be further

studied by computing the inverse participation ratio (IPR), [Derrida, 1981, Mezard and Montanari, 2009]

Yn(β) ≡
2N∑
i

pni =

∑2N

i e−nβEi

(
∑2N

i e−βEi)n
. (3.20)

This quantity measures how many configurations effectively contribute to the partition function and mea-

surable quantities. The expectation value for Y2 equals to [Mezard and Montanari, 2009]

〈Y2(β)〉 =


0 β < βsg

1− βsg
β β ≥ βsg

(3.21)

At low temperatures, β > βsg, the participation ratio takes a finite value. This means that the system is

completely frozen to O(1) number of configurations and is in a non-ergodic phase. At high temperature,

β < βsg, all configurations will contribute to the thermodynamic properties of the system. For instance, in

the high temperature limit β → 0, the Boltzmann’s measure becomes uniform and the second participation

ratio becomes Y2(β → 0) = 2−N . When N → ∞, Y2 → 0. In general, when β < βsg, Yn scales with the

system size

Yn ∼ D−τ(n), with D = 2N (3.22)

From the results on logZ(β), we can compute the exponent τ(n) (for n > 1)

τ(n) =


(n− 1)(1− γn), 0 ≤ γ < 1

n2

n(1−√γ)2, 1
n2 < γ < 1

0, γ > 1

(3.23)

where γ = β2

2 log 2 . We will use τ(n) to give a upper bound for the Rényi entropy of the wave function
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|ΨREM+sign〉 later.

Although the REM model is a simple toy model, it has a spin glass phase transition, i.e., it undergoes a

localization transition. It also shows a rich structure in the fluctuation of the free energy. According to the

results of Ref. [Bovier et al., 2002], for the ergodic phase, which occurs for β < βsg, there are two regimes

with different fluctuation behavior of the free energy. When β <
√

log 2/2, the fluctuations of the free energy

are Gaussian, and satisfy the central limit theorem. When βsg > β >
√

log 2/2, there are non-Gaussian

fluctuations of the free energy driven by the Poisson process of the extreme values of the random energies.

This regime does not satisfy the central limit theorem. The resulting phase diagram of classical REM model

is shown in Fig.4.1 (a).

3.3.2 Random sign REM wave function

We can now construct a quantum state following the procedure of Eq.(3.11),

|ΨREM 〉 =
1√
Z
∑
{C}

e−
β
2E[C]|C〉 (3.24)

whose amplitudes are the Boltzmann weights of the classical REM. By further introducing the random sign

structure, the wave function takes the form

|ΨREM+sign〉 =
1√
Z
∑
{C}

sCe
− β2E[C]|C〉 (3.25)

Here both sC and E[C] are random variables and are independent of each other. The random sign sC takes

the values ±1 with equal probability over the entire Hilbert space of 2N spin configurations.

Before we do any calculations, we can first estimate the scaling behavior of the Rényi entropy for this

quantum state in the extreme limits. In this wave function, β is a tuning parameter and has the physical

meaning of the disorder strength. The random sign structure is used to represent a highly excited quantum

state. When there is no disorder, i.e., β = 0, the amplitude for every configuration is the same. At this

point, the Rényi entropy for the subsystem A with different Rényi index is equal to the thermal entropy

at infinite temperature. Thus this wave function is thermalized, and the entanglement entropies obey a

volume law.[Grover and Fisher, 2014a] As β increases, the disorder becomes stronger and the entanglement

entropy becomes smaller. The wave function is eventually localized to a small fraction of the configurations

as β > βsg. As we already showed in the previous section, since the number of these configurations is only

O(1), in this regime the Rényi entropy is bounded by a finite constant.
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Nomenclature and thermodynamic limit for scaling

The entanglement entropy 〈Sn〉 at fixed β depends on both the subsystem size NA as well as the total system

size N and there can be separate functional forms for the scaling of 〈Sn〉 with respect to either of these

parameters. While in many physical systems, these scalings coincide, this is not the case in our model and

so it is important to be clear about the distinction. Unless otherwise specified, our discussion will always

focus on scaling with NA at fixed system size N .

For the thermodynamic limit considered in this work, we let both NA and N go to infinity but their ratio

t = NA/N to be a finite value. The changes in entanglement scaling we identify then happen at particular

values of t for 0 ≤ t ≤ 1/2 for different values of β. The MBL phase in our terminology is identified with

scaling collapse.

Analytic Bounds

We now analytically compute bounds to the Rényi entropy. Notice that for a disordered system, we need to

take a quenched ensemble average of the Rényi entropy,

〈Sn(ρA)〉 =
1

1− n 〈log TrρnA〉 (3.26)

In this quenched average the disorder is frozen and does not evolve with time. We mainly focus here on the

second Rényi entropy, but the results are easily extended to the other Rényi entropies.

We begin by noting that the quenched average in Eq.(3.26) is redundant if, in the thermodynamic

limit, the system is self-averaging.[Buffet, 1993] However, this will not always be the case. For brevity, we

sometimes will denote 〈Sn(ρA)〉 ≡ 〈Sn〉.

Let us define a bipartition our system of N spins into two subsets (or regions), A and B. The reduced

density matrix for region A is

ρAa,a′ =
1

Z

(∑
b

sa,bsa′,be
− β2 (Ea,b+Ea′,b)

)
|Ca〉 ⊗ 〈Ca′ |

=
ρ̃Aa,a′

Z (3.27)

where ρ̃Aa,a′ is the unnormalized reduced density matrix.

For the above reduced density matrix, 〈Sn(ρA)〉 equals to

〈Sn(ρA)〉 =
1

1− n (〈log Trρ̃nA〉 − n〈logZ(β)〉) (3.28)
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The second term 〈logZ(β)〉 can be calculated by the saddle point approximation and the result is already

shown in Eq.(3.19). However, the first term 〈log Trρ̃nA〉 is hard to obtain analytically. Instead of calculating

it directly, we compute a lower bound and upper bound for it.

Lower Bound : Consider the annealed average

Sn(〈ρ̃A〉) =
1

1− n (log〈Trρ̃nA〉 − n〈logZ(β)〉) (3.29)

which is much easier to compute. By using Jensen’s inequality,[Reed and Simon, 1981] when n > 1, it is

straightforward to see that the annealed average of the Rényi entropy Sn(〈ρ̃A〉) provides a lower bound for

the quenched average 〈Sn(ρA)〉, i.e.

〈Sn(ρA)〉 ≥ Sn(〈ρ̃A〉) (3.30)

To obtain the annealed average S2(〈ρ̃A〉), we need to calculate 〈Trρ̃2
A〉. By means of simple manipulations

we find

〈Trρ̃2
A〉 =

∑
a,a′

〈(ρ̃Aa,a′)2〉

=
∑
a

〈
(
ρ̃Aa,a

)2〉+
∑
a6=a′
〈
(
ρ̃Aa,a′

)2〉
=
∑
a

〈
(∑

b

e−βEa,b
)2

〉

+
∑
a 6=a′
〈
(∑

b

sa,bsa′,be
− β2 (Ea,b+Ea′,b)

)2

〉

=2Ne2Nβ2

+ (2NB − 1)2NeNβ
2

+ (2NA − 1)2NeNβ
2

(3.31)

where the last step is derived by using that for a Gaussian distribution 〈e−αE〉 = eα
2N/2.

In the thermodynamic limit, when NA < N , the annealed average of the second Rényi entropy becomes

S2(〈ρ̃A〉) =


NA log 2, β ≤ β1

N(log 2− β2), β > β1

(3.32)

where β1 =
√

(1− t) log 2 and t is the ratio NA/N . The result is plotted in Fig.3.2 (a), where the black

dashed curve is the lower bound for 〈S2〉/ST at t = 1/3. ST = NA log 2 is the thermal entropy for subsystem

NA at infinite temperature. Notice that when β ≤ β1, since the lower bound S2(〈ρ̃A〉) = ST , 〈S2(ρA)〉 must

be equal to NA log 2. When β >
√

log 2, S2(〈ρ̃A〉) < 0, this lower bound is replaced by zero and is not useful
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anymore.

Upper Bound : It is easy to see that Trρ2
A can be bounded from below by the second participation ratio

of the classical REM. Indeed,

Trρ2
A >

∑
a(
∑
b e
−βEa,b)2

Z(β)2
>
Z(2β)

Z(β)2
= Y2(β) (3.33)

Thus, an upper bound for the quenched average 〈S2(ρA)〉 is given by

〈S2(ρA)〉 < τ2(β)N log 2 (3.34)

where τ2(β) is defined in Eq.(3.23). This upper bound puts a constraint on 〈S2(ρA)〉, showing that when

β > βub(n = 2) = (1−
√
t

2
)
√

2 log 2 (3.35)

then

〈S2(ρA)〉 < NA log 2 (3.36)

which is the thermal entropy at infinite temperature. The red solid curve in Fig.3.2 (a) is the upper bound

for 〈S2〉/ST at t = 1/3.

Using a similar approach, we can prove that when n is an even number, TrρnA ≥ Yn(β), and the quenched

averaged nth Rényi entropy satisfies

〈Sn(ρA)〉 < τn(β)N log 2

n− 1
(3.37)

This upper bound indicates that when

β > βub(n) = (1−
√
n− 1

n
t)
√

2 log 2 (3.38)

we obtain the bound

〈Sn(ρA)〉 < NA log 2 (3.39)

which, again, is the thermal entropy at the infinite temperature. The result for the upper bound is shown in

Fig.3.2 (b). Notice that when β ≤ βub(n =∞), the different curves in Fig.3.2 (b) are overlapping with each

other. When βub(n =∞) < β < βsg, the upper bounds for 〈Sn〉 show different scaling behavior. Combining
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Figure 3.2: (Color online) (a) The lower and upper bound for 〈S2〉. The black dashed curve is for the lower
bound and the red solid curve is for the upper bound. The system size N = 300 and the ratio t = 1/3. (b)
The upper bound for 〈Sn〉. The setup is the same as (a).

the upper and lower bounds for different n leads to a regime where the n = 2 Rényi entropy satisfies a

volume law and behaves like a thermal entropy at infinite temperature, but for n > 2 is strictly below this

bound.

Implications from the bounds : From the above results, we find an upper and lower bound for the

Rényi entropy. Here we consider 〈S2〉 in detail, which thus has the following behaviors


〈S2〉 = S2(〈ρ̃A〉) = NA log 2, β ≤ β1

N(log 2− β2) < 〈S2〉 < NA log 2, β2 < β < βsg

〈S2〉 < − log(1− βsg/β), β > βsg

(3.40)
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Figure 3.3: (Color online) A summary of our knowledge of the phase diagram of ΨREM+sign, based on 〈Sn〉.
The dotted black line indicates a bound to the left of which 〈S2〉 analytically follows the T = ∞ volume
law (ITV). The dotted red line indicates a bound to the right of which 〈S2〉 analytically is strictly below
the T =∞ volume law. βsg indicates analytically the transition to a localized Hilbert space for any NA/N
and a guaranteed constant for all 〈Sn〉. The solid purple dots indicate the numerically computed transition
points for 〈S2〉 (the purple line is a fit for the eye). In comparison, the blue dashed line indicates a bound
to the right of which 〈S∞〉 analytically is strictly less then ITV, and suggests multifractality.

where β2 = βub(n = 2) = (1−
√
t/2)
√

2 log 2.

For 〈S2〉, there is a regime where 〈S2〉 satisfies the volume law and equals the thermal entropy at T =∞.

When β > βsg, 〈S2〉 is bounded by a finite constant. A phase transition into the MBL phase is expected to

be between β1 ≤ β ≤ βsg . To find the location of the MBL phase transition, we will use scaling collapse in

Section 3.4.

3.3.3 Localization properties of the wave function

We end this Section with a discussion of the statistical properties of the states |ΨREM 〉 and |ΨREM+sign〉.

Given these states, we can define the amplitudes, i.e. their overlap with an eigenstate of the spins |C〉. For

each state, the square of the amplitude defines a probability distribution for the configuration C to occur in

the state (and hence the random sign does not affect the probability distribution). The resulting probability

distribution is thus the same for both states, and it is given by the probability of the configuration C in the

classical REM,

P [C] = |〈C|ΨREM 〉|2 =
1

Z e
−βE[C] (3.41)
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Given this probability distribution, we can compute its Shannon-Rényi entropies, which one can immediately

see, c.f. Eq.(3.20), to be the same as the IPR of the classical REM. Hence, the localization of wave function

in the Hilbert space can be characterized by the IPR defined in the configuration space. For REM wave

function,

Yn =
∑
{C}
|〈Ψ|C〉|2n =

∑2N

i=1 e
−nβEi(∑2N

i=1 e
−βEi

)n (3.42)

This is the same as the IPR for the classical REM model defined in Eq.(3.20). Since τ(n), defined in Eq.(3.22),

is the multifractal spectrum, given explicitly in Eq.(3.23), in the regime 0 < β < βsg, the wave function itself

has multifractal behavior. The multifractality of the wave function indicates the pre-freezing behavior before

entering into the MBL phase. Similar phenomenon was also observed in Refs.[Luca and Scardicchio, 2013,

Luitz et al., 2015], where they found that at the MBL phase transition point, the whole wave function is

still delocalized in the configuration space.

We can now use the results of the inverse participation ratios of the classical REM summarized in section

3.3.1 to draw conclusions on the degree of localization in the 2N -dimensional Hilbert space of the |ΨREM 〉

and |ΨREM+sign〉 wave functions. From the results of Section 3.3.1 we find that for β > βsg =
√

2 log 2 all the

inverse participation ratios are finite as N →∞ and, hence, that the Shannon-Rényi entropies for the wave

functions are finite (and are not extensive). Thus, in this regime these wave functions are (exponentially)

localized. On the other hand, for β < βsg, the IPRs of the REM vanish exponentially fast as N → ∞,

and so do the Shannon-Rényi entropies of the wave functions. In this regime the wave functions are not

localized. In this regime the multifractal nature of these wave functions is manifest in the size dependence

of their Shannon-Rényi entropies. We should emphasize that, beyond setting the bounds that we have

discussed earlier in this section, the knowledge the behavior of the Shannon-Rényi entropies alone yields no

information on the scaling of quantum entanglement, which is our main interest.

3.4 Numerical results on MBL phase transition

In the previous section, we were able to analytically establish the existence of a regime in which the quenched

averaged second Rényi entropy 〈S2〉 is strictly less than ITV scaling, and happens strictly before the local-

ization transition. Nothing prevents this regime from being one in which 〈S2(NA)〉 still scales linearly but

at finite T ; in addition, it doesn’t separate the MBL transition from the localization transition. To estab-

lish this, we numerically identify the transition point via scaling collapse. We explicitly construct different

disorder samples from the random sign REM wave function and calculate the quenched average 〈Sn〉 with

at least 1000 disorder realizations. First, we focus on the n = 2 case, and then discuss the other values of
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n. As a sanity check, we verify that our numerical results are consistent with the analytical results above at

large and small β.

The following is a summary of our numerical results.

At small β : Analytically we anticipate ITV for n = 2. In Fig. 3.4, we concretely consider β = 0.3 at

N = 30 with 2000 disorder realizations. We see that it corresponds to the expected 〈S2〉 = NA log 2.

As NA log 2 is the maximal entanglement entropy for any given realization, for a T = ∞ volume law to

hold, essentially all but a measure zero fraction of configurations must have this entropy. From the inset

of Fig.3.7b, one can see that the standard deviation of 〈S2〉 at β = 0.3 is zero showing this is indeed the

case. Similar behavior can be observed for 〈Sn〉 with other Rényi indices, where 〈Sn〉 = NA log 2 and 〈δSn〉

is close to zero as β ≤ β∗.

At large β > βsg : We find analytically that 〈Sn〉 with n ≥ 2 is bounded by a finite constant and,

hence, in this range the state is in the MBL phase. Note that a constant for small n gives a bound for the

entanglement entropy for all larger m as Sn > Sm if m > n. In Fig.3.4 the numerical results for β = 1.5 are

presented, and show that when NA increases, 〈Sn〉 saturates to some constant value. Notice also from the

inset of Fig.3.7b, that as we move deeper into the localized phase, the standard deviation is monotonically

decreasing.

The change from ITV to constant in the entanglement entropy can be seen in Fig.3.5, which shows

d〈S2〉/dNA as a function of β. As system sizes increases, the slope quickly approaches log 2 for β < 0.5, and

approaches 0 for β > 1.2. The slopes for all 5 values of N start to drop around β = 0.6, which is less than

the β2 = (1 −
√

1/6)
√

2 log 2 ≈ 0.6967 in Eq.(3.40) for subsystem ratio t = 1/3 and is consistent with the

analytical result.

3.4.1 Finite-size scaling

To locate the MBL phase transition, we use both 〈S2〉 and its standard deviation, δS2.[Kjall et al., 2014,

Vosk et al., 2014] For instance, in the bottom inset of Fig. 3.7, it is shown that when β > 0.5, δS2/ST

will increase rapidly and reach the maximum value at some β. Fig. 3.7 (bottom) shows that the standard

deviation at intermediate values of β is actually a non-trivial fraction of the maximum thermodynamic

entropy. In fact, because of the breakdown in the REM of the Central Limit Theorem, the fluctuation of the

Rényi entropy is non-Gaussian. This is seen, for example, in the distribution of S2/ST at β = 0.72 shown

in Fig.3.6, which is peaked around 1 and has a long tail. This long tail has power law scaling behavior

shown in the inset of Fig.3.6, with a power-law exponent between -3 and -2, which implies a well-defined
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Figure 3.4: (Color online) The numerical results for 〈Sn〉 with n from 1 to ∞ at different values of β. The
total system size is N = 30. Each point in the plot is averaged over 2000 disorder realizations. At β = 0.3,
Sn shows ITV behavior for all n. At β = 0.66, 1.1, 〈Sn〉 deviates from the ITV with increasing β, but the
speed at which it moves away depends on its Rényi index. At β = 1.5, 〈Sn〉 is a constant for all n.

average but an infinite variance in the thermodynamic limit (which is consistent with the peak scaling as ST ).

This may be related to the quantum Griffiths phase found in Ref. [Vosk et al., 2014, Agarwal et al., 2015,

Potter et al., 2015].

While we can use the peak of δS2 and the transition of 〈S2〉 from maximal to zero to locate the phase

transition, these quantities scale with system size. We therefore use finite-size scaling to find the MBL phase

transition. In the regime of interest, we perform a scaling collapse of the data for the two ratios 〈S2〉/ST
and δS2/ST separately, using scaling functions of the form

N bΦ((β − βc)Na) (3.43)

and determine the form of the scaling functions Φ(x) numerically. The exponent b is expected to be very

close to 0 for 〈S2〉/ST . When doing the scaling analysis, we find that the quality of the 〈S2〉/ST collapse is

better than that of the δS2/ST . Error analysis is only performed on the scaling parameters obtained from
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〈S2〉/ST , although generally the δS2/ST collapse yields similar values for βc.

Notice that this scaling form assumes the existence of only one transition in spite of the fact that we

have analytical bounds that show the presence of ITV, constant, and sub-ITV scaling; numerically the latter

appears to be neither constant nor linear with subsystem size.

Fig. 3.7 shows the scaling collapsed for 〈S2〉 at t = 1/3. In previous work on MBL phase transition,

ν ≡ a−1 in Eq.(3.43), is the critical exponent for the localization length and is expected to satisfy Harris

inequality ν ≥ 2/d, where d is the spatial dimension. However REM model is a highly non-local model and

d here is equal to infinity, which suggests that there is no bound for ν. To make sure the scaling parameters

obtained are truly associated with this transition, one can use them to scale the 〈Sn〉/ST data following

Ref. [Luitz et al., 2015]. For each β, we plot 〈Sn〉 vs N as shown in the inset of Fig. 3.10 , from which

one can see that the scaled curves bifurcate smoothly into the two branches depending on β. Furthermore,

Fig. 3.10 indicate that the system experiences a phase transition rather than a crossover, because of the

clear separation of the two branches at large N .

We have also done scaling collapse for 〈S2〉 with other subsystem ratios. At t = 1/2, we get βc = 0.693;

and at t = 1/5, we get βc = 0.965. These results are shown as purple dots on Fig. 3.3. All our collapsing

results are summarized in Table 3.1.

Based on the above numerical results, we conclude that the MBL transition (both of 〈S2〉 and all the

other 〈Sn〉 (see Sec.3.4.3 and Appendix C) happen separately from the localization transition at βsg. The

MBL phase transition is at βc and is smaller than βsg. Between βc and βsg, although it is in the MBL phase,

the whole wave function is still delocalized in the Hilbert space. Only when β > βsg, the wave function
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Figure 3.6: (Color online) The distribution of S2/ST at β = 0.72. The total number of samples is 2000. The
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indicates a power law distribution. The number of bins in the log-log scale is 20 for S2/ST from 0 to 1.
However, as many of the bins have 0 sample, some points are not included the log-log plot.

becomes localized in the Hilbert space and is already deep in the MBL phase.

3.4.2 Intermediate regime

According to the scaling collapse in Fig. 3.7, the MBL phase transition for 〈S2〉 happens at around 0.8 at

t = 1/3. From Eq.(3.35), we also know that when β > 0.697, 〈S2〉 < NA log 2. This implies that there is

an intermediate regime between ITV and MBL phase (regime (ii) in Fig.4.1 (b)). In this regime, 〈S2〉 is

sub-extensive and the slope

0 < s(NA) =
1

log 2

d〈S2〉
dNA

< 1. (3.44)

This regime is not a cross-over but sharply defined with non-analyticities in the curve s(t) signaling its

beginning. While a combination of our analytical bounds and numerical results can bound the location of

this transition, we are not able to numerically pinpoint its location. It is interesting to note, though, that all
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t n a b βc
1/3 1 0.811 0.007 0.970
1/3 1.5 0.897 0.0093 0.8680
1/3 2 0.906 ?0.0006 0.8072

〈Sn〉
ST

1/3 3 0.902 0.0095 0.755

1/3 20 0.8389 ?0.025 0.6657
1/3 ∞ 0.817 ?0.039 0.651
1/2 2 0.90 ?0.070 0.693
1/5 2 0.766 0.010 0.965

1/3 1 0.893 0.321 0.983
1/3 1.5 0.902 0.396 0.861
1/3 2 0.923 0.400 0.798

δSn
ST

1/3 3 0.908 0.399 0.753

1/3 20 0.835 0.383 0.655
1/3 ∞ 0.824 0.397 0.643
1/2 2 0.909 0.090 0.678
1/5 2 0.856 0.147 0.963

Table 3.1: Collected scaling collapse data

the curves in Fig. 3.5 seem to cross at a single point; for t = 1/3, this point is approximately β = 0.72 which

is surprisingly close to the β2 bound. While we can’t say anything definitive about the value of the s(NA)

in the intermediate regime, Fig. 3.5 shows only two plateaus suggesting that the s(NA) in this intermediate

regime is not constant. Instead we conjecture that the slope changes continuously as a function of NA in this

regime in a nonlinear way. This means that this regime is non-thermal and doesn’t correspond to a thermal

density matrix at any temperature. It is not clear whether to call this regime a separate phase, particularly

as the data collapse on 〈S2〉/ST and δS2/ST only identify a single transition.

3.4.3 Multifractality of the Rényi entanglement entropies

While we have identified transitions in 〈S2〉, we can also consider 〈Sn〉 for n 6= 2. The analytical bounds

(Fig.3.2) show that there is a regime where S2 is still ITV where S∞ scales at a rate less then ITV. We

can also use scaling collapse to identify the MBL phase transition in 〈Sn〉; for example, see Fig. 3.8. More

scaling collapse graphs with different n and subsystem ratio t can be found in Appendix C. We summarize the

NA/N = 1/3 results for various n in Fig.3.9, from which one can clearly see the transition depends on n. We

attribute this as a sign of multifractal behavior similar to the multifractal behavior found in the critical wave

function of the Anderson localization phase transition point. [Wegner, 1980] In the Anderson localization

problem it is known that multifractality is a feature of the wave function for the mobility edge.[Wegner, 1980]

It is not known if this is also the case in MBL or if there is a multifractal phase. From our data we cannot

at present make a definitive determination. It is interesting to note that βc(n) is linearly proportional to
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(n − 1)/n. The phase transition point βc for von Neumann entropy is 0.97 and we identify this as the true

MBL transition.

We can understand the different scaling behavior of 〈Sn〉 by considering the entanglement spectrum.

Fig.3.12 is the distribution of eigenvalue λ of ρA for a randomly chosen disorder configuration at different

β. When β = 0.3, λ forms a continuous band around 0.001 which is approximately equal to 1/2NA . While

for β = 0.66, 1.1 and 1.5, there is an obvious gap between the lower continuous band and the other higher

eigenvalues. The entanglement gap increases as β increases.

This inspires us to write down a simplified two-level model for entanglement spectrum which includes a

flat band and a single λmax. If we assume that 〈Sn〉 is approximately equal to its upper bound in Eq.(3.37),

by using Sn=∞ = − log λmax, we have

λmax = 2
−(1− β√

2 log 2
)2N

(3.45)

All the other λ1 ≈ 1/2NA and there is a gap between λ1 and λmax. This toy model exhibits the multifractal

behavior described above with a transition to constant entanglement slope that scales with n > 2. The

transition in this simplified model is direct from ITV to constant; to capture our intermediate regime, the

single λmax can be replaced by a finite number λi with each of them are separated by a finite gap. Also the

lower flat band can be replaced a continuous band with more complicated band structure. These additional

ingredients are required to have an intermediate regime with sub ITV as well as accurately finding the

constant n = 1 von Neumann entropy.

3.4.4 The random sign structure in the wave function

We have introduced a random sign structure to convert our ground state wave function into one at finite

energy density. While for any strictly positive wave function, the introduction of random signs can only

increase the entanglement entropy, it is interesting to ask what effect, if any, the random sign has here.

This requires computing the Rényi entropy 〈Sn(ρ′A)〉 for the REM wave function without the random sign

|ΨREM 〉. Different from |ΨREM+sign〉, the Rényi entropy for |ΨREM 〉 is not a monotonic function with β

and has more complicated scaling behavior. In fact |ΨREM 〉 has zero entanglement entropy at both β = 0

and β →∞. It is interesting to note that while 〈S2(ρA)〉 and 〈S2(ρ′A)〉 have long tails and infinite variance

in the thermodynamic limit at intermediate β, their difference ∆S2 = 〈S2(ρA)〉 − 〈S2(ρ′A)〉 appears to have

finite variance (as shown in Fig. 3.13).

Since the quenched average 〈S2(ρ′A)〉 is hard to access analytically, we can compute a lower bound via
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Eq.(3.29) using Jensen’s inequality. [Reed and Simon, 1981]

Lower bound for 〈S2(ρ′A)〉

For the REM wave function without random sign, the quenched average 〈S2(ρ′A)〉 is hard to access analyti-

cally, instead we calculate the annealed average S2(〈ρ′A〉) defined in Eq.(3.29), which gives the lower bound

for 〈S′2〉. To obtain S2(〈ρ′A〉), we need to know 〈Tr(ρ̃′A)2〉 first, where ρ̃′A is the unnormalized reduced density

matrix.

〈Tr(ρ̃′A)2〉 =2Ne2Nβ2

+ (2NB − 1)2NeNβ
2

+(2NA − 1)2NeNβ
2

+ (2NA − 1)(2NB − 1)2Ne
Nβ2

2 (3.46)

This gives S2〈(ρ′A)〉 in the thermodynamic limit. When 0 < t ≤ 1/3, there are three regimes,

S2(〈ρ′A〉) =



β2N
2 , β ≤ √2t log 2

NA log 2,
√

2t log 2 < β ≤
√

(1− t) log 2

N(log 2− β2), β >
√

(1− t) log 2

(3.47)

When 1/3 < t < 1/2, there are two regimes

S2(〈ρ′A〉) =


β2N

2 , β ≤
√

2 log 2/3

N(log 2− β2), β >
√

2 log 2/3

(3.48)

From the above calculation, we find that if t < 1/3, there is a region
√

2t log 2 ≤ β ≤
√

(1− t) log 2

where |ΨREM 〉 has ITV entanglement. As this is the maximal allowed value, it then directly follows that

there is no difference between 〈S′2〉 and 〈S2〉 due to the introduction of signs.

Moreover, we conjecture that ∆S2 decreases monotonically as a function of β. This is consistent with

the numerical results shown in Fig.3.14. Following from this conjecture, we would have that ∆S2 = 0 for all

β ≥ √2t log 2 and t < 1/3. This is because, for all t < 1/3 both models show ITV between β =
√

2t log 2 and√
(1− t) log 2 and hence ∆S2 = 0. The regions B, C, D in Fig. 3.15 denote where |ΨREM 〉 and |ΨREM+sign〉

have the same 〈S2〉.

Having identified regimes where the introduction of random signs doesn’t affect the entanglement entropy,

we also identify regimes where the entanglement entropy can be shown to be different. When β = 0, |ΨREM 〉

is a constant (actually a product state) whereas |ΨREM+sign〉 is a volume law. We can argue that this extends
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to larger β. Defining X = Trρ̃2
A and Y = Tr(ρ̃′A)2, where ρ̃A is the unnormalized reduced density matrix,

we have

〈log
X

Y
〉 ≤ log〈X

Y
〉 ≤ log

〈X〉
〈Y 〉 (3.49)

where the second inequality, while not true in general, appears to be numerical validated in our case. In the

thermodynamic limit, log 〈X〉〈Y 〉 can be directly computed (see Eq.(3.31) and Eq.(3.46)). We find that when

t < 1/3 and β ≤ √2t log 2, log 〈X〉〈Y 〉 = 0. In this region, 〈S2〉 for |ΨREM+sign〉 continues growing as volume

while |ΨREM 〉 stays constant, indicating that the random sign structure can thermalize the wave function

and is responsible for the volume law scaling behavior. Fig. 3.16 is the numerical result for 〈S′n〉 at β = 0.4.

We can see that when n ≥ 2, they all saturate to a constant. This region is highlighted in blue on Fig. 3.15

and marks a region where the models differ maximally.

Finally, we note that ∆Sn can be numerically computed. Fig.3.14 is ∆Sn for N = 30 and NA = 10. We

find that for all n, ∆Sn = 0 when β > 0.8. This result, while only for N = 30 and so not absent finite-size

effects happens to be at the location of the 〈S2〉 MBL phase transition.

3.5 Conclusions

In this chapter, we have studied the many-body localization phase transition in a class of many-body wave

functions. We focused our analysis in a class of wave functions, |ΨREM 〉, whose amplitudes are the Boltzmann

weights of a classical spin glass model in infinite dimension, the Random Energy Model. In order to mimic

the structure of wave functions of highly excited states with a finite excitation energy density we considered

another class of states, |ΨREM+signs〉, whose amplitudes are obtained by multiplying the amplitudes of

|ΨREM 〉 by a random sign for each configuration. We studied the MBL problem in the |ΨREM+signs〉 wave

function, for different regime of the parameter β, by using both analytical and numerical approaches.

We showed that there is a direct phase transition into the MBL phase. Here we assume that the MBL

phase is characterized that the entanglement entropies, as a function of the size of the observed region NA,

scale to a constant value, a feature that we observed explicitly for large enough values of β. The location of

the phase transition point is identified by scaling collapse of Rényi entropy and its standard deviation. In the

thermalized regime, there is a regime where the Rényi entropies with different Rényi index all equal to the

thermal entropy ST at T =∞. When β > βc, the system enters into the MBL phase where the entanglement

entropy is sub-extensive. The MBL phase transition point βc is smaller than βsg and this suggests that the

MBL phase transition and the classical spin glass phase transition are different. Upon entering the MBL

phase, the random sign structure is not important any more and 〈∆Sn〉 between |ΨREM+sign〉 and |ΨREM 〉
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is zero. For β > βsg, the wave function is deep inside the MBL phase and only O(1) number of the

configurations in the REM wave function contributes significantly to the statistical average. The Rényi

entropy in this regime will reduce to a finite constant. We find that close to the phase transition point βc,

the fluctuation of Rényi entropy is strong in the finite size system. In this regime, Rényi entropies with

different Rényi index show different scaling behavior and are similar to the multifractal behavior observed

at the Anderson localization phase transition point. Moreover, 〈Sn〉 has a phase transition at different

βc. Finally we note that we have refrained ourselves from performing the same extensive studies for the

wave function without random signs, |ΨREM 〉. While we have evidence that this wave function too has a

thermalized regime, since it has only strictly positive amplitudes we do not expect it to provide an useful

description of the MBL problem. Nevertheless it may be useful to investigate its properties in a separate

publication.
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Figure 3.7: (Color online). a) Scaling collapse of 〈S2〉/ST at t = 1/3, where ST = NA log 2. It can be noticed
that b is very close to 0. b) Scaling collapse of δS2/ST . The left insets show the original curves. Two scaling
collapses give very close βc values. Error analysis is only performed on the scaling collapse of 〈S2〉/ST .

62



 0
 0.2
 0.4
 0.6
 0.8

 1

 0  0.5  1  1.5  2

<
S

∞
>

/S
T

β
 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

−20 −15 −10 −5  0  5  10  15  20

y
N

=
(<

S
∞

>
/S

T
)N

b

xN=(β−βc)N
a

βc = 0.651 ± 0.004

a = 0.817 ± 0.004

b = −0.039 ± 0.005

N=30

N=27

N=24

N=21

N=18

 0

 0.05

 0.1

 0.15

 0.2

 0  0.5  1  1.5  2

δS
∞

/S
T

β
 0

 0.1

 0.2

 0.3

 0.4

 0.5

-15 -10 -5  0  5  10  15  20  25

y
N

=
(δ

S
∞

/S
T
)N

b

xN=(β-βc)N
a

βc = 0.643

a = 0.824

b = 0.397

N=30

N=27

N=24

N=21

N=18
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Chapter 4

Scaling of entanglement in
2 + 1-dimensional scale-invariant field
theories

4.1 Introduction

The von Neumann entanglement entropy (EE) has proven to be a useful tool to diagnose and characterize

strongly coupled field theories and condensed matter systems such as the topologically ordered phases and

quantum critical systems. In this chapter, we study the universal scaling behavior of the entanglement

entropy of scale-invariant field theories in 2 + 1 dimensions. We specially consider two fermionic scale-

invariant models, free massless Dirac fermions and a model of fermions with quadratic band touching, and

study the two-cylinder entanglement entropy of the models on the torus numerically and analytically.

The von Neumann EE SvN in a massive phase is well understood and it has been shown to satisfy an area

law, SvN = α
(
`
ε

)d−1
, where d is the dimension of space, ` is the linear size of the region A being observed, and

α is a non-universal (cutoff-dependent) constant.[Bombelli et al., 1986, Srednicki, 1993, Wolf et al., 2008]

The EE of massless and in generally scale-invariant field theories in spatial dimensions d > 1 is also expected

to obey the area law since it reflects the short-range entanglement generally present in the ground-state wave

functions of these local field theories. This expectation is confirmed by the general result derived from the

AdS/CFT correspondence in relativistic scale-invariant theories,[Ryu and Takayanagi, 2006b] in calculations

in free-field theories,[Casini and Huerta, 2009] and in many models in condensed matter physics in one and

two spatial dimensions.[Amico et al., 2008, Eisert et al., 2010, Fradkin, 2013]

Much less is known about the scaling of EE in scale-invariant systems in d > 1. Dimensional analysis

and locality of the field theory suggest that that for scale-invariant systems in d = 2 space dimensions with

an entangling region with a smooth boundary, the EE again has the same form, SvN = α
(
`
a

)
− γ, where

the leading correction to the area law (perimeter in this case) is a finite term γ. The finite term is expected

to be scale-invariant which, in general may be a universal function of the aspect ratios of the entangling

region.[Fradkin and Moore, 2006, Casini and Huerta, 2007]

This finite term has been computed explicitly in several cases but its general properties are not under-

stood. In the case of the quantum Lifshitz model (QLM) it was computed by several authors.[Hsu et al., 2009,
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Hsu and Fradkin, 2010, Stéphan et al., 2009, Stéphan et al., 2011, Stéphan et al., 2012] The QLM is a scalar

field theory in d = 2 spatial dimensions with dynamical exponent z = 2 (and hence not Lorentz invari-

ant) which is the effective field theory of generalized quantum dimer models at their quantum critical

points.[Ardonne et al., 2004, Fradkin et al., 2004] Among all these works, of particular interest to us is a

result of Ref.[Stéphan et al., 2013a] who gave a full expression of the finite universal subleading term of the

EE of the QLM for cylindrical entangling sections of a torus in the form of a scaling function of the aspect

ratios of the cylinder.

There has been great progress in understanding of scaling of the von Neumann EEs for entangling regions

with the shape of a disk in 2 + 1-dimensional relativistic conformal field theories.[Casini and Huerta, 2007,

Casini and Huerta, 2010] The result has the same form as the EEs found in the QLM. In this context, in the

literature the constant term is called F (see, e.g. Ref.[Klebanov et al., 2011]). Casini et al.[Casini et al., 2011]

have provided a proof in arbitrary dimensions of the holographic entanglement entropy ansatz of Ryu and

Takayanagi[Ryu and Takayanagi, 2006b] for the case of spherical entangling regions. In 2 + 1 dimensions

this result shows that the finite part of the entanglement entropy of a disk with a smooth boundary is

universal at a CFT. Additionally it was shown in [Casini and Huerta, 2012] that, when appropriately de-

fined, this finite part of the EE decreases under relevant perturbations of the CFT (and hence obeys a

“c-theorem”.) Earlier results have given explicit values of F for a disk for a free massless scalar field in

2 + 1 dimensions.[Casini and Huerta, 2010, Dowker, 2010] In the case of the CFT of an interacting scalar

field at its non-trivial Wilson-Fisher (IR) fixed point, it is known for the case of a spatial split cylin-

der but only within the 1/N and 4 − d = ε-expansions,[Metlitski et al., 2009] and the extrapolation to

2 + 1 dimensions is presently not understood. On the other hand, logarithmic contributions to the EE are

found when the entangling region has cusp-like conical singularities,[Casini and Huerta, 2007] are also found

in the z = 2 quantum Lifshitz model,[Fradkin and Moore, 2006, Zaletel et al., 2011, Kallin et al., 2014,

Stoudenmire et al., 2014] and at the quantum critical point of the (z = 1) two-dimensional transverse

field Ising model,[Inglis and Melko, 2013] as well as in broken symmetry states with Goldstone bosons.

[Metlitski and Grover, 2011, Ju et al., 2012]

Quantum Monte Carlo simulations have been used recently to compute the Rényi entropy S2 for sev-

eral model wave functions of interest in condensed matter physics. [Hastings et al., 2010] Stéphan and

coworkers investigated the scaling of S2 in cylindrical sections of a torus for the case of resonating-valence-

bond (RVB) wave functions and for the wave functions of quantum dimer models on the square lattice.

[Stéphan et al., 2013a] They also derived an explicit expression for the subleading term in the context of

the QLM (which is believed to describe the continuum limit of these critical states), which is a universal
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scaling function of the aspect ratios of the cylinder. As expected, in the case of the quantum dimer model

on the square lattice, the finite subleading term (for cylinders with aspect ratio 1) extracted from their

Monte Carlo results is clearly well fit by the universal scaling function deduced from the QLM. In a sepa-

rate study,[Inglis and Melko, 2013] this group also investigated the scaling of the Rényi entropy S2 at the

quantum critical point of the two-dimensional Ising model in a transverse field. This system, which is in the

same universality class as the classical three-dimensional Ising model, is Lorentz-Invariant at the quantum

critical point, where it is described by an interacting one-component relativistic real scalar field theory at its

Wilson-Fisher (IR) fixed point. Remarkably, these authors find that the numerically obtained Rényi entropy

S2 is also well fitted (within a precision of a fraction of 1%) by the same scaling function derived from the

QLM. This is quite unexpected since the QLM has dynamical exponent z = 2 and a global U(1) symmetry

whereas the quantum Ising model has a Z2 global symmetry and dynamical scaling exponent z = 1 at the

criticality. This apparent agreement is quite puzzling since these different universality classes are described

by fixed points with very different scaling behaviors.

In this chapter we re-examine the problem of the scaling of entanglement in two spatial dimensions

using two different approaches. Firstly we consider a class of theories with relativistic critical points (CFTs)

that have the property that they are dual to a gravitational like theory in one higher dimensions, via the

holographic duality. In this case the Ryu-Takayanagi ansatz can be used to derive an explicit expression

for the von Neumann EE for cylindrical sections of the torus by mapping the problem to a minimal surface

computation in the anti-de Sitter (AdS) geometry (more precisely, we consider the AdS soliton geometry

in order to have the torus topology on the boundary). Our result has a leading area law term and a finite

sub-leading term which is a function of the aspect ratio of the cylindrical region that is being observed.

We argue that in the “thin slice” limit, the pre-factor of the finite term is analogous to a central charge

and is intrinsic to the 2 + 1-dimensional CFT, giving a rough measure of the number of degrees of freedom

in the theory. We will then use this “central charge” to rescale the finite sub-leading term, thus allowing

comparison of the functional dependence of the sub-leading term across different theories.

Next we examined two simple free fermion field theories in 2 + 1 dimensions where the different pro-

posals for the scaling of entanglement can be tested directly. The first model is a theory of free Dirac

fermions. In this case we used a lattice regularization in the form of spinless fermions on a square lattice

with flux π per plaquette, which is a discretization of the Dirac fermion known as the Kogut-Susskind

fermion.[Kogut and Susskind, 1975] In two spatial dimensions, the low-energy limit of this model is equiva-

lent to the two species (or “valleys”) of massless Dirac fermions with opposite parity,[Fisher and Fradkin, 1985]

analogous to the case of graphene.[Semenoff, 1984] All local perturbations of this system are irrelevant op-
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erators and this is an infrared stable fixed point of the renormalization group. However, on a cylinder of

finite radius this system behaves asymptotically as a system of free Dirac fermions in 1 + 1 dimensions

which is a CFT. The second free fermion model we considered is a system of fermions with two bands

with a symmetry-protected quadratic band touching (QBT).[Sun et al., 2009] In the low-energy limit, this

system is equivalent to a theory of massless Dirac spinors with a quadratic dispersion and hence has the

dynamical exponent z = 2. In contrast to the massless Dirac fermion, this massless “Lifshitz-Dirac” fermion

is an infrared unstable fixed point of the renormalization group and, in fact, all four-fermion operators are

marginally relevant perturbations. Contrary to the case of free Dirac fermions, the QBT model on a cylinder

of finite radius is not a 1 + 1-dimensional CFT and has instead ultra-local correlations. Therefore the two

fixed point theories have quite different dynamical properties. Since they are free-field theories, the EE can

be computed explicitly with great accuracy[Peschel, 2003] where the different proposals can be tested.

The QBT model is also interesting in that it has a finite density of states (DOS) at low energies (while in

the relativistic Dirac fermion case the DOS scales linearly with the energy). In this sense, the QBT model is

reminiscent of the problem of fermions at finite density which has a finite DOS at the Fermi surface. In this

case, it is known [Wolf, 2006, Gioev and Klich, 2006, Swingle, 2010, Ding et al., 2012] that the von Neumann

EE has a logarithmic violation of the area law of the form SE = α( lAε )d−1 log lA
ε , where the prefactor α has

been argued to be essentially universal provided the scale ε is determined by the size of the Fermi surface

(see, however, the numerical results of Ref.[[McMinis and Tubman, 2013]]). This result may suggest that

the finite DOS of a Fermi liquid at the Fermi surface may be the origin of the logarithmic violation of the

area law, and that systems with a finite DOS at asymptotically low energies may also obey a similar scaling

law. We will see, however, here that this is not the case.

Keeping the differences in mind, we studied the two-cylinder EEs of both fermionic models by computing

the EEs of the cylinder explicitly (albeit numerically). In spite of the differences in physics, we find that

the EEs of the models satisfy the area law and, in particular in the case of the QBT, we do not find any

logarithmic violation of entanglement scaling from the area law. We further study the scaling behavior of

the subleading term in the EEs. In the case of massless Dirac fermions we find that although the expression

derived from the QLM fits well with surprising accuracy, the holographic entropy result for the cylinder

appears to be essentially exact. In the case of the QBT the finite subleading term in the EE is accurately

fitted by the expression derived from the QLM.

The rest of this chapter is organized as following. In the section II, we introduce and explain the three

possible scaling functions which will be tested in two free fermion models, namely a free Dirac fermion model

and a QBT model. In the section III, we will explain, based on the asymptotic behaviors of equal-time two-
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point correlators, why the EE of the QBT cannot have any logarithmic violation of the area law. In the

section IV, we numerically calculate the EE of the two fermion models and test the three scaling functions

proposed in the section II. In the section V, we summarize our results and conclude that there is a universal

scaling function of the subleading term of the EEs for the critical systems.

4.2 Entanglement Entropy Scaling Functions

In this chapter we will discuss three possible EE scaling functions for scale-invariant systems in d = 2 space

dimensions. We will restrict ourselves to the EE of two cylinders A and B obtained from a partition of

a torus. The scaling functions enter as scale-invariant finite corrections of the leading, area law, term of

the von Neumann and Rényi entropies. They are: a) a quasi-1D scaling function, b) the quantum Lifshitz

model scaling function, and c) a holographic scaling function (which we derive here using the AdS/CFT

correspondence).

Different geometries of bipartition may give rise to different subleading terms with different structure.

For instance, both numerical and analytical calculations on 2 + 1-dimensional critical models show that

there is a subleading term correction if the boundary of the subregion A is not smooth.[Stéphan et al., 2011,

Kallin et al., 2014] The corner will give rise to the logarithmic term in the EE with the coefficient proportional

to the low-energy degrees of freedom. [Inglis and Melko, 2013, Kallin et al., 2014, Stoudenmire et al., 2014]

Even for the smooth boundary, the curvature on the subregion A may also lead to the logarithmic correction.

[Fradkin and Moore, 2006] In this chapter, to avoid both the corner and the curvature corrections, we con-

sider the torus geometry and bipartition the torus into two cylinders with a smooth boundary and calculate

the two-cylinder entropy as shown in Fig. 4.1.

L

B A B Ly

A

Lx
B

A

Figure 4.1: The torus is divided into two cylinders A and B with size LA × Ly and (Lx − LA)× Ly.
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4.2.1 Quasi-1D Entanglement Scaling Function

This scaling function was introduced heuristically by Ju and coworkers.[Ju et al., 2012] It assumes that in

the thin torus limit, Ly � Lx (see Fig.4.1), the effectively quasi-one-dimensional system should approximate

a 1+1-dimensional CFT. The posited form of the von Neumann EE is[Ju et al., 2012] (up to a non-universal

additive constant)

SvN = αLy + β log sin(πu) (4.1)

where u = LA/Lx. Here α is a non-universal coefficient and β is universal.

4.2.2 Quantum Lifshitz Entanglement Scaling Function

This scaling function was derived from the QLM by Stephan and coworkers,[Stéphan et al., 2013a] who

tested it in the quantum dimer model (on the square lattice) and in the two-dimensional Ising model in a

transverse field.[Inglis and Melko, 2013] For a torus with aspect ratio Ly/Lx, the von Neumann EE is

SvN = αLy + βJ(u) (4.2)

where J(u) is given by[Stéphan et al., 2013a]

J(u) = log

(
λ

2

η(τ)2

θ3(λτ)θ3(τ/λ)

θ3(λuτ)θ3(λ(1− u)τ)

η(2uτ)η(2(1− u)τ)

)
(4.3)

where θ3(z) is the Jacobi theta-function, η(z) is the Dedekind eta-function, τ = iLx/Ly is the modulus of

the torus, and λ is a parameter. For the case of the quantum dimer model at its Rokhsar-Kivelson quantum

critical point the parameter is λ = 2. In this chapter we will test this scaling function in two free fermion

models in 2 + 1-dimensions and use λ as a fitting parameter. As we will see this scaling function works

surprisingly well even in relativistic systems.

4.2.3 Holographic Relativistic Entanglement Entropy

To get a handle on the surprising universality of the scaling function J(u) we now turn to another set of

quantum systems whose EE can be efficiently calculated, i.e., strongly-interacting relativistic (with dynam-

ical exponent z = 1) quantum field theories which are described by a weakly-coupled dual gravity theory.

There is a large class of such examples and we will concentrate on a subset which can be effectively described

by (rather, truncated to) AdS gravity in 3 + 1 dimensions. Since J(u) is defined on a torus geometry, we

must pick the appropriate solution to Einstein’s equations with torus boundary topology (in the spatial
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directions). This is the AdS soliton metric.[E.Witten, 1998, Horowitz and Myers, 1998] There are actually

two possible metrics that we can use, depending on which torus direction (x or y) we allow to contract in

the bulk - picking the smallest direction describes the ground state of the system.

The EE is sensitive to which cycle of the torus contracts because the cut is always along the y-direction.

We will study both cases in detail. In the case where Ly < Lx and the y-cycle contracts one finds that the EE

saturates for large enough LA (but still smaller compared to Lx) - this can be understood by taking the thin

torus limit Ly � Lx where it is clear that the saturation indicates the effective low energy 1 + 1-dimensional

theory is gapped. The reason for this can be traced to the anti-periodic boundary conditions for fermions

around the torus cycles, which is forced upon us just by the fact that we allow such gravitational solutions

with contracting spatial cycles [E.Witten, 1998]. Periodic boundary conditions could also be studied, however

this presumably would involve more stringy ingredients (for example the application of T-duality to the

contracting cycle) and the calculation of EE in such situations is not developed.

We will eventually compare the strongly interacting holographic model to the free Dirac model with

periodic boundary conditions at Lx = Ly and so not surprisingly the geometry where the y-cycle contracts

does not do a good job due to this saturation. However it turns out that the phase where the x-cycle contracts,

which is not continuously connected to the phase showing the aforementioned gap, has an incredibly similar

form to the Dirac answer. We consider this case taking Ly ≥ L+
x and return to the other case later.

AdS soliton geometry with Ly ≥ Lx

According to the Ryu-Takayanagi conjecture,[Ryu and Takayanagi, 2006b] the EE takes the very simple

form:

S =
A

4GN
(4.4)

where A is the Area of the minimal surface ending on the boundary where the QFT lives at ∂A and falling

into the bulk AdS-soliton geometry. There is by now have ample evidence for this formula and so we will

take it as a given.[Lewkowycz and Maldacena, 2013]

The AdS soliton metric is given by:

ds2 =
1

z2

(
dz2

f
+ fdx2 + dy2 − dt2

)
(4.5)

where f = 1 − (z/zh)3. This geometry looks like a cigar in the (x, z) directions, where the tip is at z = zh

and x is the angular direction. To avoid the conical singularity at the tip, we need to impose the constraint:

x ∼ x+ 4π
3 zh. Since x has the periodicity x ∼ x+ Lx, we require zh = 3

4πLx.
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The minimal surface for the subregion A can be calculated by assuming an ansatz which is translationally

invariant in the y direction and has profile: x(z).

A =

∫ √
Gdzdy =

∫
dzdy

[
1

f
+ f(x′)2

]1/2
1

z2

= 2Ly

∫ z?

ε

dz

[
1

f
+ f(x′)2

]1/2
1

z2

= 2Ly

∫ z?

ε

L(x, x′, z) (4.6)

where x′ = dx/dz and G is the induced metric on the co-dimension 2 surface (t = 0, x = x(z)).

The minimal area profile can be found using standard Lagrangian mechanics: δL/δx = 0 from which the

equation of motion is E = ∂L
∂x′ = x′f

[
1/f + f(x′)2

]−1/2
/z2. This leads to

(x′)2 =
1

f2

E2

f/z4 − E2
(4.7)

We have defined the point z = z? such that x′ =∞ which will be the largest z obtained by the surface. z?

satisfies f?/z
4
? = E2, where f? = 1− (z?/zh)3.

Integrating the above differential equation we can solve for z? in terms of LA:

LA
2

=

∫ 0

−LA/2
dx =

∫ z?

0

E

f

(
1

f/z4 − E2

)1/2

dz

= z?

∫ 1

0

dζ
1

f

[
1

( ff? )( 1
ζ )4 − 1

]1/2

=
Lx
2
u(χ) (4.8)

where ζ = z/z? and χ is related to the turning radius z? of the minimal surface χ = (z?/zh)3. The final

form of u is:

u(χ) =
3χ1/3(1− χ)1/2

2π

∫ 1

0

dζζ2√
(1− χζ3)

1√
P (χ, ζ)

(4.9)

where P (χ, ζ) = 1− χζ3 − (1− χ)ζ4.

By solving the above equation, we can obtain u = LA/Lx for different values of χ.

79



The area of the minimal surface equals to

A = 2Ly

∫ z?

ε

dz
1

z4

(
1

f/z4 − E2

)1/2

=
2Ly
z?

∫ 1

ε/z?

dζ
1

(f?)1/2ζ4

[
1

( ff? ) 1
ζ4 − 1

]1/2

=
2Ly
ε

+
8πLy
3Lx

j(χ) (4.10)

where we have separated out the linearly divergent term, regulated by a cutoff close to boundary at z = ε.

The first term in A is the divergent area law and the second term is the finite subleading correction which

can be calculated numerically using a parametric description for LA and j in terms of 0 < χ < 1. The final

form of j is:

j(χ) = χ−1/3

(∫ 1

0

dζ

ζ2

(
1√

P (χ, ζ)
− 1

)
− 1

)
(4.11)

When u is small, z? << zh and in this case, the metric is the same as the metric for the usual AdS space

and the subleading term j(χ) takes a simple scaling form 1/u,

j(u) = −4π

(
Γ( 3

4 )

Γ( 1
4 )

)2
1

u
≈ −1.4355

1

u
(4.12)

This limit was first calculated in Ref. [Ryu and Takayanagi, 2006b].

In order to compare with the Dirac model we should normalize the coefficients in front of 1/u to be

the same in the two cases. This requires some explanation - we are working in the classical gravity limit

where GN → 0, so for the results we quoted to hold the coefficient in front of 1/u will be very large. This

is certainly not the case for the Dirac model. In order to effectively compare these results we should then

take a large number of copies of the Dirac model, with no interactions amongst each copy. The EE for the

Dirac model then scales accordingly and in this way we can have a large 1/u coefficient to compare to the

holographic model.

For comparison to the QBT model, a better holographic dual model will have a different metric (related

to the z = 2 Lifshitz space-times introduced in [Kachru et al., 2008]). It is not hard to see that when u is

small, it should have the same scaling behavior as the Dirac model. We leave comparison of the subheading

terms in the z = 2 case to future work.

80



AdS soliton geometry with Ly ≤ Lx

Similar expressions may be derived for the case where Ly < Lx. In this case the situation is complicated

by the existence of a disconnected minimal surface that fills in the contractible Ly cycle of the AdS-soliton.

This causes a saturation in the EE which we interpret as a gap for the lower dimensional system after a low

energy reduction along the y direction. This saturation is related to the phase transition in holographic EE

studied in Ref. [Nishioka and Takayanagi, 2007]. The appropriate scaling form is:

A− 2Ly
ε

=
8π

3
j̃

(
Lx
Ly
u

)
, 0 < u <

Ly
Lx

p (4.13)

= −8π

3
,

Ly
Lx

p < u < 1− pLy
Lx

(4.14)

=
8π

3
j̃

(
Lx
Ly

(1− u)

)
, 1− pLy

Lx
< u < 1 (4.15)

where p ≈ 0.19 is a fixed number determined by where the saturation of EE occurs (the middle equation

above). The function j̃ is defined parametrically:

j̃(χ) = χ−1/3

(∫ 1

0

dζ

ζ2

(√
1− χζ3√
P (χ, ζ)

− 1

)
− 1

)
(4.16)

Lx
Ly
u =

3

2π
χ1/3(1− χ)1/2

∫ 1

0

dζζ2√
1− χζ3

1√
P (χ, ζ)

(4.17)

For completeness we plot the full set of scaling forms of j(χ) and j̃(χ) for different values of Lx/Ly in

Fig. 4.2.

We also plot the complete scaling forms of J(u) with different aspect ratio Lx/Ly in Fig. 4.3. The J(u)

is defined in Eq. (4.12). [Stéphan et al., 2013b] As shown in Fig. 4.3, the J(u) function has similar scaling

behavior as the j(u) and j̃(u) function. In the thin torus limit, J(u) also shows the saturation behavior

around u = 0.5.

4.3 Area law for QBT model

The fermionic QBT model in 2 + 1-dimensions is a free fermionic spinor model with a quadratic energy

dispersion. The Hamiltonian of the model has a similar structure as the Dirac fermion,

H =

∫
d2k

(2π)2
Ψ†(k)

k2
x − k2

y −2ikxky

2ikxky −k2
x + k2

y

Ψ(k), (4.18)
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Figure 4.2: The subleading term for the minimal surface for various values of Lx/Ly. The solid curves are

for j(u) when Lx ≤ Ly and the dashed curves are for j̃(u) when Lx > Ly. See text for details.

with Ψ(k) =

(
ψ1(k) ψ2(k)

)T

. The energy spectrum for this model is E(k) = ±(k2
x + k2

y). Different from

a Dirac model, any local four-fermion term is marginally relevant,[Sun et al., 2009] which means that even

an infinitesimally weak interaction leads to an instability of the free QBT point to the spontaneous breaking

of either time-reversal invariance or the point group symmetry of the lattice. The QBT model, in this sense

is a critical point [Sun et al., 2009]. In contrast, the Dirac model in 2 + 1 dimensions is a stable fixed point

since all local interactions are irrelevant at low energies. For the QBT model, at the band touching point

k = (0,0), there is a finite DOS. Since the origin of the violation of area law for the EE in a Fermi liquid is

Fermi surface (which has a finite DOS), one might speculate that the QBT model may be a “Fermi liquid”

of sorts with the Fermi surface replaced by a Fermi point and that it would also break the area law. To see

if there is any violation of the area law in the EE of the QBT model, we first study the two-point equal-time

correlation function for the fermionic QBT model. For the free fermion system, the entanglement entropy

can be obtained by calculating the two-point correlation function, and hence the correlation function in the

long distance limit can give information about the EE at the thermodynamic limit.
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The Lagrangian density for the QBT model is

L = Ψ̄
[
iγ0∂0 − i(∂2

1 − ∂2
2)γ1 + 2i∂1∂2γ2

]
Ψ. (4.19)

where γ0 = σ1, γ1 = γ0σ3 and γ2 = γ0σ2 and Ψ̄ = Ψ†γ0.

To calculate the correlation function of the QBT model, we first calculate the equal-time correlation

function for the 2+1-dimensional QLM.[Ardonne et al., 2004] The equal-time two-point correlation function

of the QLM has the asymptotic behavior in |r| =
√
x2 + y2 → ∞ with |r| as the spatial distance between

the two points:

GQLM(r) =
1

4π
log(|r|). (4.20)

From this, we obtain the two point correlation function for the QBT model

GQBT(r) = ((∂2
1 − ∂2

2)γ1 − 2∂1∂2γ2)GQLM(r)

= −2(x2 − y2)γ1 − 4xyγ2

4πr4
. (4.21)
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On the other hand, we can also calculate the correlation function for the Dirac fermion from the bosonic

model. We calculate the equal-time correlation function of the relativistic free massless scalar field. In the

limit r →∞:

G0(r) ∝ 1

|r| . (4.22)

Hence the two point correlation function for the Dirac fermion at equal time is

GD(r) = (γi∂i)G0(r)

∝ −xγ1 + yγ2

r3
. (4.23)

For the QBT and Dirac models, we can see that the two-point correlation functions have asymptotically

identical behavior in the long distance limit |r| → ∞. This implies that both the models will have the same

scaling behavior for the leading term of the EE when the sizes of the subsystem is large enough compared

to the UV cutoff. Since the Dirac model obeys the area law,[Ryu and Takayanagi, 2006b] the QBT model

should also obey the area law and cannot have more divergent terms in the EE than the area law allows, in

spite of having a finite DOS at zero energy.

Since the QBT model satisfies the area law, it is less entangled than the Fermi liquid. On the other

hand, since the QBT model is a scale-invariant system with an IR unstable fixed point we expect it to have

long-range entanglement in the form of scale-invariant contributions to the EE, which can only enter in the

form of an O(1) finite subleading correction to the area law. However, the correlation function argument

itself cannot tell much information about the structure of the subleading term. To study the subleading term

in EE for the QBT model we will need an explicit expression. Unfortunately it is not possible to write the

EE as a closed analytic expression and we will use instead numerical methods to study its scaling behavior.

4.4 Entanglement entropy for Dirac and QBT fermions

The lattice model of the QBT model in momentum space can be written as

HQBT =

∫
BZ

d2k

(2π)2
Ψ†(k)HQBT(k)Ψ(k), (4.24)

where BZ stands for the first Brillouin zone, −π < kx ≤ π and −π < ky ≤ π. Here Ψ†(k) is a two component

spinor fermionic creation operator Ψ†(k) = (ψ†1(k), ψ†2(k)). The one-particle Hamiltonian HQBT(k) has the
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form

HQBT(k) = h1(k)σ1 + h3(k)σ3, (4.25)

where σ1 and σ3 are the usual two Pauli matrices, and

h1(k) =− 4t cos(
kx
2

) cos(
ky
2

),

h3(k) =− t′(cos(kx)− cos(ky)). (4.26)

The QBT point is at k = (π, π). Near the point, we can expand HQBT and find the continuum Hamiltonian

Eq.(4.18). In the numerical calculation, we will set t = t′ = 1.

Similarly, the lattice model for the Dirac fermion is a tight-binding model of spinless fermions on the

square lattice with π flux on each plaquette. The Hamiltonian in momentum space is

HD =

∫
BZ

d2k

(2π)2
Ψ†(k)HD(k)Ψ(k), (4.27)

where BZ stands for the first Brillouin zone, −π < kx ≤ π and −π < ky ≤ π. The one-particle lattice Dirac

Hamiltonian HD(k) takes the form

HD(k) = h1σ1 + h3σ3, (4.28)

with h1 = −2 cos(kx) and h3 = 2 cos(ky). The Dirac points are at (±π2 ,±π2 ).

HD(k) can be diagonalized by a unitary transformation V −1HDV = M where M is the diagonal matrix

with eigenvalues E(k)± = ±
√

cos(kx)2 + cos(ky)2. The V matrix equals to

V =
1√

(2 cos(ky)2 + 2 cos(kx)2 − 2 cos(ky)
√

cos(ky)2 + cos(kx).2

×

 cos(kx) − cos(ky) +
√

cos(ky)2 + cos(kx)2

− cos(ky) +
√

cos(ky)2 + cos(kx)2 − cos(kx)

 (4.29)

In the numerical calculation, we put these two models on the torus as shown in Fig. 4.1 and calculate

the two-cylinder entropy when the lower band is fully filled. In this geometry, the momentum ky parallel to

the cut is always a good quantum number, thus the 2 + 1-dimensional model can be considered as a set of

1 + 1-dimensional chains with an effective mass depending on the value of ky. Thus we calculate the total

two dimensional EE as the sum over the EE of the 1 + 1-dimensional chains labelled by the momentum

ky. Furthermore, we notice the Rényi entropies Sn with different Rényi indices n = 1, 2 . . . show similar
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behavior and we will only consider the von Neumann entropy SvN later in this chapter. By analogy with

the QLM[Stéphan et al., 2011] , one might worry that there may be a phase transition between n = 1 and

n = 2, but we find there is none in that the Rényi entropies Sn with different Rényi indices n = 1, 2 . . . can

be fitted with the area law term supplemented by a single universal scaling form for the subleading term.

We first check that both models satisfy the area law numerically. To verify that the EE satisfies the

area law, we change the length of Ly but fix the aspect ratio Lx/Ly to be a constant value. The numerical

calculation for both the models are shown in Fig. 4.4(a) and (b). For the QBT and Dirac models, the

von Neumann entropy and Rényi Entropy with Rényi index n = 2 are all linearly proportional to Ly,

SE = αLy + γ. The coefficient in front of Ly is invariant when we change the ratio u = LA/Lx. This

indicates that both models satisfy the area law.
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T h e  Q B T  m o d e l

 S v N , L x = L y
 S 2 , L x = L y
 S v N , L x = 2 L y
 S 2 , L x = 2 L y

 

 

EE

( a )

2 0 0 4 0 0 6 0 0
2 0 0
4 0 0
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T h e  D i r a c  m o d e l

 S v N , L x = L y
 S 2 , L x = L y
 S v N , L x = 2 L y
 S 2 , L x = 2 L y

 
 

EE

L
Figure 4.4: (a) The von Neumann entropy SvN and Rényi entropy S2 for the QBT model as a function of
L = Lx. Both the EEs are linearly proportional to L when the aspect ratio Lx/Ly and the ratio u = LA/Lx
are fixed. u = 0.1 and two different aspect ratios are considered. (b) The von Neumann entropy SvN and
Rényi entropy S2 for the Dirac model. The setup of the bipartition geometry is the same as (a).

We will compute the finite subleading term and consider two different regimes for the aspect ratio
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Lx/Ly of the torus: the thin torus limit Lx << Ly and the two dimensional limit Lx ≈ Ly. In the thin

torus limit, the models are expected to behave effectively as the 1 + 1-dimensional theory. For the Dirac

model, the computation is sensitive to the boundary condition in the y direction (Fig. 4.1). For periodic

boundary conditions, the zero mode ky = 0 will contribute the logarithmic correction 1
3 logLA to the total

EE,[Calabrese and Cardy, 2004] while for anti-periodic boundary conditions there is no zero mode and no

such logarithmic correction. In contrast, the QBT model is insensitive to the boundary condition. The zero

mode ky = 0 contributes nothing to the total EE (it contributes only finite O((Ly)0) = O(1) contribution

to the total EE). This is because in 1 + 1 dimensions the QBT model is not critical and is only short-

ranged correlated. The two-point equal-time correlation function of the 1 + 1 -dimensional QBT model is

a delta-function. In particular, this also implies that here is no logarithmic subleading correction for the

2 + 1-dimensional QBT model either. Thus, in the thin torus limit with periodic boundary condition, the

Dirac model has a logarithmic subleading term correction while the QBT model does not. This result is

verified by the numerical calculations shown in Fig. 4.5.
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Figure 4.5: Left: The von Neumann entropy SvN for the QBT model in the thin torus limit. Right: SvN
for the Dirac model in the thin torus limit with periodic boundary condition in y direction. The coefficient
is 0.666 since there are two Dirac cone in the lattice model.

The above thin torus limit argument for the subleading term does not work in the two dimensional limit

Lx ≈ Ly because of the complicated crossover behavior for the 1+1-dimensional massive Dirac fermion with

mass ky ≈ L−1
A , which becomes analytically intractable. Instead, we directly calculate the subleading term

numerically and fit the data with possible candidates for subleading terms. Since we are considering free

fermion system, we will use Peschel’s result to calculate the EEs.[Peschel, 2003]

The numerical results in the two dimensional limit show that the subleading term only depends on the

aspect ratio of the torus Lx/Ly and on the ratio u = LA/Lx.[Ju et al., 2012] For simplicity, we will fix
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Lx/Ly = 1 (a square torus, and hence with modulus τ = i) and only study the dependence of the subleading

term on the aspect ratio u. We test three possible scaling functions for the subleading term defined in

Sec.4.2,

SvN = αLy + βJ(u) (4.30)

SvN = αLy + βj(u) (4.31)

SvN = αLy + β log(sin(πu)) (4.32)

where J(u) in Eq.(4.30) is given by[Stéphan et al., 2013a]

J(u) = log
(θ3(iλu)θ3(iλ(1− u))

η(2iu)η(2i(1− u))

)
, (4.33)

which is obtained from Eq. (4.2) by plugging τ = i and truncating log( λ·η(i)2

2θ3(λi)θ3(i/λ) ), which is an O(1) con-

stant. This scaling function was originally derived from the QLM. However, it was also found unexpectedly

to fit well with the numerical results of the EE of the relativistic scalar field theories.[Stéphan et al., 2013b,

Inglis and Melko, 2013] j(u) in Eq. (4.31) is derived from the holographic calculation shown in Eq. (4.11),

we will only check it for the Dirac fermion model. We also consider log(sin(πu)) as the possible subleading

term because it is a natural extension of the thin torus limit.

As shown in Fig. 4.6 (c) and (d), when Ly = Lx is fixed, for both the QBT and Dirac models, SvN is

linearly related to J(u). For the Dirac model, SvN is also linearly proportional to j(u) as shown in Fig. 4.6

(b). It is clearly seen from Fig. 4.6 that the J(u) and j(u) fitting function works much better than the

quasi-1D formula log(sin(u)). The log(sin(πu)) term which works well in the thin torus limit for the Dirac

model is not linearly proportional to the numerical results in the two-dimensional limit (Fig. 4.6 (a)). For

the J(u) function, there is an additional tuning parameter λ. For the QBT model, λ decreases when the

Rényi index n increases, while for the Dirac model, λ does not change when we increase the Rényi index,

and it is found to be equal to λ = 4.2. Currently, we do not have a physical understanding for the meaning

of λ for the fermionic models. In the case of the QLM, λ is the exponent of the two-point dimer correlation

function[Fradkin, 2013] and thus is independent of the Rényi index n > 1.[Stéphan et al., 2013a]

The complete results are shown in Fig. 4.7 and Fig. 4.8, where the numerical calculations of SvN for both

the QBT and Dirac models fit with J(u) for the whole range of the parameter u ∈ [0, 1] within the numerical

deviation 1% (deviation shown in the inset). Here we only study SvN because the other Rényi entropies

with different Rényi indices show the similar behaviors. The only difference between the QBT and Dirac
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Figure 4.6: (a) SvN for the QBT model in the function of log(sin(πu)). (b) SvN for the Dirac model in the
function of the minimal surface Eq. (4.10) for the AdS soliton geometry. (c) SvN for the QBT model in the
function of J(u). (d) SvN for the Dirac model in the function of J(u).

models is that for the QBT model, the fitting parameter λ for SvN is λ = 11.5 and for the Dirac model,

λ = 4.2, so that the curve for the QBT model is more flat around u = 0.5 compared with the Dirac model

(Fig. 4.7 and Fig. 4.8).

Furthermore, we notice that when u is small, J(u) is linearly proportional to 1/u. Similarly when

(Lx−LA)� Lx, J(u) is linearly proportional to 1/(1−u). J(u) is symmetric around u = 0.5. To illustrate

this, we expand J(u) for small u << 1, to obtain

J(u) ≈ π

24

Ly
Lx

1

u
+ log

[√
2

λ

θ3(λτ)

η(2τ)

]
. (4.34)

The leading term in J(u) is linearly proportional to 1/u and independent of λ. This result is consistent with

the numerical results and the holographic entropy derived before. Indeed as we mentioned previously the

coefficient of the 1/u term as u→ 0 is intrinsic to the critical theory, and it is a rough analog of the central

charge in 1 + 1-dimensional CFT. This statement can be further supported from the AdS/CFT calculation,

where the coefficient only depends on the Newton constant GN (see Eq. (4.4)). For the lattice Dirac model
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Figure 4.7: SvN for the Dirac model as a function of u with L = Lx = Ly = 300. The red curve is the
fitting function with the form SvN = αL + βJ(u). The numerical data is in black curve. The blue curve
is the holographic entropy. (The black and blue curves are hard to see in the figure since they are almost
overlapping with the blue curve) The inset is the absolute deviation for SvN = αL + βJ(u) (black curve)
and the holographic entropy (red curve) with the numerical data. In both cases, the deviation is less than
1% for the whole region, but the holographic result appears to be the most accurate. The green curve is the
fitting function with the form SvN = αL+ β log(sin(πu)).

(which has two species of massless Dirac fermions), the numerical data shows that the coefficient of the 1/u

is −0.3006, while for the QBT model, the coefficient is −0.3735. See Refs. [Ryu and Takayanagi, 2006a,

Myers and Singh, 2012] for related studies of this quantity and how it flows under the RG. We use this

coefficient to normalize the overall numerical coefficients β of the different scaling functions we compare.

4.4.1 EE for free boson CFT

Actually, we can also calculate the EE for free boson CFT on torus. In general, for the discrete free boson

Hamiltonian defined on a lattice

H =
1

2

 N∑
i=1

Π2
i +

N∑
i,j=1

φiKijφj

 (4.35)
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Figure 4.8: SvN for the QBT model as a function of u. The bipartition geometry is the same as the Dirac
model. The inset is the absolute deviation for the fitting function SvN = αL+ βJ(u) with numerical data.
The deviation is less than 1% for the whole region of u.

where they satisfy the canonical commutation relations

[φi,Πj ] = iδij , [φi, φj ] = 0, [Πi,Πj ] = 0 (4.36)

The ground state for this Hamiltonian is

|Ψ〉 ∼ e− 1
2

∑
ij φiK

1
2
ijφj |φ〉 (4.37)

We will use this wave function to calculate the entanglement entropy

For free boson system, there is a very efficient numerical method to calculate the entanglement entropy.

The details of this method can be found in the Ref. [Casini and Huerta, 2009]. Here is a short summary of

this method.
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The correlation functions for the ground state are

〈φiφj〉 =
1

2
K
− 1

2
ij ≡ Xij

〈πiπj〉 =
1

2
K

1
2
ij ≡ Pij (4.38)

The Von Neumann entanglement entropy for a subsystem A can be calculated by using these correlation

functions,

SA = (C +
1

2
) log(C +

1

2
)− (C − 1

2
) log(C − 1

2
) (4.39)

where C =
√
XA · PA. XA and PA are the correlation functions defined on subregion A. Similarly, Rényi

entropy is

Sn =
1

n− 1
[log((C + 1/2)n − (C − 1/2)n)] (4.40)

The Hamiltonian for the relativistic boson in 2 + 1d is

H =
1

2

∫
d2x

[
Π2 + (∇φ)2 +

m2

2
φ2

]
(4.41)

The corresponding discrete lattice Hamiltonian (on the torus) is

H =
1

2

∑
i,j

[
Π2
ij + (φi+1,j − φi,j)2 + (φi,j+1 − φi,j)2 +m2φ2

i,j

]
(4.42)

In the momentum space, the Hamiltonian becomes

H =
1

2

∫ π

−π
dk1

∫ π

−π
dk2Π(k)Π(−k) +

[
4− 2 cos(k1)− 2 cos(k2) +m2

]
φ(k)φ(−k) (4.43)

The two point correlation functions are

〈φi,jφi+n1,j+n2
〉 =

1

8π2

∫ π

−π
dk1

∫ π

−π
dk2

cos(k1n1) cos(k2n2)√
4− 2 cos(k1)− 2 cos(k2) +m2

〈πi,jπi+n1,j+n2〉 =
1

8π2

∫ π

−π
dk1

∫ π

−π
dk2cos(k1n1) cos(k2n2)

√
4− 2 cos(k1)− 2 cos(k2) +m2 (4.44)

Here we are interested in the subleading term in the massless limit m → 0. However, in the numerical

calculation, to avoid the singularity at k1 = k2 = 0, we add a small mass m = 10−5 in the calculation for
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the correlation functions. As we discussed in the previous section, in the thin slice limit u → 0, the Von

Neumann entanglement entropy for the critical system should take a simple form:

SA = αLy − β
1

u
(4.45)

We perform the numerical calculation on a torus with Lx = Ly = 2000 (the lattice spacing is equal

to one) and we use the formula in Eq.(4.39) to calculate the entanglement entropy in the thin slice limit.

We find the coefficient in front of 1/u is β = 0.0406. This result is consistent with Casini and Huerta’s

calculation in Ref.[Casini and Huerta, 2005]

u
0 0.2 0.4 0.6 0.8 1

S A

303

305

307

309

311

numerical data
AdS/CFT

Figure 4.9: Von Neumann entanglement entropy SvN as a function of the ratio u. The blue curve is the
numerical result. The red curve is the holographic entanglement entropy SvN = 1

4GN
j(u) + α

Ly
ε , where the

prefactor 1
4GN

= 0.0283 and the area law part α
Ly
ε = 311.7. The square torus has Lx = Ly = 2000.

4.5 Conclusion and comments

The properties of a many-body state can be classified according to the scaling behavior of its EE. The

critical system in 2 + 1 dimensions is long-range entangled compared with the gapped system. Our results

show that this difference can be detected in the subleading term in the two-cylinder EE, which includes

both the von Neumann entropy and Rényi entropies. We calculate EEs of both the Dirac and quadratic

band touching models numerically on the torus. We notice that the subleading term is linearly proportional

to 1/u when the ratio u is small. We speculate that the coefficient in front of 1/u in the subleading

term measures the number of the low-energy degrees of freedom of the system. Further calculations in
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other models are necessary to pin down the physical meaning of this coefficient. For the whole region

0 < u < 1, we use the subleading term for the QLM and find it fit well with both the QBT model and the

Dirac model within a small numeric deviation < 1%, even though these theories have different dynamical

exponents, different DOS at low energies, and different behavior when the local four-fermion interactions are

considered. We demonstrated that this similarity might come from the similar scaling behaviors between

the two-point correlation functions at equal time for both the models. We also calculated the subleading

term of the strongly-coupled models via the holographic AdS/CFT correspondence and find it consistent

with the numerical results for the Dirac model.

Based on our calculation on the fermionic critical models, holographic calculations and previous works

on the bosonic critical models in 2 + 1 dimensions, there is strong evidence that the scaling form of the

subleading term of EEs takes a robust form across a wide variety of 2+1-dimensional critical systems on the

torus geometry. It will be particularly interesting to test the holographic EE scaling we found here against

other critical theories such as the quantum Ising model in 2 + 1 dimensions.
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Chapter 5

Bulk-boundary correspondence and
EE in (3+1)-dimensional topological
phases

5.1 Introduction

In this chatper, we will study the bulk-correspondence in (3 + 1)-dimensional topological phases and we

will use this correspondence to study the entanglement entropy for topological phases. The bulk-boundary

correspondence is one of the most salient features of topologically ordered phases of matter. In topologically

ordered states in (2+1) dimensions [(2+1)d], all essential topological properties in their bulk can be derived

and understood from their edge theories, such as quantized transport properties, properties of bulk quasi-

particles (fractional charge and braiding statistics thereof), and the topological entanglement entropy, etc.

[Halperin, 1982, Witten, 1989, Wen, 1992, Hatsugai, 1993, Cappelli et al., 2002, Cappelli and Zemba, 1997,

Cappelli et al., 2010, Cappelli and Viola, 2011] Edge or surface theories also play an important role in

symmetry-protected and symmetry-enriched topological phases. [Ryu and Zhang, 2012, Sule et al., 2013,

Hsieh et al., 2014, Lu and Vishwanath, 2012, Cappelli and Randellini, 2013, Hsieh et al., 2015]

The purpose of this chapter is to study the bulk-boundary correspondence in the simplest (3+1)d

topological field theory, the BF topological field theory [Horowitz, 1989, Horowitz and Srednicki, 1990,

Blau and Thompson, 1991, Blau and Thompson, 1989, Birmingham et al., 1991, Oda and Yahikozawa, 1990,

Bergeron et al., 1995], and its generalizations. The BF theory describes, among others, the long wave-length

limit of BCS superconductors, and the deconfined phase of the ZK gauge theory. It is also relevant to

the hydrodynamic description of (3+1)d symmetry-protected topological (SPT) phases including topolog-

ical insulators and related systems. [Hansson et al., 2004, Banks and Seiberg, 2011, Cho and Moore, 2011,

Vishwanath and Senthil, 2013, Chan et al., 2013, Tiwari et al., 2014, Ye and Gu, 2015, Gaiotto et al., 2015,

Cirio et al., 2014]

To put our purpose in the proper context, let us give a brief overview of the bulk-boundary correspondence

in (2+1)d topologically ordered phases. For (2+1)d topological phases, bulk topological phases can be char-

acterized by the modular S and T matrices. The S and T transformations generate the basis transformation

in the space of degenerate ground states, which appear when the system is put on a spatial two-dimensional
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torus. Combined together, the S and T transformations form the group SL(2,Z), the mapping class group

of the two-dimensional torus T 2. Their geometric meanings are the 90◦ rotation and Dehn twist defined on

the torus, respectively. In the basis in which the T matrix is diagonal (the so-called quasi-particle basis), the

diagonal entries of the T matrix encode the information on the topological spin of quasi-particles. On the

other hand, the S matrix contains the information of the braiding and fusion. For an Abelian topological

phase, the elements of the S matrix are given by braiding phases between quasiparticles, up to an over all

normalization factor 1/D, where D is the total quantum dimension.

On the other hand, at their boundary (edge), gapless boundary excitations supported by a (2+1)d

topological phase can be described by a (1+1)d conformal field theory (CFT).[Francesco et al., 1997] There

is one-to-one correspondence between quasi-particle excitations in the bulk and primary fields living on the

edge. On the (1+1)d spacetime torus, one can form the character χj(τ) from the tower of states built upon

a primary field Oj :

χj(τ) = TrHj
[
e2πiτ1P0−2πτ2H0

]
(5.1)

where H0 and P0 are the Hamiltonian and the momentum operators, respectively, the complex parameter

τ = τ1 + iτ2 is the modular parameter parameterizing the spacetime torus, and the trace is taken over all

states in the Hilbert space Hj that is built upon the highest weight state associated with the primary field

Oj . The characters χj transform into each other under the modular transformations of the spacetime torus.

Under the modular T and S transformations, the characters χj(τ) transform as

χj(τ + 1) = e2πi(hj− c
24 )χj(τ) = Tjjχj(τ),

χj(−1/τ) =
∑
j′

Sjj′χj′(τ), (5.2)

where the matrices T and S represent the action of the T and S modular transformations on the characters,

respectively. The matrix T is a diagonal matrix and includes the conformal dimension h for each character

and the central charge c for the CFT. The T and S matrices for the characters in the edge theory have the

direct correspondence (and are essentially identical) to the the T and S matrices defined for the corresponding

(2 + 1)d bulk topological theory.

Coming back to our main focus, i.e., (3 + 1)d topologically ordered phases, the bulk topological sys-

tem can be defined on a spatial torus T 3 (while other choices are of course possible). The mapping

class group of the three-dimensional torus is SL(3,Z), and, as in the case of (2+1)d, is also generated

by two transformations, which we also call the modular S and T transformations (see Sec. 5.2.1 for de-
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tails). For (3 + 1)d topological phases defined on a spatial torus T 3, S and T matrices can be introduced

to describe the basis transformation of degenerate ground states. As in (2+1)d, the S and T matrices

encode the topological data of the bulk topological phase, such as the braiding and spin statistics of ex-

citations. [Moradi and Wen, 2015, Jiang et al., 2014] In (3+1)d, the exchange statistics of particles has

to be either fermionic or bosonic. On the other hand, a particle and a loop-like excitation, or two loop-

like excitations in the presence of an additional background loop, can have non-trivial braiding and can

obey non-trivial statistics. For the Abelian topological phase described by the BF theory, the S matrix

describes the braiding phase between particle and loop excitations, while the T matrix has the physical

meaning of a (3 + 1)d analogue of topological spins. [Moradi and Wen, 2015] It has been also proposed

that there exist (3+1)d topological phases that are characterized by their three-loop braiding statistics.

[Wang and Levin, 2014, Jiang et al., 2014, Wang and Wen, 2015, Jian and Qi, 2014, Wang and Levin, 2015,

Lin and Levin, 2015, Wan et al., 2015]

We will demonstrate that these results, obtained and discussed previously from the bulk point of view,

can be obtained solely from gapless boundary field theories. More specifically, taking various examples of

(3+1)d topologically ordered phases and their surface states, which we put on the (2 + 1)d spacetime torus

T 3, we compute the modular S and T matrices explicitly, and show that they agree with the S and T

matrices obtained from the bulk considerations. We thereby establish the bulk-boundary correspondence in

these (3+1)d topologically ordered phases. Along the course, we also propose a bulk continuum field theory

which realizes non-trivial three-loop braiding statistics.

N.B. Our strategy adopted in this chapter is to utilize boundary field theories to learn about bulk

excitations in (3+1)d topological phases, by establishing a bulk-boundary correspondence. One should

however bear in mind that boundaries may have more “life” than their corresponding bulk, in that a given

bulk topological phase can be consistently terminated by more than one boundary theory. Therefore, it would

be more appropriate to consider a “stable equivalent class” of boundary theories for a given bulk theory.

(See, for example, Ref.[Cano et al., 2014].) Nevertheless, one can expect universal topological properties of

the bulk theories may be extracted from any boundary theory which consistently terminates the bulk.

5.1.1 Outline of this chapter

The rest of the chapter is organized as follows.

In Sec. 5.2, we consider the compactified free boson theory in (2 + 1)d defined on the 3d flat torus T 3

is computed. This (2+1)d theory is not necessarily tied to a particular (3+1)d bulk topological order but

serves as a warm up for later sections. We will show its partition function is invariant under SL(3,Z).
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In Sec. 5.3, the surface theory of the (3+1)d BF theory at level K is studied. This theory can be subjected

to twisted boundary conditions, which are induced by introducing quasi-particles in the (3+1)d bulk. We

will show that the partition functions with different boundary conditions are transformed into each other

under SL(3,Z), and form a representation of SL(3,Z). The extracted S and T matrices agree with the

known result. [Moradi and Wen, 2015] We will also compute the thermal entropy in Sec. 5.3.4, and show

that there is a constant negative contribution to the entropy. This contribution to the boundary thermal

entropy is expected to capture the topological entanglement entropy defined in the corresponding (3+1)d

bulk.

In Sec. 5.4, we introduce an additional term, the axion term or the theta term, to the (3+1)d BF theory.

The theta angle has a texture (spatial inhomogeneity) and affects the boundary theory by twisting the

quantum numbers. Being static, the texture in the theta angle is interpreted as a topological defect, and we

will show that the introduction of the defect makes the surface theory non-modular invariant, in the sense

that the action of modular transformations is not closed within the space of the partition functions.

This BF theory with the theta term motivates us to consider yet another theory in Sec. 5.5, which can

be constructed by coupling two copies of the BF theory. Compared with the the defect system (the BF

theory with the theta term) discussed in Sec. 5.4, in the coupled system, each copy can be interpreted as

playing a role of a defect to the other. In this system, however, there is no externally imposed texture.

We propose this continuum bulk field theory realizes three-loop braiding statistics discussed previously.

[Wang and Levin, 2015, Wang and Levin, 2014, Lin and Levin, 2015, Jian and Qi, 2014] On the surface, we

consider two copies of the BF surface theories, which are coupled together in their zero mode sectors. We will

show that, by computing the modular S and T matrices explicitly, this system exhibits three-loop braiding

statistics.

Finally, we conclude in Sec. 5.6.

5.2 The compactified free boson in (2 + 1)d

The compactified real scalar theory in (2 + 1)d is described by the Lagrangian density

L =
1

(2π)2

[
(∂tφ)2 − (∂xφ)2 − (∂yφ)2

]
, (5.3)

where, for now, the spacetime is the “canonical” flat torus T 3 parameterized by (t, x, y). (We will consider,

momentarily in Sec. 5.2.2, a generic torus parameterized by six modular parameters.) The boson field obeys
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the compactification condition on a circle of radius r, i.e.,

φ ≡ φ+ 2πr. (5.4)

This model can be exactly solved and is dual to the compact U(1) gauge theory. Under the duality, the

boson field φ is related to the U(1) gauge field aµ by

εµνλ∂νaλ ↔ ∂µφ, fµνfµν ↔ ∂µφ∂µφ. (5.5)

Furthermore, quantized vortices on the boson side are dual to quantized charges in the U(1) gauge theory. For

the compact U(1) gauge field theory, the monopole (instanton) proliferation leads to a confining phase and

this process on the scalar boson side corresponds to adding a cos(φ) term. [Polyakov, 1975, Polyakov, 1977]

This process breaks the U(1) symmetry in the compact boson theory, and the particle number is not conserved

anymore. If we prohibit the monopoles, on the other hand, the Abelian U(1) gauge theory is stably gapless.

The free boson theory can be canonically quantized: The corresponding Hamiltonian is

H =
1

(2π)2

2πR1∫
0

dx

2πR2∫
0

dy
[
Π2 + (∂xφ)2 + (∂yφ)2

]
, (5.6)

where x and y are periodic with radius 2πR1 and 2πR2, respectively, and the canonical momentum is

(r := (x, y))

Π(r) := ∂tφ(r). (5.7)

The canonical commutation relation is given by

[φ(t, r),Π(t, r′)] =
i

2
(2π)2δ(2)(r − r′)

=
i

2

1

R1R2

∑
s1,2∈Z

eik·(r−r
′), (5.8)

where δ(2)(r − r′) is the periodic delta function and k = (s1/R1, s2/R1) is the 2d momentum (si ∈ Z).

To specify the Hilbert space, we develop the mode expansion of the bosonic field φ. Due to the compact-

ification condition (5.4), the bosonic field has the following expansion:

φ(t, r) =
rN1

R1
x+

rN2

R2
y +

φ0 + π0t

2π
√
R1R2

+ φosc(t, r), (5.9)
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where N1,2 ∈ Z characterize the winding zero modes in the x and y direction, respectively. The Fourier

decomposition of the oscillator part φosc(t, r) is given by

φosc(t, r) =
1√
R1R2

∑
k 6=0

1

2
√
ω(k)

×
[
a(k)e−iωt−ik·r + a†(k)eiωt+ik·r

]
. (5.10)

According to Eq. (5.8), a(k) satisfies the canonical commutation relation

[
a(k), a†(k′)

]
= δk,k′ , (5.11)

where ω(k) is the dispersion of the free boson on a Euclidean three-torus and given by

ω(k) =

√(
s1

R1

)2

+

(
s2

R2

)2

. (5.12)

On the other hand, the zero mode part satisfies

[φ0, π0] = 2π2i. (5.13)

Owing to the 2πr periodicity of φ(t, r), the eigenvalues of π0 needs to be quantized according to

π0 =
πN0

r
√
R1R2

, N0 ∈ Z. (5.14)

To summarize, the boson field φ(t, r) can be mode-expanded as

φ(t, r) =
φ0

2π
√
R1R2

+
N0t

2rR1R2
+

rN1

R1
x+

rN2

R2
y

+
1√
R1R2

∑
k6=0

1

2
√
ω(k)

×
[
a(k)e−iωt−ik·r + a†(k)eiωt+ik·r

]
. (5.15)

The Hilbert space H0 consists of, for each winding sector specified by N1,2, the zero mode part and the

bosonic Fock space for each k 6= 0. States in the zero mode part are labeled by the eigenvalues of π0, and

hence by N0. Furthermore, different winding sectors are summed over. In the following, the part of the

partition function associated to the summation over N0,1,2 is called the zero mode sector.
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5.2.1 Modular transformations on T 3

We now consider the theory put on a generic flat torus. A flat three-torus is parameterized by six real

parameters, R0,1,2 and α, β, γ. For a flat three-torus T 3, the dreibein is given by [Hsieh et al., 2015]

eAµ =


R0 0 0

0 R1 0

0 0 R2




1 0 0

−α 1 0

−γ −β 1

 (5.16)

where R0, R1, and R2 are the radii for the directions τ , x, and y, and α, β, and γ describe the angles

between directions τ and x, x and y, and τ and y, respectively. The Euclidean metric is then given by

gµν = eAµe
B
νδAB

=


R2

0 + α2R2
1 + γ2R2

2 −αR2
1 + βγR2

2 −γR2
2

−αR2
1 + βγR2

2 R2
1 + β2R2

2 −βR2
2

−γR2
2 −βR2

2 R2
2

 , (5.17)

The group SL(3,Z) is generated by two transformations:

U1 =


0 0 1

1 0 0

0 1 0

 , U2 =


1 1 0

0 1 0

0 0 1

 . (5.18)

Under the U2 transformation, the metric is transformed as

gµν
U2−→ (U2gU

T
2 )µν (5.19)

which corresponds to the changes

α→ α− 1, γ → γ + β, (5.20)

while R0, R1, R2, and β are unchanged.
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On the other hand, U1 can be decomposed as

U1 = U ′1M, U ′1 =


0 −1 0

1 0 0

0 0 1

 M =


1 0 0

0 0 −1

0 1 0

 (5.21)

where U ′1 corresponds to the 90◦ rotation in the τ − x plane and M is the 90◦ rotation in the x − y plane.

The generator U ′1 acts on the metric as

gµν
U ′

1−→ (U ′1gU
′T
1 )µν (5.22)

which corresponds to the changes

R0 → R0/|τ |, R1 → R1|τ |, τ1 → −τ1/|τ |2,

γ → −β, β → γ (while R2 is unchanged), (5.23)

where we have introduced

τ ≡ α+ ir01, r01 ≡ R0/R1. (5.24)

Observe also that under R0 → R0/|τ | and R1 → R1|τ |, τ2 → τ2/|τ |2. Hence, U ′1 induces τ → −1/τ .

The two transformations U ′1 and U2 correspond respectively to modular S and T−1 transformations in

the τ −x plane, generating the SL(2,Z) subgroup of SL(3,Z) group. Combining with M , they generate the

whole SL(3,Z) group. In the following, we call U ′1M as S transformation and U2 as T −1 transformation.

Moreover, the two generators of SL(3,Z), the U1 and U2 transformations defined in Eq. (5.18), satisfy

[Wang and Wen, 2015]

U1U
†
1 = U3

1 = R6 = (U1R)4 = (RU1)4 = 1, (5.25)

(U1R
2)4 = (R2U1)4 = (U1R

3)3 = (R3U1)3 = 1, (5.26)

(U1R
2U1)2R2 = R2(U1R

2U1)2 mod 3, (5.27)

where

R = (U2U1)2U−1
2 U2

1U
−1
2 U1U2U1. (5.28)
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5.2.2 The partition function on T 3

In this section, we calculate the partition function of the compactified free boson theory on the three-torus

in the presence of the generic flat metric. The Euclidean action is given by

S =
1

(2π)2

2π∫
0

d3θ
√
|g|gµν∂µφ∂νφ

=
1

(2π)2

2πR0∫
0

dτ

2πR1∫
0

dx

2πR2∫
0

dy

[
(∂τφ)

2
+

(
α2R2

1

R2
0

+ 1

)
(∂xφ)

2
+

(
R2

2

R2
0

(αβ + γ)2 +
R2

2

R2
1

β2 + 1

)
(∂yφ)

2

+2α
R1

R0
(∂τφ) (∂xφ) + 2

R2

R0
(αβ + γ) (∂τφ) (∂yφ) + 2

(
R1R2

R2
0

α(αβ + γ) +
R2

R1
β

)
(∂xφ) (∂yφ)

]
,

(5.29)

where 0 ≤ θµ ≤ 2π are angular variables and we noted
√
|g| = R0R1R2, τ = R0θ

0, x = R1θ
1 and y = R2θ

2.

1 The inverse metric gµν = (e?µA )T δAB(e?νB ) (e?A is the inverse of eA) is given by

gµν =


1
R2

0

α
R2

0

αβ+γ
R2

0

α
R2

0

α2

R2
0

+ 1
R2

1

α(αβ+γ)
R2

0
+ β

R2
1

αβ+γ
R2

0

α(αβ+γ)
R2

0
+ β

R2
1

(αβ+γ)2

R2
0

+ β2

R2
1

+ 1
R2

2

 . (5.30)

In the operator formalism, the partition function corresponding to the action (5.29) is given by the trace

of the thermal density matrix exp(−2πR0H
′) over the Hilbert space H0:

Z = TrH0

[
e−2πR0H

′
]
. (5.31)

The “boosted” Hamiltonian H ′ and the (untwisted) Hilbert space H0 are specified as follows. The boosted

Hamiltonian H ′ consists of the “unboosted” Hamiltonian H (with α = γ = 0), and the momentum Px,y,

which induces the boost in x and y directions, respectively:

H ′ = H + i
αR1

R0
Px + i(αβ + γ)

R2

R0
Py (5.32)

1 The Euclidean time coordinate τ should not be confused with the modular parameter.
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where

H =

∫
dxdy

(2π)2

[
Π2 +Gij∂iφ∂jφ

]
,

Pi =

∫
dxdy

(2π)2
2Π∂iφ, i = x, y. (5.33)

and Gij is defined as

gij =

g11 g12

g21 g22

 =

 1
R2

1

β
R2

1

β
R2

1

β2

R2
1

+ 1
R2

2

 ,

Gij = RiRjg
ij =

 1 βR2

R1

βR2

R1

β2R2
2

R2
1

+ 1

 (5.34)

(where i, j are not summed in RiRjg
ij). I.e.,

H ′ =

∫
dxdy

(2π)2

[
Π2 + (∂xφ+ β

R2

R1
∂yφ)2 + (∂yφ)2

+2i
αR1

R0
Π∂xφ+ 2i(αβ + γ)

R2

R0
Π∂yφ

]
, (5.35)

The mode expansion for the bosonic field φ is still given by Eq. (5.15), where the energy spectrum ω(k)

is now given by

ω(k) =
√
Gijkikj

=
√
gijsisj =

√(
s1

R1
+ β

s2

R1

)2

+

(
s2

R2

)2

. (5.36)

The Hilbert space H0 is given as a direct product of the bosonic Fock spaces each built out of a given zero

mode state specified by N0,1,2.

Next, we proceed to compute the partition function and study its properties under modular transforma-

tions of the three-torus. The partition function can be split into the zero mode part, which we call Z0, and

the oscillator part, which we call Zosc. The total partition function is Z = Z0Zosc.

The partition function of the zero mode part is

Z0 =
∑

N0,1,2∈Z
exp

[
− πτ2

2r2R2
N2

0 − 2πr2R2τ2(N1 + βN2)2 − 2πr2R0R1

R2
N2

2

+ 2πiτ1N0(N1 + βN2) + 2πiγN0N2

]
(5.37)
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where we recall τ2 = R0/R1, τ1 = α and τ = τ1 + iτ2.

On the other hand, for the oscillator part, the Hamiltonian is

H ′osc =
∑
k 6=0

[
ω(k) + iα

R1

R0
k1 + i(αβ + γ)

R2

R0
k2

]
a†(k)a(k) + E0, (5.38)

where E0 is the ground state energy and needs to be properly regularized:

E0 =
∑

s∈Z2/(0,0)

1

2

√
gijsisj = −

√
det(g)

2

∑
s∈Z2/(0,0)

1

|gijsisj |2
. (5.39)

The partition function of the oscillator part can be decomposed into the product of the partition functions

of one-dimensional non-compact bosons with “mass” given by s2. When the “mass” s2 = 0,

Zs2=0 = e−2πR0E0(s2=0)
∏

s1 6=0∈Z

[
1− e−2πR0(ω(k)+iα

s1
R0

)
]−1

=

∣∣∣∣ 1

η(τ)

∣∣∣∣2 (5.40)

where η(τ) is the Dedekind eta function and τ is the 2-dimensional modular parameter:

η(τ) := e
πiτ
12

∞∏
n=1

(1− qn), q := e2πiτ . (5.41)

On the other hand, the other massive part equals to

Zs2 6=0 = e−2πR0E0(s2 6=0)
∏

s2 6=0,s1∈Z

[
1− e−2πR0(ω(k)+iα

s1
R0

+i(αβ+γ)
s2
R0

)
]−1

=
∏

s2∈Z+

Θ−1
[βs2,γs2]

(
τ,
R1

R2
s2

)
, (5.42)

where the massive theta function Θ[βs2,γs2](τ,
R1

R2
s2) is defined as

Θ[a,b](τ,m) ≡ e4πτ2∆(m,a)
∏
n∈Z

∣∣∣1− e−2πτ2
√
m2+(n+a)2+2πiτ1(n+a)+2πib

∣∣∣2 (5.43)

where

∆(m, a) ≡ 1

2

∑
n∈Z

√
m2 + (n+ a)2 − 1

2

∫ ∞
−∞

dk(m2 + k2)1/2 (5.44)
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Thus the partition function for the oscillator part equals to

Zosc = Zs2=0Zs2 6=0 =

∣∣∣∣ 1

η(τ)

∣∣∣∣2 ∏
s2∈Z+

Θ−1
[βs2,γs2]

(
τ,
R1

R2
s2

)
. (5.45)

Together with (5.37), we have completed the calculation of the total partition function, Z = Z0Zosc.

It is instructive to compare the above partition function with the partition function of the (1+1)d

compactified free boson. Performing dimensional reduction, by taking R2 = 1, N2 = 0 and s2 = 0, the

partition function reduces to

Z =
1

|η(τ)|2
∑

N0,1∈Z
exp

(
− πτ2

2r2
N2

0 − 2πr2τ2N
2
1

+ 2πiτ1N0N1

)
. (5.46)

This is the partition function for the compactified free boson in (1 + 1)d.

Modular invariance

We now show that the total partition function is invariant under the SL(3,Z) transformations.

For Z0, under U ′1 transformation, by using the Poisson resummation formula twice, we have

Z0(τ)
U ′

1−→ Z0(−1/τ) = |τ |Z0(τ) (5.47)

where the Poisson resummation formula is

∑
n∈Z

e−πan
2+bn =

1√
a

∑
k∈Z

e−
π
a (k+ b

2πi )
2

. (5.48)

For Zosc part, under U ′1 transformation, the massless s2 = 0 component will contribute a 1/|τ | prefactor.

The massive part is invariant under U ′1 transformation, since the massive theta function satisfies

Θ[a,b]

(
τ,
R1

R2
s2

)
U ′

1−→ Θ[a,b]

(
−1

τ
,
R1

R2
s2|τ |

)
= Θ[b,−a]

(
τ,
R1

R2
s2

)
(5.49)

Thus the total partition function is invariant under U ′1 transformation.

Under the M transformation which is basically a π/2 rotation in the x− y plane, the partition function
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for the zero mode part becomes

Z0
M−→ Z0 =

∑
N0,1,2∈Z

exp

(
− πR0

2r2R1R2
N2

0

−2πr2R0R1R2

[(
β
N1

R1
− N2

R1

)2

+

(
N1

R2

)2
]

− 2πiαR0[βN1 −N2]N0 − 2πiγN1N0

)
. (5.50)

Therefore the invariance of the zero mode part of the partition function can be seen from relabeling,

M :


N1

N2

N0

→


−N2

N1

N0

(5.51)

It is also straightforward to show that the oscillator part is invariant under M transformation and thus the

total partition function is invariant under M transformation.

Finally, it is also easy to check that the partition function is invariant under U2 transformation. Hence

the partition function is invariant under the SL(3,Z) transformation.

5.3 The surface theory of the (3+1)d BF theory

5.3.1 Bulk and surface theories

The bulk field theory The (3+1)-dimensional one component BF theory is described by the action

Sbulk =

∫
M

[
K

2π
b ∧ da− a ∧ Jqp − b ∧ Jqv

]
=

∫
d4x

[
K

4π
εµνλρbµν∂λaρ − aµjµqp −

1

2
bµνj

µν
qv

]
, (5.52)

where µ, ν, . . . = 0, . . . , 3, a = aµdx
µ and b = (1/2)bµνdx

µdxν are one and two form gauge fields; M is

the bulk spacetime manifold. The “level” K is an integer. The three form Jqp and two form Jqv represent

currents of zero-dimensional (point-like) quasi-particles and one-dimensional quasi-vortex lines, respectively.

The BF theory furnishes the following (bulk) equations of motion

K

2π
da = Jqv,

K

2π
db = Jqp. (5.53)
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The BF theory implements a non-trivial fractional statistics between quasiparticles and quasivortices.

To see this, we consider the following configuration of quasiparticles and quasivortices:

Jqp = δ3(C), Jqv = δ2(S). (5.54)

Here C and S represent the one-dimensional wold-line and the two-dimensional world-sheet of quasiparticles

and quasivortices, respectively; δD−n(N ) is the delta function (D−n)-form associated a submanifoldN ⊂M,

where D − n = dimM− dimN . By definition, for any n-form An,

∫
N
An =

∫
M
δD−n(N ) ∧An. (5.55)

Hence, for example,

∫
M
Jqp ∧ a =

∫
C
a,

∫
M
Jqv ∧ b =

∫
S
b. (5.56)

In the presence of these quasiparticles and quasivortices, we now integrate over a and b to derive the

effective action for Jqp and Jqv. Since the theory is quadratic, this can be done by solving the equations of

motion. These equations, up to a closed form, are solved by

b =
2π

K
d−1Jqp, a =

2π

K
d−1Jqv. (5.57)

(If the spacetime is trivial, by the Poincaré lemma, a closed form is exact. If so, such exact term does not

affect our final result since, for an arbitrary closed submanifold N ,
∫
δ(N )(dφ) ∼

∫
δ(∂N )φ = 0.) d−1Jqp

and d−1Jqv are determined as

d−1Jqp = δ2(D), where ∂D = C,

d−1Jqv = δ1(V), where ∂V = S. (5.58)

where the two-dimensional manifold D and the three-dimensional manifold V are chosen such that ∂D = C

and ∂V = S. They are not unique, but different choices lead to different d−1Jqp,qv which differ by closed

forms.
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Substituting these solution into the action,

Sbulk = −2π

K

∫
(d−1Jqv) ∧ Jqp

= −2π

K
Lk(S, C), (5.59)

where Lk is the linking number between Jqp and Jqv. Hence,

∫
D[a, b]eiSbulk = e−

2πi
K Lk(S,C)

= e−
2πi
K

∑
ij qiλjLk(Si,Cj). (5.60)

In the last line, we assume the world-line L consists of trajectories Li of many quasiparticles each carrying

charge qi ∈ Z: Jqp = δ3(C) =
∑
i qiδ3(Ci). Similarly, the world-line S consists of trajectories Si of many

quasivortices each carrying charge λi ∈ Z: Jqv = δ2(S) =
∑
i λiδ2(Si). The fractional phase (when |K| > 1)

in Eq. (5.60) represents statistical interactions between quasiparticles and quasivortices.

Once the coupling of the gauge fields to the currents is prescribed, it also specifies the set of Wilson

loops and Wilson surfaces included in theory (see Eq. (5.56)). If the theory is canonically quantized on

M = R× Σ, the set of the Wilson loop and Wilson surface operators of our interest is

exp im

∫
L

a, exp in

∫
S

b, (5.61)

where m,n are integers, and L and S are arbitrary closed loops and surfaces in Σ. These operators satisfy

the commutation relations,

[∫
L
a,
∫
S
b
]

=
2πi

K
I(L, S),

eim
∫
L
aein

∫
S
b = e

2πi
K I(L,S)ein

∫
S
beim

∫
L
a. (5.62)

where I(L, S) is the intersection number of the loop L and the surface S.

The boundary theory On a closed manifold, the BF theory is invariant under gauge transformations

a→ a+dϕ, where ϕ is zero form, and b→ b+dζ, where ζ is one form. In the presence of a boundary (surface),

the surface can be described by a gapless theory. The action describing the boundary degrees of freedom can

be inferred by adopting the temporal gauge a0 = bi0 = b0i = 0 (i = 1, 2, 3), solving the Gauss law constraints

εijk0∂kbij = ε0ijk∂jak = 0 by ak = ∂kϕ, bij = ∂iζj − ∂jζi, and then plugging these back to the action. The
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resulting action is [Wu, 1991, Balachandran and Teotonio-Sobrinho, 1993, Amoretti et al., 2012]

S∂M =

∫
∂M

dtdxdy

[
K

2π
εij∂iζj∂tϕ− V (ϕ, ζ)

]
(5.63)

where i, j = 1, 2. Here we have added the potential V (ϕ, ζ), which originates from microscopic details of

the boundary and is non-universal. This boundary action can be obtained from the the free scalar and

the U(1) Maxwell theories by imposing a self-dual (or an anti-self-dual) constraint, εµνλ∂νζλ = ±∂µϕ.

[Balachandran and Teotonio-Sobrinho, 1993]

For the single-component Chern-Simons theory in (2 + 1) dimensions, the boundary is described by the

single-component chiral boson theory and cannot be gapped out. Different from the Chern-Simons theory,

the boundary theory of BF theory in (3 + 1) dimensions (also in (2 + 1) dimensions) can be gapped out

by adding some mass term (without symmetry protection). Although this gapless boundary theory is not

stable at all, it does encode some topological data in the bulk as we will discuss later. Therefore, in this

chapter, we will always assume that the surface state is gapless.

Let us now discuss, in more detail, the connection between the bulk excitations and the fields living

on the boundary. In the following we choose M = S1 × Σ, where the spatial manifold Σ is a solid torus,

Σ = D2×S1, and hence ∂M = T 3. Let us first consider a quasiparticle current consisting of a quasiparticle

carrying n0 units of charges (n0 ∈ Z):

jµqp(x) = n0

∫
L

dτ
dXµ(τ)

dτ
δ(4)[x−X(τ)] (5.64)

where L is the world-line of the quasiparticle, and the coordinate Xµ(τ) represents the trajectory of the

particle. For the quasiparticle at rest, X1,2,3(τ) = const. = X1,2,3,

j0
qp(x) = n0δ

(3)(~x− ~X). (5.65)

Integrating the equation of motion over the total space,

K

4π

∫
Σ

d3x ε0ijk∂ibjk =

∫
Σ

d3x j0
qp = n0. (5.66)

Using Stokes’ theorem,
∫

Σ
db =

∫
∂Σ
b = (1/2)

∫
∂Σ
bijε

ijd2x, and substituting bij = ∂iζj − ∂jζi, this reduces
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to

∫
∂Σ

d2x εij∂iζj =
2π

K
n0. (5.67)

Hence adding a quasiparticle in the bulk corresponds to introducing flux on the surface.

Similarly, let us consider to introduce a quasivortex source:

jµνqv (x) = n

∫
S

d2σεαβ
∂Xµ(σ)

∂σα
∂Xν(σ)

∂σβ
δ(4)[x−X(σ)], (5.68)

where S is the world-surface of the quasivortex, and the coordinate Xµ(σ) represents the trajectory of the

particle in spacetime, and n is an integer. Let us consider a straight quasivortex at rest, stretching along

a non-contractible cycle of the bulk solid torus. For convenience, this direction is taken as the x-direction

(Fig. 5.1). Then, j02
qv = j03

qv = 0 and

j01
qv(x) = n2δ(x

2 −X2)δ(x3 −X3). (5.69)

where X2,3(σ) = const. and we have renamed the integer n as n2. Integrating the equation of motion over

space,

L1 ×
K

2π

∫
dydz ε01ij∂iaj = n2 × L1, (5.70)

where i, j = 1, 2 and L1 = 2πR1 is the length of the quasivortex stretching in the x-direction, and we noted

the flux ε01ij∂iaj is independent of x1. Using Stokes’ theorem, and substituting ai = ∂iϕ,

∮
dy∂yϕ =

2π

K
n2. (5.71)

Hence introducing a quasivortex (quasivortices) along the non-contractible loop in the bulk corresponds to

introducing winding of the scalar boson on the surface.

One may wish to develop a similar argument for a quasivortex (quasivortices) stretching in the y-direction.

(Fig. 5.1 (c)). It should however be noted that once we fix our geometry as above (Fig. 5.1 (b)), loops running

in the y-direction are contractible in the bulk. In other words, if one constructs a solid torus by filling “inside”

of a two-dimensional torus, one needs to specify one of non-contractible cycles on the two-dimensional torus,

such that after filling, this cycle now is contractible in the sold torus.
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(a) (b) (c)

Figure 5.1: (a) The presence of a point-like quasiparticle in the bulk (solid torus) induces a fractional flux
on the spatial boundary Σ (torus). (b) The presence of a quasivortex line in the bulk twists the boundary
conditions of the surface theory. Here and in (c), the bulk is presented as a filled cylinder where the top and
the bottom of the cylinder are identified. The shaded surface is a sheet of the branch cut which emanates
from the quasivortex, and intersects with the spatial boundary (depicted by a wavy line). The surface
excitations experience a twisted boundary condition as they go through the branch cut. (c) Similar to (b),
a bulk quasivortex, which creates a branch cut on the surface which now goes along a different cycle of the
surface, is depicted.

5.3.2 The surface theory and quantization

We now proceed to the canonical quantization of the surface theory. We start from the surface Lagrangian

density

L =
K

2π
(εij∂iζj)(∂tϕ)

− 1

2λ1
(εij∂iζj)

2 − 1

2λ2
Gij∂iϕ∂jϕ. (5.72)

The boson field ϕ is compact and satisfy

ϕ ≡ ϕ+ 2π. (5.73)

I.e., physical observables are bosonic exponents

exp[imϕ(t, r)], m ∈ Z. (5.74)

The winding number of ϕ is quantized, in the absence of bulk quasiparticles, according to

∮
dxi∂iϕ = 2πNi, Ni ∈ Z, (5.75)
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where i = 1, 2 and i is not summed on the right hand side. On the other hand, the gauge field ζi is compact,

meaning that physical observables are Wilson loops,

exp im

∫
C

dxiζi(t, r), m ∈ Z, (5.76)

where C is a closed loop on ∂Σ = T 2. The flux associated to ζi is quantized, in the absence of bulk

quasiparticles, according to

∫
dxdy εij∂iζj = 2πN0 (5.77)

where N0 is an integer. The canonical commutation relation is

[ϕ(t, r), εij∂iζj(t, r
′)] =

2πi

K
δ(2)(r − r′) (5.78)

In the following, we fix λ1 and λ2 according to

(2π)2

K2λ1λ2
= 1. (5.79)

This choice is convenient since it gives rise to the same energy dispersion as the compactified free boson

discussed in the previous section.

To proceed, we consider the mode expansion of the fields. The equations of motion are

−K

2π
εij∂i∂tζj +

1

λ2
Gij∂i∂jϕ = 0,

−K

2π
εlk∂l∂tϕ+

1

λ1
εlk∂l(εij∂iζj) = 0. (5.80)
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The mode expansion consistent with the equations of motion are

ϕ(r) = α0 +
β1x

R1
+
β2y

R2

+
1√
R1R2

√
1

2K2λ1

∑
k6=0

1

ω(k)1/2

×
[
a(k)e−ik·r + a†(k)e+ik·r] ,

ζj(r) =
αj

2πRj
+

β0

2πR1R2
xδj,2

+
1√
R1R2

√
λ1

8π2

∑
k6=0

−1

ω(k)3/2
εjmG

mlkl

×
[
a(k)e−ik·r + a†(k)e+ik·r] , (5.81)

where the eigenvalues of β0 and β1,2 describes the flux (associated with the gauge field a in the bulk), and

the winding of the ϕ field, respectively. The quantization conditions of these variables will be discussed

momentarily. Reflecting the compact nature of the ϕ and ζj fields, the zero modes are compact variable

αµ ≡ αµ + 2π (µ = 0, 1, 2); For α0, the compactification condition comes from the fact that physical

observables are given as bosonic exponents (5.74). Similarly, for α1,2, that physical observables are given

in terms of Wilson loops (5.76), and that these Wilson loop operators must be invariant under large gauge

transformations imposes the compactification condition, α1,2 ≡ α1,2 + 2π.

From the commutator [ϕ(t, r), εij∂iζj(t, r
′)], we read off

[a(k), a†(k′)] = δk,k′ ,

[α0, β0] =
2πi

K

1

2π
. (5.82)

From the compactification condition α0 ≡ α0 + 2π, β0 is quantized according to

β0 =
M0

K
, M0 ∈ Z. (5.83)

This quantization condition translates into

∫
dxdy εij∂iζj =

2πM0

K
. (5.84)

Compared with the quantization condition (5.77), the flux is now quantized in the fractional unit. We will
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separate M0 into its non-fractional and fractional parts as

M0 = KN0 + n0, N0 ∈ Z, n0 = 0, . . . ,K− 1, (5.85)

and write the quantization condition of β0 as

β0 = N0 + n0/K. (5.86)

The quantization condition of β1,2 can be discussed similarly. From the commutator [ϕ(t, r), εij∂iζj(t, r
′)],

we infer

[εij∂iϕ(t, r), ζj(t, r
′)] = −2πi

K
δ(2)(r − r′), (5.87)

which implies

[β1, α2]− [β2, α1] = −2πi

K

1

2π
. (5.88)

One can choose, for example,

[β1, α2] = 0, [β2, α1] =
2πi

K

1

2π
. (5.89)

This choice may be consistent with the previous consideration from the bulk point of view, and in particular

with the comment below (5.71). I.e., this choice may correspond to choosing which non-contractible loops

on the surface are contractible in the bulk, when forming a solid torus starting from the two-dimensional

torus by filling its “inside”.

From the compactness of the gauge field ζi, the zero modes satisfy αi ≡ αi + 2π, which imposes the

quantization condition

β2 =
M2

K
, M2 ∈ Z. (5.90)

As before, we split M2 into the fractional and non-fractional parts,

M2 = KN2 + n2, N2 ∈ Z, n2 = 0, . . . ,K− 1. (5.91)
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With this, the boson field obeys the twisted boundary condition

ϕ(t, x, y + 2πR2) = ϕ(t, x, y) + 2π
(
N2 +

n2

K

)
. (5.92)

While above consideration allows winding in the y-direction but not in the x-direction, in computing the

partition functions of the surface theory in the next section, we consider winding in both directions,

ϕ(t, x+ 2πR1, y) = ϕ(t, x, y) + 2π
(
N1 +

n1

K

)
,

ϕ(t, x, y + 2πR2) = ϕ(t, x, y) + 2π
(
N2 +

n2

K

)
, (5.93)

That is

βi=1,2 = N1,2 + n1,2/K. (5.94)

To summarize, in the presence of twisted boundary conditions, the mode expansion of the fields are given

by

∂iϕ(t, r) =
Ni + ni/K

Ri

+
−i√
R1R2

√
1

2K2λ1

∑
k 6=0

ki√
ω(k)

×
[
−a(k)e−iω(k)t−ik·r + a†(k)e+iω(k)t+ik·r

]
,

εij∂iζj(t, r) =
N0 + n0/K

2πR1R2

+
−i√
R1R2

√
λ1

8π2

∑
k6=0

√
ω(k)

×
[
a(k)e−iω(k)t−ik·r − a†(k)e+iω(k)t+ik·r

]
, (5.95)

The above consideration is somewhat analogous to the quantization of the chiral boson theory that

appears at the edge of the (2+1)d Chern-Simons theory at level K. The (1+1)d chiral boson theory defined

on a spatial circle of radius 2π is described by the Lagrangian density

L =
K

4π
∂xΦ(∂t − ∂x)Φ, (5.96)

where Φ is a single component boson theory compactified as Φ ≡ Φ + 2π, and obeys the canonical com-
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mutation relation [Φ(x), ∂xΦ(x′)] = (2πi/K)δ(x − x′). The zero mode part of Φ, defined by the mode

expansion

Φ(t, x) = Φ0 − p(t+ x) + i
∑
n 6=0

bne
−in(t+x), (5.97)

satisfies [Φ0, p] = i/K. This then suggests the quantization rule, p = (integer)/K, and the boundary condition

of the chiral boson field

Φ(t, x+ 2π) = Φ(t, x)− 2π(integer)

K
. (5.98)

Thus, the canonical quantization naturally leads to the twisted boundary condition of the chiral boson field.

Quantization of the surface theory with the above twisted boundary conditions gives the spectrum of

local as well as nonlocal (quasiparticles) excitations, which obey untwisted and twisted boundary conditions,

respectively. Once we specify the boundary condition (with some integer vector nµ=0,1,2), the theory is

quantized within one sector (labeled by the equivalence class [~n] with the relation ~n ≡ ~n + K~Λ where ~Λ is

a vector with integer entries) of the original spectrum. For this surface theory, there are K3 sectors in this

compactified theory and is consistent with the K3 ground states of single component BF theory defined on

T 3.

5.3.3 The partition functions and modular transformations

Now we compute the partition function (coupled to the T 3 metric):

Zn0n1n2 = TrHn0n1n2

[
e−2πR0H

′
]

(5.99)

where Hn0n1n2
is the Hilbert space twisted by n0, n1, n2 fractional quantum numbers, and

H ′ = H + i
αR1

R0
Px + i(αβ + γ)

R2

R0
Py,

H =

∫
dxdy

K2λ1

8π2

[
4π2

K2λ2
1

(εij∂iζj)
2 +Gij∂iϕ∂jϕ

]
,

Pi =

∫
dxdy

K

2π
(εlm∂lζm)(∂iϕ). (5.100)

The calculation of the partition function goes in parallel with the calculation presented in the previous
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section for the free boson theory. To see this, we note, from the equation of motion,

εij∂iζj =
Kλ1

2π
∂tϕ (5.101)

up to a constant term. Thus, in terms of ϕ, the Hamiltonian density and the commutation relation are given

by

H =
1

2

K2λ1

(2π)2

[
(∂tϕ)2 +Gij∂iϕ∂jϕ

]
,

[ϕ(t, r), ∂tϕ(t, r′)] =
(2π)2i

K2λ1
δ(2)(r − r′). (5.102)

By introducing the rescaled field,

φ̃ = K

√
λ1

2
ϕ (5.103)

the Hamiltonian and the commutation relation can be made isomorphic to those of the free boson theory.

The compactification condition of the rescaled boson field is

r = K

√
λ1

2
. (5.104)

The partition function Zn0n1n2 can now be computed from the partition function of the free boson theory.

The zero mode part of the partition function for each excitation sector is obtained from Z0 (Eq. (5.37)) by

making replacement N0 → KN0 + n0 and Ni → Ni + ni/K (i = 1, 2):

Zn0n1n2 =
∑

N0,1,2∈Z
exp

{
− πK2τ2

2r2R2
Ñ2

0 − 2r2πR2τ2

[
Ñ1 + βÑ2

]2
− 2r2πR0R1

R2
Ñ2

2

+ 2πiτ1KÑ0

[
Ñ1 + βÑ2

]
+ 2πiγKÑ0Ñ2

}
, (5.105)

where we have introduced the notation

Ñµ := Nµ + nµ/K. (5.106)

For the oscillator part, since the Hamiltonian is the same as the oscillator part for the compact boson, the
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partition function is exactly the same as the free boson case presented above. Thus we have

Zosc = Zs2=0Zs2 6=0

=

∣∣∣∣ 1

η(τ)

∣∣∣∣2 ∏
s2∈Z+

Θ−1
[βs2,γs2]

(
τ,
R1

R2
s2

)
. (5.107)

The total partition function for each sector is Zn0n1n2 = Zn0n1n2Zosc.

Although the surface theory of the (3+1)d BF theory resembles the compactified free boson discussed

in the previous section, these theories are physically different. For the compactified boson, the partition

function is invariant under the S and T modular transformations: It is anomaly-free and a well-defined

theory on the (2 + 1)d spacetime torus. On the other hand, for the surface theory, the partition function for

each sector is not modular invariant and thus it is not a well-defined theory on the (2+1)d torus. It should be

regarded as the boundary theory of a higher-dimensional topological phase. There are K3 sectors determined

by three quantum number n0,1,2 and they form a complete basis under S and T modular transformations,

as we will show now.

Under M transformation, quantum numbers are transformed as

M :


N1 + n1

K

N2 + n2

K

N0 + n0

K

→


−N2 − n2

K

N1 + n1

K

N0 + n0

K

(5.108)

To discuss U ′1 transformation, we use the Poisson resummation to rewrite the summation over N0 and

N1 in Zn0n1n2 and rewrite the zero-mode partition function as

Zn0n1n2 =
1

K|τ |
∑

N2,M0,1∈Z
exp

{
− πτ2

2r2R2|τ |2
M2

1 −
2r2πR2τ2
|τ |2

[
M0

K
− γÑ2

]2

− 2πr2R0R1

R2
Ñ2

2

− 2πiτ1K

|τ |2
M1

K

[
M0

K
− γÑ2

]
+ 2πiβÑ2M1 +

2πin1

K
M1 +

2πin0

K
M0

}
. (5.109)

Let us introduce

M1 := KN ′0 + n′0, M0 := KN ′1 + n′1 (5.110)
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Then, the partition function can be written as

Zn0n1n2 =
1

K|τ |
∑

N2,M0,∈Z

∑
n′

0,1∈ZK

exp

[
− πτ2K

2

2r2R2|τ |2
Ñ ′20 −

2r2πR2τ2
|τ |2

[
Ñ ′1 − γÑ2

]2
− 2πr2R0R1

R2
Ñ2

2

− 2πiτ1K

|τ |2 Ñ ′0

[
Ñ ′1 − γÑ2

]
+ 2πiKβÑ2Ñ

′
0 +

2πin1n
′
0

K
+

2πin0n
′
1

K

]
, (5.111)

where
∑
n∈ZK

:=
∑K−1
n=0 . From these expressions, under U ′1 transformation,

(U ′1Z)n0n1n2 =
1

K

∑
n′

0,1∈ZK

e
2πi
K (n0n

′
1+n1n

′
0)Zn′

0n
′
1n2 . (5.112)

Combined with the M transformation, we can write down the modular S and T matrices:

Sni,n′
i

=
1

K
δn1,n′

2
e−

2πi
K (n′

0n2−n0n
′
1),

Tni,n′
i

= δn0,n′
0
δn1,n′

1
δn2,n′

2
e

2πi
K n0n1 . (5.113)

This result is consistent with previous works, Refs. [Moradi and Wen, 2015, Jiang et al., 2014], and also

[Wang and Wen, 2015], where the action of the modular transformations are calculated in the bulk. In

terms of the bulk physics, the S matrix describes the braiding phase between particle and loop exci-

tations, whereas the T matrix encodes information related to (3 + 1)d analogue of topological spins.

[Moradi and Wen, 2015] (See also Refs.[Wang and Levin, 2015, Wang and Levin, 2014, Lin and Levin, 2015,

Jian and Qi, 2014].) The exact agreement between the S and T matrices calculated in the bulk and the

boundary suggests there is one-to-one correspondence, the bulk-boundary correspondence in (3+1)d.

The computed S and T matrices (5.113) are expected to be consistent with the algebraic relations in

Eq. (5.27): As in (1+1)d CFTs, together with the charge conjugation matrix C, S and T matrices should

obey essentially the same algebraic relations as Eq. (5.27). Assuming the charge conjugation matrix is unity,

C = 1, we have checked, for the case of K = 2, 3, 4, 5, the S and T matrices satisfy all the above constraints

except the last equation in Eq. (5.27).

Before we leave this section, as we have done in the previous section, it is instructive to dimensionally

reduce the partition functions of the surface theory of the (3+1)d BF theory. For each given sector, after
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dimensional reduction, the partition function is given by

Zn0,n1 =
1

|η(τ)|2
∑

N0,1∈Z
exp

{
−πτ2K

(
N0 +

n0

K

)2

− πτ2K
(
N1 +

n1

K

)2

+2πiτ1K
(
N0 +

n0

K

)(
N1 +

n1

K

)}
. (5.114)

Here, we made a convenient choice λ1 = 1/K, i.e., 2r2 = K. This is the same as the character of the edge

theory of the (2+1)d ZK gauge theory in its topological phase. The effective Lagrangian density of the edge

CFT is by

L =
1

4π
∂t~Φ

TK∂x~Φ− ∂x~ΦTV∂x~Φ, (5.115)

where K = Kσx and V is a symmetric and positive definite matrix that accounts for the interaction on the

edge and is non-universal. The characters defined in Eq. (5.114) can be simplified as

χab(τ) =
1

|η(τ)|2
∑
s,t

q
1

4K (Ks+a+Kt+b)2

q̄
1

4K (Ks+a−Kt−b)2

(5.116)

where a = n0 and b = n1. There are K2 characters in total. Under the S and T modular transformations,

they are transformed as

χab(τ + 1) = e2πi abK χab(τ),

χab(−1/τ) =
1

K

∑
a′,b′

χa′b′(τ)e−2πi a
′b+b′a

K . (5.117)

5.3.4 Entropy of the boundary theory

In this section, we compute the thermal entropy

ST :=
d

dT
[T lnχa] , (5.118)

obtained from the partition functions of the boundary theory discussed above. Here, χa is the partition

function in the sector labeled by a = (n0, n1, n2), and

1/T = 2πR0 (5.119)
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is the inverse temperature.

While ST is defined for a system with a real (physical) boundary, it is expected to carry information on the

universal topological part of the entanglement entropy (the topological entanglement entropy). The latter is

defined for the bulk system (the BF theory) defined on a manifold without a physical boundary, and obtained

by integrating out (tracing over) a subregion B (compliment to, say, subregion A). [Kitaev and Preskill, 2006,

Fendley et al., 2007, Cappelli and Viola, 2011, Qi et al., 2012]

We are interested in the entropy ST in the limit R1/R0 → ∞ and R1/R2 → ∞. (We could also

equivalently take the limit with R1 and R2 exchanged, in which case, we have to resum differently but

the result would be the same.) To evaluate the entropy in this limit, we first make use of the S-modular

transformation, [Affleck and Ludwig, ] and write

ST =
d

dT

[
T ln

(
Sbaχb(−1/τ)

)]
. (5.120)

In the above limit, only the identity character gives rise to the dominant contribution, limR1/R0→∞,R1/R2→∞ χa(τ) =

S0
aχ0(−1/τ), as seen from Eq. (5.111). Hence

ST |R1/R0→∞,R1/R2→∞ =
d

dT

[
T ln

(
S0
aχ0

)]
. (5.121)

Then using the modular S matrix computed in the previous section,

ST |R1/R0→∞,R1/R2→∞ =
d

dT

[
T ln

(
1

K
χ0

)]
= − ln K +

d

dT
[T lnχ0] . (5.122)

The first term is the subleading term, and identical to the bulk topological entanglement entropy, although

ST and the entanglement entropy are defined differently. The second term is the extensive piece, which

basically corresponds to the entropy of the free boson and is the usual leading order term. (When ST is

interpreted as the entanglement entropy, the second term corresponds to the area law term.)
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5.4 The surface theory of the (3 + 1)d BF theory with the Θ term

Recall that in the surface theory of the BF theory discussed in the previous section, there are three quantum

numbers M0,1,2, which we wrote in terms of their non-fractional and fractional parts as

Mµ = Nµ +
nµ
K
, µ = 0, 1, 2. (5.123)

These quantum numbers in the surface theory can be interpreted as arising from the presence of bulk

quasi-particles or quasi-vortices; M1,2 represents the fractional winding number of the ϕ field induced by

a bulk quaxi-vortex, whereas M0 represents a fractionalized flux threading the surface induced by a bulk

quasi-particle.

In this section, we consider the following “twist” of the quantum number

M0 →M0 +
Q1M2 −Q2M1

K

= M0 +
Q×M

K
, (5.124)

in the surface theory of the BF theory, where Q1,2 are fixed integers, and we have introduced the notation

Q×M := Q1M2 −Q2M1. (5.125)

This twist can be induced by considering a modification of the BF theory by introducing the Θ term (axion

term). In the next section, we will consider a similar twist to discuss three-loop braiding statistics.

5.4.1 The BF theory with the Θ-term in (3+1)d

We motivate the twist (5.124) by considering the following modification of the bulk BF theory by adding a

Θ-term:

Sbulk =

∫
M

[
K

2π
b ∧ da− p

8π2
dΘ ∧ a ∧ da

− a ∧ Jqp − b ∧ Jqv
]
. (5.126)

In the second term (the-Θ term or axion term), p is a parameter, specific value of which will be discussed

later, Θ is a non-dynamical background field, and we consider an inhomogeneous but time-independent

configuration of Θ, which will be specified later. Compared to the standard form of the Θ term, Θda ∧ da,
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we have done an integration by part and put the derivative acting on Θ. Since the Θ field is non-dynamical,

we will interpret the presence of the Θ term as an introduction of a static defect. In Ref.[Lopes et al., 2015],

a similar effective action has been proposed to describe the thermal and gravitational response of topological

defects in superconducting topological insulators. [Chan et al., 2013] We also note that the BF theory with

the Θ-term, Θda ∧ da, has been proposed to describe the fermonic and bosonic topological insulators. In

Ref.[Jian and Qi, 2014], the BF theory with the Θ term was used to discuss three-loop braiding processes.

To see the Θ-term induces the twist (5.124), we assume the following configuration of the Θ-field:

Θ(x, y, z) =
Q1x

R1
+
Q2y

R2
. (5.127)

where Q1,2 are fixed integers. From the equation of motion,

K

2π
εµνλρ∂λaρ = jµνqv ,

K

4π
εµνλρ∂νbλρ +

p

4π2
εµνλρ∂νΘ∂λaρ = jµqp. (5.128)

By plugging the first equation into the second, these equations of motion reduce to

K

2π
εµνλρ∂λaρ = jµνqv ,

K

4π
εµνλρ∂νbλρ = − p

2πK
∂νΘjµνqv + jµqp. (5.129)

In the presence of quasiparticle and quasivortex sources, (5.65) and (5.69), the equations of motion integrated

over space are

K

2π

∫
dydz ε01ij∂iaj = M1,

K

2π

∫
dxdz ε02ij∂iaj = M2,

K

4π

∫
Σ

d3x ε0ijk∂ibjk = − p

K
QiMi +N0, (5.130)

where M1,2, N0 ∈ Z and we noted

∂iΘ

∫
d3x j0i

qv =
Qi
Ri
Mi × (2πRi) = 2πQiMi (5.131)
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(i is not summed over). These can be reduced to, by using Stokes’ theorem,

∫
dy∂yϕ =

2π

K
N2,∫

dx∂xϕ =
2π

K
N1,∫

d2x εij∂iζj =
2π

K
N0 +

2πp

K2
(Q×N), (5.132)

where M1 = −N2 and M2 = N1. Hence, upon choosing p = 1, in the presence of the defect field Θ, the

quantum number N0 in the surface theory is “twisted” as in Eq. (5.124).

We observe that the following action

S′bulk =

∫
d4x

K

4π
εµνλρ∂νbλρaµ

− jµqpaµ − jµνqv
1

2

[
bµν −

p

2πK
(aµ∂νΘ− aν∂µΘ)

]
(5.133)

shares the same equations of motion, Eq. (5.129), as the BF theory with Θ terms, (5.126). Hence, the

boundary theory derived from S′bulk has the same quantization rules of the zero modes as the boundary

theory of Sbulk. In the next section, we will consider the boundary theory derived from S′bulk, and its

partition functions.

To contrast the two theories Sbluk and S′bulk, we note, in Sbulk, that the coupling to the currents are

“normal” while the commutators are “abnormal”, in the sense that the commutators among fields a, b are

modified due to the presence of the theta term. On the other hand, in S′bulk, the commutators are normal

(the same as the ordinary BF theory) while the coupling to the current is “abnormal”. (Since that the

commutators are the same as the ordinary BF theory, S′bulk and the corresponding boundary theory can be

analyzed in a complete parallel with the BF theory – a practical reason why we will consider on S′bulk in the

following – expect for the zero mode part.)

In spite of these differences, these theories lead to the same quantization conditions (the same “lattice”

of quantum numbers) of zero modes. To see how this is possible, we note that the quantization rule of the

zero modes are determined both by (a) the canonical commutation relations and (b) the compactification

conditions. The compactification condition is determined by declaring physically observable Wilson loop

operators. This in term is determined from the coupling of the theory to the current. Therefore, in the

original theory, (a) is abnormal but (b) is normal. In the modified theory, (a) is normal but (b) is abnormal.

In the next section, we demonstrate this by deriving the quantization conditions (5.132), derived from the

bulk point of view here, in terms of the boundary theory of S′bulk.
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5.4.2 The surface theory and partition functions

The compactification conditions and quantization rules

We now proceed to consider the surface theory of the bulk theory (5.133). Without sources, the surface

theory is described by the same Lagrangian density as the surface of the BF theory, (5.72), and hence has

the same canonical commutation relations. This immediately means that the oscillator part of the surface

theory can be treated in exactly the same as before. On the other hand, reflecting the abnormal coupling

of the gauge fields to the currents in the bulk action S′bulk, the compactification conditions of the boundary

fields ϕ and ζ are modified, as we will now discuss.

As we noted earlier, the coupling to the current can be written, e.g.,
∫
d4x jµqpaµ =

∮
L
a. Thus, introducing

a proper current corresponds to introducing a Wilson loop. If we now consider a Wilson line L that is spatial,

and that ends at the boundary,

∫
L

a =

∫
L

dϕ =

∫
∂L

ϕ = ϕ(∂L) (5.134)

where we noted ∂L is a point, and we have used the solution to the Gauss law constraint, aa = ∂aϕ

(a = 1, 2, 3). Thus,

exp im

∫
L

a = exp [imϕ(∂L)] (5.135)

This means that ϕ is compactified with the radius 2π.

Let us repeat the same exercise for the coupling to the quasivortex current:

∫
d4x jµνqv

1

2

[
bµν −

p

2πK
(aµ∂νΘ− aν∂µΘ)

]
=

∫
S

[
b− p

2πK
a ∧ dΘ

]
, (5.136)

where S is the world surface of a quasivortex (quasivortices). In the presence of a boundary and using

b = dζ, this is evaluated as

=

∫
S

[
dζ − p

2πK
dϕ ∧ dΘ

]
=

∫
∂S

[
ζ − p

2πK
ϕ ∧ dΘ

]
(5.137)
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where the boundary of the world sheet is on the surface. We thus have a Wilson line on the surface:

exp im

∫
∂S

[
ζ − p

2πK
ϕ ∧ dΘ

]
(5.138)

We now consider the case where ∂S is along the x- or y- cycles. Recalling the mode expansion Eq. (5.81), and

noting (p/2πK)
∫
Li
ϕdΘ = (p/K)α0Qi the zero modes enter into the integral

∫
∂S

[
ζ − p

2πKϕ ∧ dΘ
]

through

the following combinations

α1 −
p

K
Q1α0, α2 −

p

K
Q2α0. (5.139)

Together with α0, the following three linear combinations

vaµαµ, a = 0, 1, 2 (5.140)

are angular variables, where

v0 = (1, 0, 0)T ,

v1 =

(
−pQ1

K
, 1, 0

)T
, v2 =

(
−pQ2

K
, 0, 1

)T
. (5.141)

Noting the commutation relations among zero modes,

[α0,β0] = [α1,−β2] = [α2, β1] =
i

K
, (5.142)

we consider the linear combinations

wµa β̄µ, β̄ = (β0,−β2, β1), a = 0, 1, 2, (5.143)

where wa are translation vectors reciprocal to va:

wµav
b
µ = δab . (5.144)

Explicitly, they are given by

w0 =

(
1,

pQ1

K
,

pQ1

K

)
, w1 = (0, 1, 0), w2 = (0, 0, 1). (5.145)
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Then, in the “rotated” basis, the commutation relation takes the following canonical form:

[vaµαµ, w
ν
b β̄ν ] =

i

K
vaµw

µ
b =

i

K
δab . (5.146)

Due to the compacticity of vaµαµ, wνb β̄ν takes on values

wνb β̄ν =
1

K
×mb, mb=1,2,3 ∈ Z. (5.147)

Inverting this relation,

β̄µ =
1

K
uaµma, uaνw

µ
a = δµν (5.148)

where

u0 = (1, 0, 0)
T
,

u1 =

(−pQ1

K
, 1, 0

)T
, u2 =

(−pQ2

K
, 0, 1

)T
. (5.149)

Renaming the integers as m0 → N0, m1 → −N2, and m2 → N1, Eq. (5.148) is nothing but the quantization

rule (5.132).

The partition functions

With the twist (5.124), we can now write down the zero mode partition function. Let us recall the partition

function of the BF surface without the theta term, Zn0n1n2 , defined in Eq. (5.105). For later use, we write

Zn0n1n2 as

Zn0n1n2 =
∑

N0,1,2∈Z
fK (M0,Mi)

=
∑

N0,1,2∈Z
fK (KN0 + n0,KNi + ni) , (5.150)

where fK is defined by the summand in Eq. (5.105), and recall Mµ = KNµ + nµ. We will call the partition

function resulting from the twist Zn0n1n2

Q1Q1
. It is given by

Zn0n1n2

Q1Q2
=

∑
N0,1,2∈Z

fK

(
KN0 + n0 +

Q×M
K

,KNi + ni

)
. (5.151)
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To proceed, we write

Mi = KNi + ni = K2N̄i + Kti + ni,

Qi = KRi + ri = K2R̄i + Ksi + ri, (5.152)

where new integers N̄i, R̄i, Ri and ZK variables ti, si, ri are introduced. In the following, we will show that

the zero mode partition function depends on Qi only through ri, and hence can be denoted as Zn0n1n2
r1r2 , and

that the partition function can be written as

Zn0n1n2
r1r2 =

∑
t1,2∈ZK

X n̄0n̄1n̄2 , (5.153)

where we have introduced

n0 := n0 + s× n+ r × t mod K,
n̄0 := Kn0 + (r × n)

n̄1 := Kt1 + n1

n̄2 := Kt2 + n2,

(5.154)

(i.e., n0 = (n0 + s× n+ r × t)%K) and X n̄0n̄1n̄2 is defined by

X n̄0n̄1n̄2 :=
∑

A0,N̄1,2∈Z
fK

(
KA0 +

n̄0

K
,K2N̄i + n̄i

)
. (5.155)

To show Eq. (5.153), we start by writing the partition function in terms of variables introduced in Eq.

(5.152):

Zn0n1n2

Qi=K2R̄i+Ksi+ri
=

∑
N0,N̄1,2∈Z

∑
t1,2∈ZK

× fK

(
KN0 + n0 +

Q×M
K

,K2N̄i + Kti + ni

)
. (5.156)

By further introducing

a0 = n0 + s× n+ r × t,

A0 = N0 + (KR̄+ s)×N + R̄× n+ r × N̄ , (5.157)
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and noting the equality

KN0 + n0 +
Q×M

K
= KA0 + a0 +

r × n
K

(5.158)

Then,

Zn0n1n2

Qi=K2R̄i+Ksi+ri
=

∑
N0,N̄1,2∈Z

∑
t1,2∈ZK

× fK

(
KA0 + a0 +

r × n
K

,K2N̄i + Kti + ni

)
. (5.159)

We now fix t1,2 and consider

Xn0n1n2,t1t2
Qi=K2R̄i+Ksi+ri

=
∑

N0,N̄1,2∈Z

× fK

(
KA0 + a0 +

r × n
K

,K2N̄i + Kti + ni

)
. (5.160)

Note that once t1,2 are fixed, a0 is fixed. Converting the summation over N0 to a summation over A0,

Xn0n1n2,t1t2
Qi=K2R̄i+Ksi+ri

=
∑

A0,N̄1,2∈Z

× fK

(
KA0 + a0 +

r × n
K

,K2N̄i + Kti + ni

)
. (5.161)

Note that the s and n0 dependence of the right hand side comes only from a0. Also, after converting

the sum
∑
N0
→ ∑

A0
, the R̄i dependence is gone. So, we write Xn0n1n2,t1t2

Qi=K2R̄i+Ksi+ri
simply as Xa0n1n2,t1t2

ri .

Observe that Xn0n1n2,t1t2
Qi=K2R̄i+Ksi+ri

appears to depend on nine ZK-valued parameters, n0,1,2, t1,2, s1,2, r1,2 After

the reorganization we have just done, we lost s1,2, and we now only have six ZK parameters, n1,2, t1,2, r1,2

and a0. While a0 is not ZK-valued, we can shift a0 such that

a0 = K× (integer) + [a0] (5.162)

where the second term takes values 0, . . .K− 1. Then,

X [a0]n1n2,t1t2
r1r2 =

∑
A0,N̄1,2∈Z

× fK

(
KA0 + [a0] +

r × n
K

,K2N̄i + Kti + ni

)
. (5.163)
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Observing that X
[a0]n1n2,t1t2
r1r2 depends on [a0], n1,2, t1,2 only through n̄0,1,2 defined in Eq. (5.163), rewriting

Eq. (5.163) in terms of n̄0,1,2 completes the derivation of Eq. (5.153).

Modular transformations

We now discuss the modular properties of the partition functions. Under the U2 transformation, the zero-

mode partition functions are transformed according to

(U2X)n̄0n̄1n̄2 = e−
2πi
K2 n̄0n̄1X n̄0n̄1n̄2 . (5.164)

On the other hand, under the U ′1 transformation, the partition functions are transformed as

(U ′1X)n̄0n̄1n̄2 =
1

|τ |K2

∑
n̄′

0,1,r̄
′
0,1

e
2πi
K2 (n̄0n̄

′
1+n̄1n̄

′
0)X n̄′

0n̄
′
1n̄2 (5.165)

where n̄′0 ≡ Kn′0 + r′1n2 − r′2n′1.

Observe that, upon the U ′1 transformation, partition functions with new parameters r′1 and r′2 generated.

Since r1 and r2 are the given quantum numbers from the Θ term, the action of modular transformations is

not closed.

5.5 Coupling two BF theories – three-loop braiding statistics

In the twist (5.124), the integers Q1,2 are fixed and treated as a background. I.e., Θ is a non-dynamical

field. We have seen that the surface partition functions do not form a complete basis under modular

transformations. To circumvent this issue, one may consider to treat Q1 and Q2 as dynamical variables,

which may come from another copy of the BF theory. In this section, we will discuss two copies of the BF

surface theories which are coupled via cubic terms.

Let us start from two decoupled copies of the BF surface theories. Let M0,1,2 and Q0,1,2 label different

twisted sectors of the first and second copy, respectively. We consider to twist these quantum numbers by

M0 →M0 +
Q×M

K
,

Q0 → Q0 +
M ×Q

K
. (5.166)

Here, unlike Eq. (5.124), both M and Q are dynamical variables.

In the next section, we start by introducing an (3+1)d bulk field theory, Eq. (5.167), or its alternative
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form (5.173), which realizes precisely the twist (5.166). We will analyze the modular properties of the

resulting zero mode partition functions at the surface. The oscillator part of the partition function is simply

given by the partition function of the two decoupled copies of free boson theories. By computing the S and

T matrices acting on the zero mode partitions, we argue that the action (5.167) realizes three loop braiding

statistics.

5.5.1 The bulk field theory

The cubic theory Let us motivate the twist (5.166). We propose to work with the following bulk action:

Sbulk =

∫
M

[
K

2π
δIJb

I ∧ daJ

+
p1

4π2
a1 ∧ a2 ∧ da2 +

p2

4π2
a2 ∧ a1 ∧ da1

− δIJbI ∧ JJqv − δIJaI ∧ JJqp
]
, (5.167)

where I, J = 1, 2 and p1,2 are, as the level K, constant parameters of the theory. Similar action has been dis-

cussed in Ref.[Kapustin and Thorngren, 2014, Wang et al., 2015, Wan et al., 2015, Ye and Gu, 2015]. The

equations of motion are

K

2π
daI = JIqv,

K

2π
db1 +

p1

4π2
a2 ∧ da2

− p2

2π2
a2 ∧ da1 +

p2

4π2
da2 ∧ a1 = J1

qp,

K

2π
db2 +

p2

4π2
a1 ∧ da1

− p1

2π2
a1 ∧ da2 +

p1

4π2
da1 ∧ a2 = J2

qp. (5.168)

As in our previous discussion in the BF theory with and without the theta term, let us consider a fixed,

static quasiparticle and quasivortex configuration and integrate the equation of motion over space. By

solving the first equation of motion as aI = (2π/K)(d−1JIqv), plugging the solution to the second and the
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third equations of motion, and integrating over space,

K

2π

∫
Σ

db1 = − p1

K2

∫
Σ

(d−1J2
qv) ∧ J2

qv

+
p2

K2

∫
Σ

(d−1J2
qv) ∧ J1

qv +

∫
Σ

J1
qp,

K

2π

∫
Σ

db2 = − p2

K2

∫
Σ

(d−1J1
qv) ∧ J1

qv

+
p1

K2

∫
Σ

(d−1J1
qv) ∧ J2

qv +

∫
Σ

J2
qp, (5.169)

where note that in the static configurations considered here, Jqv is a delta function one form supporting a

spatial loop, whereas Jqp is a delta function three form supporting a spatial point. Correspondingly, d−1Jqv

is a delta function 0 form supporting a three dimensional manifold. The contributions to
∫

Σ
dbI is coming

from quasivortex loops,
∫

Σ
(d−1JIqv) ∧ JJqv, are given in terms of their linking number.

Considering now the specific geometry Σ = D2×S1 with the boundary (surface) ∂Σ = T 2, we can derive

the quantization rule of the zero modes of the boundary fields. Using the Gauss law constraint to write the

boundary conditions in terms of ϕI and ζI , the bulk equations of motion translate in to

K

2π

∫
S1
i

dϕ1 = Mi,
K

2π

∫
S1
i

dϕ2 = Qi,

K

2π

∫
∂Σ

dζ1 − p2

4π2

∫
∂Σ

dϕ2 ∧ dϕ1 = M0,

K

2π

∫
∂Σ

dζ2 − p1

4π2

∫
∂Σ

dϕ1 ∧ dϕ2 = Q0. (5.170)

With p1 = p2 = K, these correspond precisely to the twist (5.166).

Note that if we naively gauge transform as bI → bI + dζI and aI → a + dϕI , we find that the theory

is not gauge invariant. Moreover these gauge transformations are not generated by Gauss constraints. We

propose the following alternate gauge transformations.

b1 → b′1 = b1 + dζ1 − p2

2πK

(
a2 ∧ dϕ1 + dϕ2 ∧ a1

)
,

b2 → b′2 = b2 + dζ2 − p1

2πK

(
a1 ∧ dϕ2 + dϕ1 ∧ a2

)
,

aI → a′I = aI + dϕI . (5.171)

Therefore the action with cubic term in Eq.(5.167) is gauge invariant. For the term coupling to the sources,

by demanding the gauge invariance, we can get the new conservation law of currents.

On an open manifold, the action picks up a gauge anomaly on the boundary under these gauge transfor-
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mations

Sbulk[b′, a′] = Sbulk[b, a]

+
K

2π

∫
∂M

δIJdζ
I ∧ aJ

+
1

4π2

∫
∂M

(
p1dϕ

1 ∧ dϕ2 ∧ a2 + p2dϕ
2 ∧ dϕ1 ∧ a1

)
. (5.172)

This anomaly then must be compensated by an appropriate boundary field theory.

The alternative quadratic theory Instead of tackling the cubic theory (5.167) and the corresponding

surface theory, as in our discussion in the BF theory with theta term, we consider an alternative form of the

theory. We note that the equations of motion (5.168) can be derived from the following alternative action:

S′bulk =
K

2π

∫
δIJb

I ∧ daJ −
∫
δIJa

J ∧ JIqp

−
∫ [

b1 +
p2

2πK
a1 ∧ a2

]
∧ J1

qv

−
∫ [

b2 +
p1

2πK
a2 ∧ a1

]
∧ J2

qv. (5.173)

Unlike Sbulk, this theory is quadratic. Integrating over aI and bI , one obtains the effective action of the

currents

∫
D[aI , bI ]eiS

′
bulk = eiSeff (5.174)

where

Seff = −2π

K

∫
(d−1JIqv) ∧ JIqp

+

(
2π

K

)3

p1

∫
(d−1J1

qv) ∧ (d−1J2
qv) ∧ J2

qv

+

(
2π

K

)3

p2

∫
(d−1J2

qv) ∧ (d−1J1
qv) ∧ J1

qv. (5.175)

The first term in the effective action describes, as in the ordinary BF theory, the quasparticle-quasivortex

braiding statistics while the second and third terms include interactions among three quasivortex lines.

From the coupling to the currents, we read off the Wilson loop and Wilson surface operators in the
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theory:

exp

[
im

∫
L

aI
]
, exp in

∫
S

[
bI +

pĪ
2πK

aI ∧ aĪ
]
, (5.176)

where n and m are integers, L and S are arbitrary closed loop and surfaces, respectively, and we introduced

the notation 1̄ = 2 and 2̄ = 1, and the repeated capital Roman indices are not summer over here. These

operators (or rather their exponents) satisfy

[∫
C
aI ,
∫
S
BJ
]

=
2πi

K
δIJI(C, S),[∫

S
BI ,

∫
S′ B

J
]

= −2ipJ̄
K2

δIJ
∫
S#S′ a

J̄ +
2ipJ̄
K2

δIJ̄
∫
S#S′ a

J , (5.177)

where

BI := bI +
pĪ

2πK
aI ∧ aĪ , (5.178)

and as before the repeated capital Roman indices are not summed over. Note also the triple commutator

among
∫
S
BI is computed as

[[∫
S
BI ,

∫
S′ B

J
]
,
∫
S′′ B

K
]

=
4πpJ̄
K3

(
δIJδJ̄K − δIJ̄δJK

)
I(S#S′, S′′). (5.179)

To make a comparison between the cubic and quadratic theories, in the cubic theory, the canonical com-

mutation relations differ from the ordinary BF theory, while they remain the same in the quadratic theory.

In fact, in the cubic theory, the commutator among fields generates another field, [b, b] ∼ a, schematically.

On the other hand, the set of Wilson loop and surface operators in the cubic theory is conventional (i.e.,

identical to the ordinary BF theory) while it is modified in the quadratic theory as in (5.176). In spite of

these differences, the algebra of Wilson loop and surface operators of the two theories appear to be identical.

Therefore, we argue that the two theories are equivalent. In the following, we will proceed with the quadratic

theory.

the quantization rule of the zero modes We now derive the compactification condition of the boundary

fields from Eq.(5.176). In the presence of a boundary and using bI = dζI and aI = dϕI , the surface operators
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reduce to

exp im

∫
S

[
dζI +

pĪ
2πK

dϕI ∧ dϕĪ
]

= exp im

∫
∂S

[
ζI +

pĪ
2πK

ϕI ∧ dϕĪ
]

(5.180)

where the boundary of the world sheet is on the surface. We now consider the case where ∂S is along the

x- or y- cycles on the surface. Recalling the mode expansion

ϕI(r) = αI0 +
βI1x

R1
+
βI2y

R2
+ · · · ,

ζIj (r) =
αIj

2πRj
+

βI0
2πR1R2

xδj,2 + · · · , (5.181)

the zero modes enter into the integral
∫
∂S

[ζI + (pĪ/2πK)ϕI ∧ dϕĪ ] through the combinations

αIj +
pĪ
K
αI0β

Ī
j . (5.182)

We thus conclude

v1a
µ α

1
µ, v2a

µ α
2
µ, (5.183)

are angular variables, where

vI0 = (1, 0, 0)T ,

vI1 = (pĪβ
Ī
1/K, 1, 0)T , vI2 = (pĪβ

Ī
2/K, 0, 1)T . (5.184)

The rest of the discussion is essentially identical to the analysis made in Sec. 5.4.2. We recall the commutation

relations among zero modes

[αI0, β
J
0 ] = [αI1,−βJ2 ] = [αI2, β

J
2 ] =

i

K
δIJ , (5.185)

the following linear combinations of the zero modes are integer-valued

KwIνb β̄
I
ν = mI

b , mI
b ∈ Z, (5.186)
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where

wI0 =
(

1,−pĪβ
Ī
1/K,−pĪβĪ2/K

)
,

wI1 = (0, 1, 0) , wI2 = (0, 0, 1) . (5.187)

Inverting this relation, the eigenvalues are given by

Kβ1
0 = M0 −

p2

K
(Q×M),

Kβ1
1 = M2, Kβ1

2 = −M1,

Kβ2
0 = Q0 −

p1

K
(M ×Q),

Kβ2
1 = Q2, Kβ2

2 = −Q1, (5.188)

where Mµ and Qµ are integers.

5.5.2 The surface partition functions

With the twist (5.166), the two copies of the surface theories are coupled together. The partition functions

are given by

Zn0n1n2
r1r2 Zr0r1r2n1n2

(5.189)

where, as before, we decompose the quantum numbers as

Mµ = KNµ + nµ, nµ = 0, 1, . . . ,K− 1, Nµ ∈ Z,

Qµ = KRµ + rµ, rµ = 0, 1, . . . ,K− 1, Rµ ∈ Z, (5.190)

and noted, following the discussion in Sec. 5.4.2, the partition functions depend only on the fractional parts

of Mµ/K and Qµ/K. Following Sec. 5.4.2 further, we can write the partition functions as

Zn0n1n2
r1r2 Zr0r1r2n1n2

=
∑

t1,2,s1,2∈ZK

X n̄0n̄1n̄2X r̄0r̄1r̄2 , (5.191)
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where

n0 := n0 + s× n+ r × t mod K,

r0 := r0 + t× r + n× s mod K,
n̄0 ≡ Kn0 + (r × n)

n̄1 ≡ Kt1 + n1

n̄2 ≡ Kt2 + n2


r̄0 ≡ Kr0 + (n× r)

r̄1 ≡ Ks1 + r1

r̄2 ≡ Ks2 + r2

(5.192)

Under the U2 transformation, the product X n̄0n̄1n̄2X r̄0r̄1r̄2 is invariant up to a phase,

(U2X)n̄0n̄1n̄2(U2X)r̄0r̄1r̄2

= e−
2πi
K (ñ0n1+r̃0r1)− 2πi

K2 (r1n2−r2n1)(n1−r1)X n̄0n̄1n̄2X r̄0r̄1r̄2 , (5.193)

where we have introduced

ñ0 ≡ n0 − r2t1 + r2s1 mod K,

r̃0 ≡ r0 + n2t1 − n2s1 mod K. (5.194)

For the above equation, if we write down the phase in terms of ñ0 and r̃0, it will be independent of ti and

si. In other words, for two different X n̄0n̄1n̄2X r̄0r̄1r̄2 , if they have the same ñ0, r̃0, n1, r1, n2 and r2, the

phases they acquire under the U2 transformation are the same. This motivates us to combine these partition

functions and define, for fixed ñ0, r̃0 ∈ ZK,

χñ0n1n2

r̃0r1r2
=

∑
t1,2,s1,2∈ZK

X ñ0n̄1n̄2X r̃0r̄1r̄2 , (5.195)

where the sum is taken over all quartets (t1,2, s1,2) giving rise to given ñ0, r̃0. Observe that X n̄0n̄1n̄2 is labeled

by two ZK×ZK-valued quantum numbers, and one ZK-valued quantum number. On the other hand, χñ0n1n2

r̃0r1r2

depends on six ZK × ZK-valued indices. There are K6 sectors. From Eq. (5.193), it is straightforward to

read off the transformation of χ under the U2 transformation:

(U2χ)ñ0n1n2

r̃0r1r2

= e−
2πi
K (ñ0n1+r̃0r1)− 2πi

K2 (r1n2−r2n1)(n1−r1)χñ0n1n2

r̃0r1r2
. (5.196)
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As for the U ′1 transformation, the product X n̄0n̄1n̄2X r̄0r̄1r̄2 transforms under U ′1 as

(U ′1X)n̄0n̄1n̄2(U ′1X)r̄0r̄1r̄2

=
1

|τ |2K4

∑
n̄′

0,1,r̄
′
0,1∈ZK

eiθ
n̄′

0n̄
′
1r̄

′
0r̄

′
1X n̄′

0n̄
′
1n̄2X r̄′0r̄

′
1r̄2 (5.197)

where the phase θ is given by

θn̄
′
0n̄

′
1r̄

′
0r̄

′
1 =

2πn̄0n̄
′
1

K2
+

2πn̄1n̄
′
0

K2
+

2πr̄0r̄
′
1

K2
+

2πr̄1r̄
′
0

K2

=
2π

K
(ñ0n

′
1 + ñ′0n1 + r̃0r

′
1 + r̃′0r1)

+
2π

K2

[
(r × n)(n′1 − r′1)

+ (r′1n2 − r2n
′
1)(n1 − r1)

]
. (5.198)

To derive this result, we note that n2 and r2 are invariant under the U ′1 transformation. As in our previous

discussion on the U2 transformation, it is crucial to observe that the phase θn̄
′
0n̄

′
1r̄

′
0r̄

′
1 is independent of t1,2, s1,2.

We are thus led to consider the partition functions χñ0n1n2

r̃0r1r2
defined in Eq. (5.195), which transform, under

the U ′1 transformation, as

(U ′1χ)ñ0n1n2

r̃0r1r2

=
1

|τ |2K2

∑
ñ′

0,n
′
1,2,r̃

′
0,r

′
1,2

eiθ
n̄′

0n̄
′
1r̄

′
0r̄

′
1χ

ñ′
0n

′
1n

′
2

r̃′0r
′
1r

′
2
δn1,n′

2
δr1,r′2 (5.199)

Summarizing, the modular S and T matrices are given by

Snµ,n′
µ,rµ,r

′
µ

=
1

K2
δn1,n′

2
δr1,r′2e

− 2πi
K (ñ′

0n2−ñ0n
′
1+r̃′0r2−r̃0r′1)

× e− 2πi
K2 [(n1+r1)(n2r

′
1+n′

1r2)−2n2n
′
1r1−2n1r2r

′
1],

Tnµ,n′
µ,rµ,r

′
µ

= δnµ,n′
µ
δrµ,r′µ

× e 2πi
K (ñ0n1+r̃0r1)+ 2πi

K2 (r1n2−r2n1)(n1−r1). (5.200)

where nµ = (ñ0, n1, n2). Observe that a quick way to obtain this three loop braiding phase is to replace

n0 → n0 + (r × n)/K, r0 → r0 + (n× r)/K, in the S and T matrices for the surface of the BF theory (Eq.

(5.113)).

The first exponential in the S matrix, e−2πi(ñ′
0n2−··· )/K, and the first term in Eq. (5.198) represents
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(n′1, r1;n2) (n′1, r1; r2) (r′1, r1;n2) (n′1, n1; r2)
2πn2n

′
1r1

K2

2πr2n
′
1r1

K2 − 4πn2r
′
1r1

K2 − 4πr2n
′
1n1

K2

Table 5.1: The braiding statistical phases (the second line) for the braiding processes between loop a and
loop b with base loop c linking both of them (denoted by (a, b; c) in the first line). Here, a, b and c are the
quantum numbers for loop excitations.

the particle-loop braiding phase, which exists also in the ordinary BF theory. On the other hand, the

second exponential in the S matrix, e−2πi[(n1+r1)(n2r
′
1+n′

1r2)−··· ]/K2

, and the second term in Eq. (5.198)

describes a topological invariant which can be considered as the higher dimensional generalization of the

linking number of closed lines (in three dimensions), and is also related with the three-loop braiding process.

[Jiang et al., 2014, Wang and Levin, 2014, Wang and Wen, 2015, Jian and Qi, 2014] More precisely, from

the second term in Eq. (5.198), one can extract three-loop braiding statistical phases. For example, the

phase factor e2πir1n2n
′
1/K

2

included in Eq. (5.198) can be interpreted as the three-loop braiding statistical

phases associated to two loops running in the x-direction with quantum numbers r1 and n′1 in the presence

of a base loop running in the y-direction with quantum number n2 (Table 5.1). The three-loop braiding

statistics encoded in the S-matrix can be further understood through dimensional reduction discussed below.

As for the T matrix, the first phase factor e2πi(ñ0n1+r̃0r1)/K is proposed to be the topological spin for

the composite particle-loop excitations in the BF theory. On the other hand, the second phase factor

e2πi(r1n2−r2n1)(n1−r1)/K2

can be considered as the topological spin for the loop excitations with a base loop

threading through it. For instance, e2πir1n2n1/K
2

represents the topological spin for the loop excitation with

quantum number (r1, n1) threaded by the loop excitation carrying quantum number n2.

These results extracted from the boundary S and T matrices, (5.200), are consistent with the previ-

ous bulk calculations in the literature. [Jiang et al., 2014, Wang and Levin, 2014, Wang and Wen, 2015,

Jian and Qi, 2014] In particular, in Ref.[Jiang et al., 2014] the S and T matrices in the bulk are calculated

in the basis that is constructed from the so-called minimum entropy states (MESs) on the bulk spatial three

torus. In Ref.[Wang and Wen, 2015], the bulk S and T matrices were constructed for ZN1 × ZN2 × ZN3

gauge theories.

Several comments are in order:

(i) The entropy ST computed from these characters and the modular S matrix shows, in the limit

R1/R0 → ∞ and R1/R2 → ∞, the asymptotic behavior ST = −2 ln K + · · · , where · · · is the term

proportional to the area of the surface. I.e., the constant piece in the (entanglement) entropy is the same as

the two decoupled copies of the BF theories.

(ii) For (3 + 1)d topological phases (gauge theories) with ZK × ZK gauge symmetry, we expect there
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(n′1, r1;n2) (n′1, r1; r2) (r′1, r1;n2) (n′1, n1; r2)
2πq2n2n

′
1r1

K2

2πq1r2n
′
1r1

K2 − 4πq1n2r
′
1r1

K2 − 4πq2r2n
′
1n1

K2

Table 5.2: Same as Table 5.1, but for generic values of the parameter q1,2 = 0, 1, 2, . . . ,K− 1.

are (at least) K2 different topological phases that are differentiated by their three-loop braiding statistical

phases. This is expected from the group cohomology classification (construction) of SPT phases; from

H4[ZK×ZK, U(1)] = ZK×ZK, we expect there are at least K2 different SPT phases in (3+1)d protected by

unitary on-site symmetry G = ZK × ZK. Once the global symmetry is gauged, these different SPT phases

give rise to K2 different topologically ordered phases which are differentiated by the three-loop braiding

phases.[Dijkgraaf and Witten, 1990, Chen and Fradkin, 2013] The model we studied in this section, the two

copies of coupled BF surface theories, corresponds to the surface theory of one of the K2 topological phases.

The surface theories of all the other topological phases can be obtained by tuning the coefficient in the

coupling terms. In our model, the coefficient p1 and p2 in front of the cubic terms are chosen to be K. In

general, they can take value q1K and q2K with q1,2 = 0, 1, . . . ,K − 1 [Gaiotto et al., 2015] which will lead

to K2 different topological phases with different S and T matrices. The three-loop braiding phases will be

slightly modified and are shown in Table 5.2, which are consistent with Ref.[Wang and Levin, 2014].

Observe also that for G = ZK, H4[ZK, U(1)] = 0, i.e., there is no non-trivial SPT phase protected by

G = ZK symmetry. Hence, there is essentially only one topologically ordered phase with ZK gauge group,

whose surface is described by the one-component surface theory studied in Sec. 5.3. On the other hand, the

two-component surface theory studied in this section allows richer possibilities.

(iii) An insight on the three-loop braiding statistics phase can be obtained from dimensional reduction.

For the trivial two-component BF theory, there is only a non-trivial particle and loop braiding phase described

in Eq. (5.113). This model, after dimensional reduction, reduces to the D(ZK×ZK) quantum double model

with the K-matrix given by Kσx ⊕Kσx.

For the topological phase with non-trivial three-loop braiding statistics phase, the dimensional reduction

is more interesting. Here, we consider the simplest non-trivial example with K = 2. We perform dimensional

reduction on U ′1 and T defined in Eq. (5.199) and Eq. (5.200). When we do so, we need to fix the quantum

numbers n2 and r2. For example, if we take n2 = 0 and r2 = 0, i.e., there is no third loop connecting the

first and second loops, the S and T matrices after dimensional reduction are the same as those for the two

copies of the toric code model.

On the other hand, if we take n2 = 1 and r2 = 1, the dimensional reduction results in the S and T

141



matrices given by

Sn
′
i,r

′
i

ni,ri =
1

4
eπi(n0n

′
1+n′

0n1+r0r
′
1+r′0r1)+πi(r1−n1)(n′

1−r′1),

T n
′
i,r

′
i

ni,ri = δni,n′
i
δri,r′ie

πi(n0n1+r0r1)−πi2 (n1−r1)2

. (5.201)

This indicates that the (2+1)d topological order described by the K-matrix

K =



2 2 −2 0

2 0 0 0

−2 0 2 2

0 0 2 0


. (5.202)

By an SL(2,Z) similarity transformation, this K-matrix is equivalent to K = 2σz ⊕ 2σz, which represents

two copies of the double semion model.

Similarly, if we choose (n2, r2) = (1, 0) and (0, 1), the corresponding (2+1)d topological order is described

by the K-matrix

K =



0 2 −1 0

2 0 0 0

−1 0 2 2

0 0 2 0


, (5.203)

and

K =



2 2 −1 0

2 0 0 0

−1 0 0 2

0 0 2 0


, (5.204)

respectively. To summarize, after dimensional reduction, the original (3 + 1)d topological order with non-

trivial three-loop braiding statistics “splits” into four different (2+1)d topological order, which are controlled

by the quantum numbers n2 and r2. This result seems to be related with the group cohomology classification

of symmetry-protected topological (SPT) phases in (2 + 1)d with G = Z2 × Z2 symmetry, i.e., H3[Z2 ×

Z2, U(1)] = Z2 × Z2.
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5.6 Discussion

Let us summarize our main results.

– In the (3+1)d BF theory, we have demonstrated, through explicit calculations in the boundary field

theories and by comparisons with known bulk results, there is a bulk-boundary correspondence in (3+1)d

topological phases. In particular the modular S and T matrices are calculated from the gapless boundary

field theory and shown to match with the bulk results.

– The surface theory of the (3+1)d BF theory with the theta term is introduced and solved. The action of

the modular S and T transformations on the partition functions is calculated. It is shown that the partition

functions do not form the complete basis under the modular S and T transformations.

– Finally, we propose a (3+1)d bulk field theory with cubic coupling that may realize three-loop braiding

statistics. We discuss the twist that the cubic term of the field theory adds to the zero modes. By considering

the alternative form of the bulk and boundary field theories, in which the quantization rule of the zero modes

is twisted, we computed the surface partition functions, and the S and T matrices are constructed.

These results extend the well-established bulk-boundary correspondence in (2+1)d topological phases

and their (1+1)d edge theories. Our approach from the surface field theories provide an alternative point of

view to (3+1)d topological phases, and to recently discussed, novel braiding properties, such as three-loop

braiding statistics.

There are, however, still some aspects in the (2+1)d-(1+1)d correspondence, which we do not know if

have an analogue in the (3+1)d-(2+1)d correspondence. For example, in the case of the bulk-boundary

correspondence connecting (2+1)d topological phases and (1+1)d edge theories, that the edge theories are

invariant under an infinite-dimensional algebra seems to play a significant role: the Virasoro algebra or an

extended chiral algebra of (1+1)d CFTs faithfully mirrors bulk topological properties of (2+1)d bulk phases.

On the practical side, that edge theories enjoy an infinite-dimensional symmetry algebra provides many non-

trivial solvable examples. For our example of (2+1)d surface theories of (3+1)d topological phases, on the

other hand, we did not make use of such infinite-dimensional symmetry. In fact, the surface theories studied

in this chapter are not conformal field theories. For example, the two-point correlation function of the boson

field 〈φ(t, r)φ(t′, r′)〉 in the free boson theory in (2+1)d decays algebraically. This should be contrasted

with the logarithmic decay of the corresponding correlator in the (1+1)d compactified boson theory. As

a consequence, the correlation functions of the bosonic exponents exp[imφ(t, r)] (m ∈ Z) do not decay

algebraically in the (3+1)d free boson theory. Whether or not there exists a unified field theory framework

in (2+1)d field theories that strongly resonates with topological properties of (3+1)d bulk topological phases

requires further investigations.
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