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Abstract

Long range anomalous spin-mass interactions are a generic feature of many theories

beyond the Standard Model. They are typically mediated by a light pseudoscalar

boson with CP -violating couplings such as an axion or axion-like particle that is

the pseudo Nambu-Goldstone boson of some spontaneously broken U(1) symmetry.

In this work, we present the results of a Spin-Mass Interaction Limiting Experi-

ment (SMILE) where we search for possible long range spin-mass interactions using

a continuously pumped alkali-noble gas co-magnetometer and two 250 kg Pb source

masses and report new constraints on gNs g
n
p , the product of the axion’s scalar and

pseudoscalar coupling to nucleons and neutrons, that represent an order of magni-

tude improvement over existing laboratory limits over two decades of axion mass

range from 0.01−1 µeV. Slightly improved limits on gNs g
e
p, the product of the axion’s

scalar and pseudoscalar coupling to nucleons and electrons are also presented.

Analysis of correlation data and noise spectrums indicate that significant improve-

ment is possible if unforeseen systematic thermal effects correlated to the position of

the source masses at the level of 1 mK are controlled and if the low frequency perfor-

mance of the co-magnetometer is further improved by decreasing optical rotation and

pump deflection noise. We discuss various analyses that pinpoint these problems and

suggest strategies to overcome them. The dynamics of hybrid pumping used in this

work, in which a dense alkali vapor is polarized via spin-exchange collisions with an-

other sparse optically pumped alkali species, and its implication on co-magnetometer

operation are also discussed.

Finally, we present simulation and experimental results of a new pulsed alkali-

noble gas co-magnetometer in which alkali atoms are optically pumped by short

intense laser pulses and anomalous fields are measured during the alkali’s decay in the

dark. Unlike its continuously pumped counterpart, the pulsed co-magnetometer can

potentially suppress noise due to pump beam deflections while retaining suppression of
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ordinary magnetic fields. Moreover, it also possesses simultaneous dual axis sensitivity

which we demonstrate by measuring the gyroscopic effect from Earth’s rotation.
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Chapter 1

Introduction

Despite the many storied successes of the Standard Model in predicting and explain-

ing a diverse range of physical phenomenon, there remains numerous outstanding

problems that continue to befuddle our understanding of the universe. Chief among

these problems is the longstanding “strong CP problem”, which is so named because

although quantum chromodynamics (QCD) naturally predicts CP symmetry break-

ing in a wide variety of strong interactions, yet extensive experimental searches have

only found the contrary to date. In particular, due to the non-abelian nature of QCD

and its non-trivial vacuum, the QCD Lagrangian possesses a non-vanishing boundary

term [1–4]

Lθ,QCD = θ̄
g2

32π2
Gµν
a G̃aµν = θ̄

g2

64π2
εµνρσG

µν
a G

ρσ
a , (1.1)

where a = 1, 2 . . . , 8 labels the eight gluon fields and θ̄ = θ + arg(detM) here is the

sum of the QCD vacuum angle θ and the complex phase of the determinant of the

quark mass matrix M . Due to the asymmetric εµνρσ term, (1.1) is manifestly T and

P odd. Equivalently, since CPT must be conserved together [5], (1.1) is CP odd.

Consequently, we would expect to observe CP symmetry breaking for θ̄ 6= 0 and

there is no compelling a priori reason why θ̄ should vanish. After all, it comprises
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of a sum of two unrelated quantities that would make an accidental cancellation a

strange peculiarity. Naively, we would therefore expect θ̄ as an angle to be of O(1).

As noted in [3, 4], a non-zero θ̄ parameter has measurable CP violating conse-

quences. In particular, it should result in a permanent neutron electric dipole moment

(nEDM) that has been calculated via QCD sum rules to be about dn = 1.2× 10−16 θ̄

e cm [6], which implies a naive nEDM of ∼ 1.2 × 10−16 e cm if θ̄ is indeed of O(1).

Unfortunately, a nEDM of that magnitude has never been found and this failure is

not due to a want of looking. Indeed, the current experimental constraint on the

nEDM is |dn| < 3.6× 10−26 e cm at a 95% confidence level [7]. In other words, θ̄ is at

least 10 orders of magnitude smaller than our naive expectation. Although there is

nothing inherently wrong with θ̄ taking on such a small value through an accidental

cancellation, its extreme fine-tuning to zero is suggestive of a more elaborate causal

mechanism and our current ignorance of this supposed mechanism constitutes the

strong CP problem.

One possible solution to the strong CP problem is to postulate that the lightest

quark is actually massless since that would imply that that θ̄ has no physical con-

sequences [1]. However, this proposed solution to the strong CP problem has been

almost all but ruled out by lattice QCD calculations [8] and experimental data [9].

In 1977, Peccei and Quinn [10, 11] showed that if there exist an additional global

U(1) chiral symmetry, and if at least one of the quarks obtains its mass through the

Higgs mechanism, then for any value of θ̄, there is an equivalent theory where θ̄ = 0

and consequently, θ̄ has no physical consequence and the strong CP problem is thus

resolved. More specifically, they noted that if the quarks obtained their mass through

the Higgs mechanism, then the quark mass matrix M depends on the vacuum ex-

pectation value 〈φ〉 of the Higgs fields. However, although θ is arbitrary, 〈φ〉 is not.

Rather, it is determined by the minimum of a potential V (φ) that is itself dependent

on θ. Peccei and Quinn showed that the transformation required to make the quark
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masses real will, together with the fact that M depends on θ through 〈φ〉, ensure that

arg(detM) = −θ and consequently, that θ̄ = 0 as desired.

Shortly thereafter, Weinberg [12] and Wilczek [13] both independently realized

that the spontaneous breaking of the postulated Peccei-Quinn U(1) chiral symme-

try associated with the appearance of 〈φ〉 necessarily implies the creation of a light

pseudo-Nambu-Goldstone boson, which Wilczek named the “axion” after the cleaning

detergent made by Colgate Palmolive “since they clean up a problem with an axial

current” [14]. To correctly implement the the Peccei-Quinn symmetry, Weinberg and

Wilczek initially considered a theory (typically called the Peccei-Quinn-Weinberg-

Wilczek or PQWW axion) with two Higgs doublets. The PQWW model had inter-

actions related to the electroweak scale that has since been experimentally ruled out

[15, 16]. Nevertheless, there remains classes of “invisible” axion models that remain

experimentally viable. These models differ from each other in the way they extend the

Standard Model to implement the Peccei-Quinn symmetry. For example, in the Dine-

Fischler-Srednicki-Zhitnitsky (DFSZ) model, a new complex singlet scalar is added to

the PQWW model to enable it to escape the experimental constraints that doomed

the original PQWW axion [17, 18] whereas in the Kim-Shifman-Vainshtein-Zakharov

(KSVZ) model, the Standard Model is extended with an additional (weak-interaction)

singlet quark and an additional singlet complex scalar [19, 20]. Since then, the num-

ber of axion models have greatly proliferated to include among others, hadronic axion

models [21], “axi-Majorons” [22, 23], “familons” [24, 25] and “flaxions” [26, 27].

Besides these QCD axion models that have been postulated to solve the strong

CP problem in QCD, there are also a whole other group of axion-like particles (ALP)

that have been hypothesized over the years. Like the axion, these ALPs are light,

pseudo-Nambu-Goldstone bosons that are the result of an additional spontaneously

broken U(1) symmetry, which is a fairly generic feature of supersymmetric [28], grand-

unified [29] and string theories [30–32]. Unlike the QCD axions however, these ALPs
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do not necessarily solve the strong CP problem and their masses are typically not

related to the strength of their coupling with fermions in the way that QCD axions

are.

Although axions were first postulated to solve the strong CP problem, it was

realized not long after their invention that they can also potentially solve another

growing problem in astrophysics. Observations of galactic rotation curves by the

1980s revealed a serious discrepancy between the measured orbital velocities of stars

and the distribution of visible matter in the galaxy [33]. Those observations suggested

that there was a significant amount of non-luminous “dark matter”, first suggested

in [34–36] about half a century ago, around the center of galaxies. More recently,

observations of gravitational lensing from galactic clusters have also suggested that

the gravitational potential in those clusters were due predominantly to unseen matter

and that modifications of the gravitational force law is insufficient to account for the

discrepancy [37, 38]. As the evidence for dark matter continued to increase, axions

were soon postulated to potentially be a significant fraction of the universe’s cold

dark matter (CDM) content and conversely, cosmological dark matter densities were

used to constrain the axion’s decay constant [39–41].

Given the potential of the axion to solve multiple perplexing problems, it is not

surprising that there has been numerous experimental attempts to discover them.

Obviously, searches for axions must rely on their couplings to known fields. Broadly

speaking, experiments looking for axions either rely on their coupling to the electro-

magnetic field or their interaction with fermions. For example, helioscopes [42, 43],

photon-axion-photon “light shining through wall” [44] and microwave cavity [45, 46]

experiments all search for the axion through its electromagnetic coupling while mass-

mass [47], spin-mass [48–53], spin-spin [54, 55] long-range force experiments and up-

coming NMR-type searches [56–58] all rely on the axion’s coupling with nucleons and

electrons.
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In the bulk of this work, we search for anomalous spin-mass interactions that is

motivated by the presence of axions or axion-like particles. The spin-mass interac-

tion arises from a pseudoscalar and scalar coupling of the axion to fermions. Follow-

ing [59], we may understand the pseudoscalar coupling as arising from a combined

SU(N)×U(1) chiral transformation intended to keep the phase of the t’ Hooft vertex

invariant after a Peccei-Quinn transformation to make the masses of the quarks real

and minimize the energy of the Higgs field. More specifically, a pure Peccei-Quinn

(PQ) transformation causes

mq → mqe
−i∆θ/3 , qL → qLe

−i∆θ/6 , qR → ei∆θ/6qR, (1.2)

so that the Lagrangian

L = muūLuR +mdd̄LdR +mss̄LsR + h.c, (1.3)

is invariant under a PQ transformation, where mi is the mass of the i quark and we

are explicitly considering the up, down and strange quarks here. However, the phase

of the t’ Hooft vertex changes as

arg(
∏
q

q̄Lq), (1.4)

and so a pure PQ transformation causes a shift ∆θ of the phase of the t’ Hooft vertex

although it leaves the quark mass terms invariant. This is energetically unfavorable

and the PQ transformation is therefore compensated by a combined SU(3)×U(1)

transformation that keeps the phase of the t’ Hooft vertex invariant and minimizes

the energy. Indeed, a chiral SU(3)×U(1) transformation causes the quark terms to

transform as

qR → eiνq/2qR , qL → e−iνq/2, (1.5)
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so that for
∑

q νq = −∆θ, a chiral SU(3)×U(1) transformation will compensate for

the change in the t’ Hooft vertex phase after a PQ transformation (1.2) to give

L =
∑
q

mqe
−i∆θq q̄LqR + h.c (1.6)

≈ 1

2

∑
q

mq(q̄q + q̄γ5q)(1− i∆θq) +mq(q̄q − q̄γ5q)(1 + i∆θq), (1.7)

where in the second line we have expanded exp(i∆θq) for small ∆θq. Since the quarks

are not massless, there is also an energy cost to the SU(3)×U(1) transformation given

by

E =
∑
q

mq 〈q̄q〉 cos(∆θq), (1.8)

where 〈q̄q〉 = v < 0 is the vacuum expectation value of the quark bilinears. For

small ∆θq, we may expand (1.8) and minimize the ∆θq subject to the constraint∑
q ∆θq = ∆θ to yield

∆θu =
mdms∆θ

mdms +mdmu +msmu

(1.9)

∆θd =
msmu∆θ

mdms +mdmu +msmu

(1.10)

∆θs =
mdmu∆θ

mdms +mdmu +msmu

. (1.11)

Substituting these angles into (1.7), we obtain

L = −i mdmsmu

mdms +mdmu +msmu

∆θ(ūγ5u+ d̄γ5d+ s̄γ5s) +
∑
q

mq q̄q. (1.12)

From the properly normalized axion kinetic energy term F 2
a (∂∆θ)2, where Fa is the

scale at which the PQ symmetry is broken, we may identify ∆θ = a/Fa, where a is
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the axion field. The axion’s pseudoscalar coupling with quarks is then

Lint = −i mdmsmu

(mdms +mdmu +msmu)Fa
a(ūγ5u+ d̄γ5d+ s̄γ5s). (1.13)

Using current algebra, the axion’s effective pseudoscalar coupling to nucleons can

be calculated to give [15]

Leff = −iaψ̄Nγ5(gNp + g(1)τ3)ψN , (1.14)

where gNp and g(1) are the iso-scalar and iso-vector part of the coupling respectively

and τ3 is a Pauli matrix in iso-spin space. As discussed in [15], the iso-scalar part

never vanishes for a theory with more than 2 quarks but the iso-vector component

can plausibly vanish for a suitable ratio of the Higgs fields’ vacuum expectation value.

We shall be mainly interested in the ever present iso-scalar component gNp . More

generally, we may write the CP -conserving effective Lagrangian of the axion with

fermions and photons as [60]

Leff = −gaγγ
4
aFµνF̃

µν +
Cf
2Fa

ψ̄fγ
µγ5ψf∂µa

= −gaγγ
4
aFµνF̃

µν − Cf
2Fa

∂µ
[
ψ̄fγ

µγ5ψf
]
a

= −gaγγ
4
aFµνF̃

µν − imfCf
Fa

ψ̄fγ5ψfa = −gaγγ
4
aFµνF̃

µν − igpf ψ̄fγ5ψfa (1.15)

where mf in the last line is the mass of the fermion, gpf ≡ mfCf/Fa and we have made

use of Dirac’s equation in going from the second to last line. Since the axion’s effective

interactions with the photon and fermions depend upon the exact implementation of

the PQ symmetry, the coupling coefficients gaγγ and gpf are generally model dependent.

For example, the axion’s coupling to photons gaγγ is [61, 62]

gaγγ =
α

2πFa

(
E

N
− 1.92(4)

)
, (1.16)
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where α is here the fine-structure constant and E,N are the electromagnetic and

color anomalies associated with the chiral current of the axion. In the DFSZ model

and in any grand unified theory, E/N = 8/3 but it can be zero in the KSVZ model

if the electric charge of the new singlet quark is taken to be zero [61] or tuned to 2

in hadronic axion models to give a suppressed axion-photon coupling [62]. We note

here that the axion’s coupling to photons have both a model dependent E/N part

and a model independent (1.92) component1.

Similarly, the axion’s pseudoscalar coupling to nucleons gpN has both model in-

dependent and model dependent parts. A recent QCD lattice calculation gives the

axion’s pseudoscalar coupling to protons and neutrons as [63]

Cp = −0.47(3) + 0.88(3)Cu − 0.39(2)Cd − 0.038(5)Cs

− 0.012(5)Cc − 0.009(2)Cb − 0.0035(4)Ct (1.17)

Cn = −0.02(3)− 0.39(2)Cu + 0.88(3)Cd − 0.038(5)Cs

− 0.012(5)Cc − 0.009(2)Cb − 0.0035(4)Ct, (1.18)

where the Cq, q = u, d, s, c, b, t refer to the model dependent quark pseudoscalar

coupling with the axion. We note that the model independent part of the neutron’s

pseudoscalar coupling to axions, -0.02(3), is consistent with zero and therefore, for

hadronic axion models with Cq = 0, the neutron’s pseudoscalar coupling to axions

could well vanish although the proton will still have a non-zero pseudoscalar coupling

to axions [60]. For the DFSZ model, the quarks’ pseudoscalar coupling with the

axions are

Cu = Cc = Ct =
1

3
cos2 β (1.19)

Cd = Cs = Cb =
1

3
sin2 β, (1.20)

1This is computed from a ratio of quark masses.
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where tan β = vu/vd is the ratio of vacuum expectation value vu of the Higgs field

that gives masses to the up type quarks to the vacuum expectation value vd of the

Higgs field that gives masses to the down type quarks [60].

In the KSVZ model, the axion’s pseudoscalar coupling to electrons vanishes at

tree level although it has a radiatively induced coupling at the one-loop level [61]. On

the other hand, in the DFSZ model, the axion’s pseudoscalar coupling to electrons is

[60, 61]

Ce =
sin2 β

3
, (1.21)

where β is as defined in (1.20).

Although the mechanism suggested by Peccei and Quinn to solve the strong CP

problem does yield θ̄ = 0 in the context of a QCD Lagrangian, CP violating effects

from weak interactions can nevertheless cause θ̄ 6= 0 in a more complete Lagrangian

[10, 11]. These effects have been estimated to be quite small [1, 2] but it is neverthe-

less possible that θ̄ has a small but non-zero value even with the existence of an axion.

If this is true, then the axion will, in addition to the pseudoscalar coupling (1.13),

also have scalar couplings to quarks [59]. This scalar coupling may be observed by ab-

sorbing the remnant CP violating θ̄ back into the quark mass sector (1.3) via another

combined SU(N)×U(1) chiral transformation and minimizing the energy. Performing

the minimization and expanding (1.3) as before (with the θ̄ and ∆θ transformations),

one can show that there are terms proportional to ∆θθ̄q̄q = θ̄aq̄q/Fa, which give the

axion’s scalar coupling to quarks. At the nucleon level, we may write an effective

scalar coupling of the axion to nucleons as

Leff = −igNs aψ̄NψN . (1.22)

Clearly, there is still much uncertainty regarding the axion’s coupling to known

fields. In this work we experimentally search for the axion’s generic scalar and
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ψs

−igNs

ψs

−iγ5gN,ep

ψp

ψp

p1

p3

q

a

p2

p4

Figure 1.1: Tree level Feynman diagram of an anomalous spin-mass interaction.

pseudoscalar couplings to nucleons and electrons without reference to any partic-

ular model. We therefore write the axion’s Lagrangian with nucleons and electrons

simply as

Leff = −igNp aψ̄Nγ5ψN − igNs aψ̄NψN − igepaψ̄eγ5ψe, (1.23)

where gNp , gep and gNs are the axion’s pseudoscalar coupling to nucleons, electrons and

scalar coupling to nucleons respectively.

At tree level, the interactions in (1.23) give rise to the Feynman diagram in Figure

1.1, where ψs, the Dirac particle that couples to the axion with a scalar vertex is a

nucleon and ψp, the Dirac particle that couples to the axion via a pseudoscalar vertex

can be either a nucleon or electron with coupling constants gNp , g
e
p respectively. The

reduced scattering amplitude of the Feynman diagram in Figure 1.1 is

M = −gNs gN,ep ūr
′
(p3)ur(p1)

i

(p1 − p3)2 −m2
a

ūs
′
(p4)γ5us(p2), (1.24)
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where ma is here the mass of the axion. In Dirac’s representation, the Dirac spinor

for a particle can be generally written as

us(p) =
√
E +m

(
χs

σ · p
E +m

χs

)
(1.25)

≈
√

2m

(
χs

σ · p
2m

χs

)
, (1.26)

where in the second line we have made the non-relativistic approximation m � |p|.

E, m and p are here the energy, rest mass and 3-momentum of the particle while σ

are the Pauli matrices and χs is a 2-D basis spinor with s = 0, 1 for spin up/down.

We therefore have in the non-relativistic limit

ur
′
(p3)ur(p1) ≈ 2ms

(
χ†r

′
χ†r

′σ · p3

2ms

)(1 0
0 −1

)( χr
σ · p1

2ms

χr

)

= 2ms

(
χ†r

′
χr − χ†r′σ · p3

2ms

σ · p1

2ms

χr
)

≈ 2msχ
†r′χr = 2msδ

r′r, (1.27)

and

us
′
(p4)γ5us(p2) ≈ 2mp

(
χ†s

′
χ†s

′σ · p4

2mp

)(
1 0
0 −1

)(
0 1
1 0

)( χs
σ · p2

2mp

χs

)

= 2mp

(
χ†s

′σ · p2

2mp

χs − χ†s′σ · p4

2mp

χs
)

= χ†s
′
σ · (p2 − p4)χs = (p2 − p4) · χ†sσχs

= (p2 − p4) · 〈σ̂p〉 , (1.28)

where in the third line we have made use of the fact from (1.27) that for a non-

zero amplitude, r′ = r and therefore, by conservation of angular momentum, s′ = s.

Also, we note that 〈σ̂p〉 here is the expectation value of the particle’s spin at the
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pseudoscalar vertex with unit length since χs is normalized and the σ operators are

unitary. In the CM frame, the reduced scattering amplitude for elastic scattering

(space-like momentum transfer q ≡ p1 − p3 = p3 − p1) is then

M = −gNs gN,ep 2ms
i

q2 +m2
a

q · 〈σ̂p〉 . (1.29)

To obtain a non-relativistic potential from the scattering process in Figure 1.1,

we may perform the inverse Born approximation by taking the Fourier transform of

the reduced scattering amplitude M

V (r) =

∫
dq

(2π)3
−
gNs g

N,e
p 2ms

(2ms)(2mp)

i

q2 +m2
a

q · 〈σ̂p〉 eiq·r, (1.30)

where we have included the additional factors of 2ms and 2mp in the denominator to

remove the relativistic normalization in the Dirac spinors. The integral in (1.30) may

be evaluated by fixing the angle between r and 〈σ̂p〉 before performing the angular

integrals. This can be accomplished by, for example, choosing r to lie along the z-axis

and 〈σ̂p〉 to lie in the x-z plane. Indeed, if θ0 is the polar angle between 〈σ̂p〉 and r,

then we may write V (r) as

V (r) = −
igNs g

N,e
p

16π3mp

∫ 2π

0

∫ 1

−1

∫ ∞
0

q2dφd(cos θ)dq
1

q2 +m2
a

× (q sin θ cosφ sin θ0 + q cos θ cos θ0)eiqr cos θ

= −
igNs g

N,e
p

8π2mp

cos θ0

∫ ∞
0

dq
q3

q2 +m2
a

1

iqr

[
eiqr + e−iqr − 1

iqr

(
eiqr − e−iqr

)]
.

(1.31)
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The remaining radial integral may be evaluated using contour integrals as follows

∫ ∞
0

dq
q3

q2 +m2
a

1

iqr

[
eiqr + e−iqr − 1

iqr

(
eiqr − e−iqr

)]
=

1

ir

[∫ ∞
0

dq
q2

q2 +m2
a

eiqr −
∫ −∞

0

dq
q2

q2 +m2
a

eiqr
]

+
1

r2

[∫ ∞
0

dq
q

q2 +m2
a

eiqr −
∫ −∞

0

dq
q

q2 +m2
a

eiqr
]

=
1

ir

∫ ∞
−∞

dq
q2

q2 +m2
a

eiqr +
1

r2

∫ ∞
−∞

dq
q

q2 +m2
a

eiqr

=
1

ir

∮
dq

q2

q2 +m2
a

eiqr +
1

r2

∮
dq

q

q2 +m2
a

eiqr

= iπ

(
ma

r
+

1

r2

)
e−mar, (1.32)

where in the second last line the contour for both integral runs along the real line

and is closed in the positive Im plane, which implies that the residues of the two

integrands at q = ima are given by

lim
q→ima

(q − ima)
q2

q2 +m2
a

eiqr = lim
q→ima

(q − ima)

(
1− m2

a

q2 +m2
a

)
eiqr = −ma

2i
e−mar

(1.33)

lim
q→ima

(q − ima)
q

q2 +m2
a

eiqr =
1

2
e−mar. (1.34)

Substituting (1.32) back into (1.31) and recognizing that cos θ0 = r̂ · 〈σ̂p〉, we obtain

the non-relativistic anomalous spin-mass potential

V (r) =
gNs g

N,e
p

8πmp

r̂ · 〈σ̂p〉
(
ma

r
+

1

r2

)
e−mar

=
~2gNs g

N,e
p

8πmp

(
mac

~r
+

1

r2

)
e−rmac/~ r̂ · 〈σ̂p〉 , (1.35)

where we have restored ~ and c back in the appropriate places in the second line

to obtain a more experimentally useful form. r here, as the conjugate vector to
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q, the 3-momentum transfer from the scalar vertex to the pseudoscalar vertex, is

the displacement vector from the particle at the scalar vertex to the particle at the

pseudoscalar vertex. We note that any axion or ALP with a non-zero scalar coupling

will be capable of mediating the interaction in Figure 1.1 leading to the potential

(1.35) between spin unpolarized particles (at the scalar vertex) and spin-polarized

particles (at the pseudoscalar vertex). Moreover, a very light spin-1 Z ′ boson with

CP -violating couplings has been shown to be also capable of mediating an interaction

of the form (1.35) [64, 65].

For an electron at the pseudoscalar vertex, we can write 〈σ̂p〉 = gs 〈S〉, where S

is the electron spin operator. In that case, we may from (1.35) define the anomalous

electron-coupling field

βe =
~2gNs g

e
p

8πmpgsµB

(
mac

~r
+

1

r2

)
e−rmac/~ r̂, (1.36)

so that we have V (r) = gsµB 〈S〉 · βe. Similarly, we may define the anomalous

neutron-coupling field

βn = −
~2gNs g

n
pK

8πmpµK

(
mac

~r
+

1

r2

)
e−rmac/~ r̂, (1.37)

so that V (r) = −µK 〈K〉 · βn/K, where K is the valence neutron spin operator on a

noble gas atom.

In this work, we search for a general anomalous spin-mass interactions of the form

in (1.35) between two unpolarized 250 kg Pb source masses and spin-polarized atoms

in a K-3He co-magnetometer. Equivalently, we look for anomalous electron and neu-

tron coupling magnetic-like fields of the form (1.36) and (1.37). In chapter 2 we give

an overview of the fundamental atomic physics processes relevant to operation of the

co-magnetometer including collisions, light-atom interactions, optical pumping and

other relaxation mechanisms. We next describe in chapter 3 the behavior of the cou-
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pled alkali and noble-gas spin ensembles in the co-magnetometer and detail various

features and advantages of using an alkali-noble gas co-magnetometer to search for

tiny anomalous magnetic-like spin-mass interactions. Since this work employed hy-

brid optical pumping, we also describe how such a technique affects co-magnetometer

operation. In chapter 4, we report new constraints on gnp g
N
s , the product of the ax-

ion’s pseudoscalar and scalar coupling to neutron and nucleons respectively, which

represents an order of magnitude improvement over existing laboratory limits over

two decades of axion mass range. Slightly improved limits on gepg
N
s , the product of the

axion’s pseudoscalar and scalar coupling to the electron and nucleons respectively, are

also presented. Details of the Spin-Mass Interaction Limiting Experiment (SMILE)

including various design choices, experimental setup, co-magnetometer characteriza-

tion, data analysis and systematic effects are all discussed too. Finally, we present

work on a new pulsed co-magnetometer in chapter 5 whereby alkali atoms in a co-

magnetometer cell are optically pumped by short intense laser pulses. Compared

to traditional continuously pumped alkali-noble gas co-magnetometer, the pulsed co-

magnetometer has dual-axis sensitivity to anomalous fields and can potentially sup-

press noise due to pump beam drift, which is a significant source of un-suppressed

noise in continuously pumped co-magnetometers. We conclude with an outlook of

future precision measurements with alkali-noble gas co-magnetometers.
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Chapter 2

Theoretical Background

2.1 Alkali Atoms

Alkali atoms have, owing to their hydrogen-like electronic structure, long been exten-

sively studied. Their relatively low melting points allow experimentalists to generate

a vapor of alkali atoms by heating a sample of pure alkali metal above its melting

point in an evacuated or inert enviroment. Moreover, a good number of transistions

within alkali atoms are today conveniently accessible by commericially available diode

lasers, making them even easier than ever to work with.

In this thesis, we work mainly with potassium and rubidium atoms in our alkali-

noble gas co-magnetometers, where alkali and noble gas atoms are co-located within

the same volume in an aluminosilicate (GE180) glass cell. During operation of the co-

magnetometer, the cell is heated in an oven to around 180 - 200 ◦C to create a dense

(∼ 1014 cm−3) vapor of alkali atoms. Potassium melts at 63.38 ◦C and rubidium melts

at 39.31 ◦C [66]. Their respective (gaseous) number densities [67] at temperatures
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above their melting points are empirically given by:

nK =
1

kBT
103.4077−4453/T cm−3, 337 < T < 550K (2.1)

nRb =
133.322

kBT
101.193−4040/T cm−3, 298 < T < 550K, (2.2)

where T is the temperature in Kelvins and kB is the Boltzmann constant. In the

equations above, we have taken the liberty to convert the vapor pressures given in

[67], which have a quoted accuracy of ±5% within the specified temperature range, to

number densities in units of cm−3 assuming ideal gas behavior. Fig 2.1 below shows

the alkali densities over a range of accessible temperatures in a co-magnetometer.
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Figure 2.1: Number density of K and Rb as a function of temperature.

We note that in general, the heavier alkali metals have lower melting points due

to weaker metallic bonds and that they consequently, as Fig 2.1 demonstrates, also

have higher vapor pressures compared to lighter alkali metals. Despite the stated

accuracy of these density numbers, we note that the actual alkali number density in

a co-magnetometer cell can vary significantly (by a factor of 2 or more) [68, 69] from

the measured temperature of the oven since the actual gas temperature of the cell
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can, depending on the circumstance, be appreciably higher or lower than the oven’s

temperature. For example, large poorly insulated windows (or lack thereof) on the

oven that provide optical access to the cell can cause significant loss of heat due to

black body radiation, resulting in a cell that is colder than the oven. On the other

hand, strong optical pumping of the cell can also cause significant self-heating, leading

in extreme cases, to a reported 95 ◦C increase in gas temperature due to a deposition

of 22 W of laser power into the cell [70]. The equations above should therefore only be

used as a rough guide to estimate the alkali density within the cell. The discrepancy

between the oven and cell temperatures can be estimated by performing absorption

measurements at lower temperatures.

Alkali atoms have a single, unpaired valence electron in a 2S1/2 ground state that

is coupled to a non-zero nuclear spin through the hyperfine coupling, which splits the

ground state into two energetically distinct hyperfine manifolds. The first two (fine

structure) excited states are the 2P1/2 and 2P3/2 states with orbital angular momen-

tum L = 1 and total electronic angular momentum J = 1/2 and J = 3/2 respectively.

These excited fine structure states are further split by the hyperfine interaction into

6 distinct hyperfine manifolds. Application of a magnetic field then breaks the de-

generacy of the mF states within each hyperfine manifold as schematically depicted

in Figure 2.2. We note however, that in our high pressure co-magnetometer cells, the

collisional broadening due to noble gas atoms is typically so large that the hyperfine

structure is not resolved.

The ground state spin Hamiltonian is

Hg = AgI · S + gsµBS ·B− µI
I

I ·B + gsµBS · βe, (2.3)

where βe is any possible magnetic-like anomalous field, Ag is the ground state hy-

perfine coupling constant, gs is the electron spin g-factor, µB is the Bohr magneton,
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Figure 2.2: Ground and the first two (fine structure) excited states of an alkali atom.
The spacing of the energy levels are not drawn to scale.

µI is the nuclear dipole moment and I is the nuclear spin. S and I are the electron

and nuclear spin operators respectively while B is the magnetic field. The nuclear

dipole moment term is typically a factor of ∼ 1000 smaller than the Bohr magneton

term due to the mass difference between a nucleon and an electron. Consequently,

we note that the nuclear dipole term can be considered a small perturbation of the

much larger electron dipole term.
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In the absence of a magnetic field, the total angular momentum F is conserved

and the |F,mF 〉 states are eigenstates of the hamiltonian. Indeed, since, F = I + S

and F 2 = F · F, we may re-write the ground state Hamiltonian in the absence of a

magnetic field as

Hg =
Ag
2

(
F 2 − I2 − S2

)
, (2.4)

where |F,mF 〉 is manifestly an eigenstate of the Hamiltonian. Moreover, since S =

1/2, there are two hyperfine manifolds, Fa = I + 1/2 and Fb = I − 1/2 with different

energies although different mF states within each hyperfine manifold is degenerate.

On application of a magnetic field, F, as we will show later, is no longer rigorously

conserved and the degeneracy of the mF states within each hyperfine manifold is

broken. In the co-magnetometer, we are (for reasons we shall explain more fully in a

later section) primarily concerned with the behavior of the alkali’s atom electron spin

S. More specifically, our probe beam measures a projection of the expectation value

of S, which can be expressed as

〈S〉 = 〈ψ |S|ψ〉

=
∑

ff ′mfm
′
f

〈f,mf |ψ〉
〈
ψ| f ′,m′f

〉 〈
f ′,m′f |S| f,mf

〉
e
−i
(
ωf,mf−ωf ′,m′f

)
t
, (2.5)

where we have expanded |ψ〉 in terms of the {|f,mf〉} basis states and we have

defined ωf,mf ≡ Ef,mf/~ where Ef,mf is the energy of the |f,mf〉 state. Evidently,

〈S〉 precesses at the frequency(ies)1 ωf,mf − ωf ′,m′f . To obtain a more explicit result

for these frequencies, we shall need to solve (2.3) for Ef,mf . To do so, we note that

during typical co-magnetometer operation, the longitudinal magnetic field is typically

on the scale of ∼ 5 mGs so gsµBBz is of order ∼ 60 peV. On the other hand, Ag, the

1We note that there is a sum of different frequencies if ωf,mf
− ωf ′,m′

f
are not the same for

different (f ,mf ) and (f ′,m′f ) pairs, as is the case for sufficiently large B fields. In that case, the
precession will exhibit beating.
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hyperfine coupling constant for 41K2 is of order∼ 0.5 µeV [71] so that under typical co-

magnetometer operation, the magnetic field terms in the ground-state hamiltonian is

a tiny perturbation compared to the hyperfine coupling. Consequently, we may solve

for Ef,mf in (2.3) to second order in gsµBBz using degenerate perturbation theory.

We begin by making the convenient definitions λ ≡ µBBzgs and α ≡ µI/(gsµBI). In

the absence of transverse magnetic fields, the ground state Hamiltonian is then

Hg =
Ag
2

(
F 2 − I2 − S2

)︸ ︷︷ ︸
h0

+λ (Sz − αIz)︸ ︷︷ ︸
V

, (2.6)

where we have denoted the unperturbed hamiltonian as h0 and the perturbation as

V with a parameter λ that is small compared to Ag/2. Since the mF states within

each hyperfine manifold are degenerate, we shall need to find a basis of states in each

degenerate subspace such that V is diagonal in each subspace. More precisely, if |mi〉

for i ∈ [1, d], i ∈ N is the ith degenerate eigenstate of h0 such that P0 =
∑

i |mi〉 〈mi|

is the projector to that degenerate subspace, then we seek a basis of states such that

λP0V P0 is diagonal in that basis. The matrix elements of V in the {|f,mf〉} basis

may be computed by expanding |f,mf〉 in the uncoupled |I,mi〉 |S,ms〉 basis states

〈
f ′,m′f |Sz − αIz| f,mf

〉
=
∑
mims

∑
m′im

′
s

〈m′im′s |Sz − αIz|mims〉

× C(ISf ′;m′im
′
sm
′
f )C(ISf,mimsmf )

=
∑
mims

∑
m′im

′
s

(ms − αmi)δm′i,miδm′s,ms

× C(ISf ′;m′im
′
sm
′
f )C(ISf,mimsmf )

=
∑
mims

C(ISf ′;mimsm
′
f )C(ISf ;mimsmf )(ms − αmi)δmf ,m′f ,

(2.7)

2The hyperfine coupling for 39K, 87Rb and 85Rb are all even larger.
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where in the last line we have made use of the Clebsch-Gordan property (A.55a). The

mf states are therefore automatically diagonal. However, we note that in general, if

f ′ 6= f in the full hamiltonian, then by (2.7),
〈
f ′,m′f |Sz − αIz| f,mf

〉
is non-zero. In

other words, V is, as expected, not diagonal in the {|f,mf〉} basis so that as mentioned

before, F is no longer a good quantum number on application of a magnetic field.

Nevertheless, because the mf states are automatically diagonal, the {|f,mf〉} are still

diagonal within each hyperfine manifold. Consequently, the basis of states that we

seek such that λP0V P0 is diagonal within each hyperfind manifold is the {|f,mf〉}

states themselves. By degenerate perturbation theory, the first order correction to

the energy ∆E(1) is then λ 〈f,mf |V | f,mf〉 [72]. Since S = 1/2, we may compute

this from (2.7) using (A.65) and (A.66). For F = I + 1/2, we obtain

∆E
(1)
F=I+1/2 = λ 〈I + 1/2,mF |Sz − αIz| I + 1/2,mF 〉

=
BzmF

2I + 1
(µBgs − 2µI) , (2.8)

while for F = I − 1/2, we get

∆E
(1)
F=I−1/2 = λ 〈I − 1/2,mF |Sz − αIz| I − 1/2,mF 〉

= −BzmF

2I + 1

(
µBgs +

2 (I + 1)

I
µI

)
. (2.9)

From perturbation theory [72], the second-order correction to the energy of states

in the F = I ± 1/2 manifold is

∆E
(2)
F=±1/2,mF

= λ2
∑
m′F

|〈I ∓ 1/2,m′F |V | I ± 1/2,mF 〉|2

E
(0)
F=I±1/2,mF

− E(0)

F=I∓1/2,m′F

= λ2 |〈I ∓ 1/2,mF |V | I ± 1/2,mF 〉|2

E
(0)
F=I±1/2,mF

− E(0)
F=I∓1/2,mF

, (2.10)
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where in the second line we have made use of the fact from (2.7) that the mF states are

automatically diagonal and E
(0)
F=I±1/2,mF

are the unperturbed energies of the different

hyperfine manifolds, which from (2.4) is given by

E
(0)
F=I±1/2,mF

=
Ag
2

(
±I − 1

2
(1∓ 1)

)
. (2.11)

The off-diagonal matrix-elements may be computed using (A.65) and (A.66) as before.

We obtain in this case

λ 〈I − 1/2,mF |Sz − αIz| I + 1/2,mF 〉 = − λ

2I + 1

√(
I +

1

2

)2

−m2
F (1 + α) . (2.12)

The second-order corrections are then

∆E
(2)
F=I±1/2 = ± 2B2

z

(2I + 1)3Ag

[(
I +

1

2

)2

−m2
F

](
µBgS +

µI
I

)2

, (2.13)

so that the energies of the states in the F = I ± 1/2 hyperfine manifold are (to

second-order)

EF=I+1/2,mF =
Ag
2
I +

BzmF

2I + 1
(µBgs − 2µI)

+
2B2

z

(2I + 1)3Ag

[(
I +

1

2

)2

−m2
F

](
µBgs +

µI
I

)2

, (2.14)

and

EF=I−1/2,mF = −Ag
2

(I + 1)− BzmF

2I + 1

(
µBgs +

2 (I + 1)

I
µI

)
− 2B2

z

(2I + 1)3Ag

[(
I +

1

2

)2

−m2
F

](
µBgs +

µI
I

)2

. (2.15)
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Consequently, for |F,mF 〉 → |F,mF − 1〉 transitions within the same hyperfine man-

ifold, the resonance frequencies are

ωF=I+1/2,m =
Bz

(2I + 1) ~
(µBgs − 2µI)−

4B2
zm

(2I + 1)3Ag~

(
µBgs +

µI
I

)2

, (2.16)

and

ωF=I−1/2,m = − Bz

(2I + 1) ~

[
µBgs −

2 (I + 1)

I
µI

]
+

4B2
zm

(2I + 1)3Ag~

(
µBgs +

µI
I

)2

,

(2.17)

where we have followed [73] in defining m ≡ (2mF − 1)/2 as the mean azimuthal

quantum number of the transition. We note that if µI , which is much smaller than

µB is neglected, then to first order in Bz, the resonance frequencies are given simply

by

ωF=I±1/2,m ≈ ±
µBgsBz

(2I + 1) ~
= ± γeBz

2I + 1
, (2.18)

where in the last equality γe = µBgs/~ is the gryomagnetic ratio of the free electron.

We therefore see that neglecting the small perturbation of the nuclear dipole moment,

states in different hyperfine manifolds precess at the same rate but in opposite di-

rections for a sufficiently small Bz field. This will later turn out to be important in

understanding the spin-exchange relaxation free (SERF) regime in which relaxation

of the alkali atoms’ spins due to spin-exchange collisions is strongly suppressed in

the limit of high alkali atom number densitiy and zero magnetic field. Also, we note

that the effect of the nuclear spin and the strong hyperfine coupling here is to slow

down the precession rate of the free electron by a factor of 2I + 1. Figure 2.3 shows

the energy splitting (2.14), (2.15) over an extended range of Bz values encountered

during co-magnetometer operation.

(2.3) describes the Hamiltonian of an alkali atom in an inertial frame. To transform

it to a rotating frame with angular velocity Ω, we may make use of the rotation
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operator R(t) = exp(−iΩ ·Ft). The transformed Hamiltonian H̃ can be read off from

writing

H̃R |ψ〉 = i~
d

dt
R |ψ〉 = i~

(
−iΩ · FR |ψ〉+

1

i~
RH |ψ〉

)
= (~Ω · F +RHR−1)︸ ︷︷ ︸

H̃

R |ψ〉 , (2.19)

to give

H̃ = ~Ω · F + eiΩ·Ft
(
AgI · S + gsµBS · (B + βe)−

µI
I

I ·B
)
e−iΩ·Ft

≈ ~Ω · F + AgI · S + gsµBS · (B + βe)−
µI
I

I ·B

≈ ~Ω · F + AgI · S + gsµBS · (B + βe) , (2.20)

where in the second line we have approximated exp±iΩ·Ft ≈ 1, since the coherence

time of the ground state Hamiltonian is so short in between collisions with other

atoms that the argument Ω · Ft ≈ 0. Also, since µI is, as explained above, about a

1000 times smaller than µB, we have dropped it in the last line of (2.20) which we

shall frequently use as the approximate ground-state Hamiltonian of the alkali atom.

As will be described in greater detail later, alkali atoms in this thesis are optically

pumped via the D1(2S1/2 → 2P1/2) transition. While in the excited state, the alkali

atom evolves under a hamiltonian that is, ignoring the anomalous field, analogous to

the ground state hamiltonian:

He = AeI · J + gJµBJ ·B− µI
I

I ·B, (2.21)

where Ae is now the hyperfine coupling of the excited state, gJ is the Landé g-factor

and J = S + L is the total electronic angular momentum operator.
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Figure 2.3: Zeeman (and hyperfine) splitting of the 2S1/2 ground state of 39K over an
extended range of Bz values encountered during co-magnetometer operation.

2.2 The Density Matrix

In a co-magnetometer cell, there are vast numbers (∼ 1013 - 1015) of alkali atoms

interacting with an even greater number of noble gas atoms (∼ 1019 - 1020). Our mea-

surement of the system with a linearly polarized off-resonant probe beam transversing

through the length of the co-magnetometer cell is therefore an ensemble average mea-

surement. It is convenient, as reviewed by Fano in [74], to describe such an ensemble
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of atoms using the density matrix ρ. In this section, we define the density matrix and

list a few pertinent properties relevant to this thesis.

Following [74], we define the density matrix ρ as the operator such that for any

operator Q, the ensemble average 〈Q〉 of an ensemble consisting of N identical atoms

is

〈Q〉 =
1

N

∑
n

〈ψn |Q|ψn〉 ≡ Tr [Qρ] , (2.22)

where |ψn〉 is here the wavefunction of the nth atom. From this definition, it follows

that

1

N

∑
n

∑
ij

〈ψn| i〉 〈i |Q| j〉 〈j|ψn〉 =
∑
ij

〈i |Q| j〉 〈j |ρ| i〉 , (2.23)

where the sums over i,j are over a complete set of eigenstates spanning the space of

|φn〉, and therefore the matrix elements of ρ may be identified to be

ρji =
1

N

∑
n

〈j|ψn〉 〈ψn| i〉 , (2.24)

or in operator form,

ρ =
1

N

∑
n

|ψn〉 〈ψn| . (2.25)

In particular, if we let |m〉 and |µ〉 denote excited and ground states eigenstates

respectively so that the wavefunction of the nth wavefunction may be expanded as

|ψn(t)〉 =
∑
m

anme
−iωmt |m〉+

∑
µ

anµe
−iωµt |µ〉 , (2.26)

then from (2.24), the ground state density matrix is

ρgµν =
1

N

∑
n

〈µ|ψn〉 〈ψn| ν〉 =
1

N

∑
n

anµa
n∗
ν e

iωνµt = 〈aµa∗ν〉 eiωνµt, (2.27)
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where we have defined ωνµ ≡ ων−ωµ = (Eν−Eµ)/~. In between collisions with other

atoms, the ground state alkali atom evolves under the ground state hamiltonian (2.3)

according to the Schrödinger equation

i~
d

dt
|ψ〉 = Hg |ψ〉 , (2.28)

so that in between collisions, the density matrix ρ evolves according to the Liouville

equation

dρ

dt
=

1

N

∑
n

[(
d

dt
|ψn〉

)
〈ψn|+ |ψn〉

(
d

dt
〈ψn|

)]

=
1

i~

(
H

1

N

∑
n

|ψn〉 〈ψn| −
1

N

∑
n

|ψn〉 〈ψn|H

)

=
1

i~
[H, ρ] . (2.29)

From the definition of ρ in (2.25), it is evident that ρ is Hermitian, which implies

that the eigenvalues of ρ are real. Moreover, it is easy to show that these eigenvalues

must be non-negative since if we let µ be an eigenvalue of ρ corresponding to the

eigenvector |µ〉, then

µ = 〈µ |ρ|µ〉 =
1

N

∑
n

〈µ|ψn〉 〈ψn|µ〉 =
1

N

∑
n

|〈µ|ψn〉|2 ≥ 0. (2.30)

If we take the trace of ρ, we see that

Tr[ρ] =
∑
µ

µ =
∑
µ

〈µ |ρ|µ〉 =
1

N

∑
n

∑
µ

〈µ|ψn〉 〈ψn|µ〉︸ ︷︷ ︸
=1

= 1. (2.31)

Consequently, each eigenvalue µ of ρ is bounded between 0 ≤ µ ≤ 1. Accordingly, if

µ is an energy eigenstate, then we can interpret µ = ρµµ = (
∑

n 〈µ|ψn〉 |ψn〉 〈µ|) /N

as the probability that an atom selected at random from the ensemble will be in the
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eigenstate |µ〉. The diagonal elements of ρ are for this reason called the populations

while off-diagonal matrix elements are called coherences.

Compared to the electron spin, the nuclear spin of an alkali atom is generally

more shielded from its environment. Consequently, physical processes tend to affect

them in significantly different ways and it is therefore convenient to separate the

density matrix into components with and without electron polarization. To do so, we

note that we can expand the density matrix in terms of spherical basis operators. In

particular, we may expand ρ in the uncoupled spherical basis operators (A.23) as

ρ =
∑

KMLN

ρ(KM ;LN)TKM (I, I)TLN(S, S), (2.32)

where ρ(KM ;LN) are the expansion coefficents. Since S = 1/2, we may write down

TLN(S, S) explicitly as in (A.25) and so the expansion becomes

ρ =
∑
KM

ρ(KM ; 00)TKM (I, I)T 0
0 (1

2
, 1

2
)︸ ︷︷ ︸

1/
√

2

+
∑
N

∑
KM

ρ(KM ; 1N)TKM (I, I)T 1
N(1

2
, 1

2
)︸ ︷︷ ︸

√
2SN

= φ+ Θ · S, (2.33)

where we have defined the purely nuclear operators φ and Θ in the second line as

φ ≡ 1√
2

∑
KM

ρ(KM ; 00)TKM (I, I) (2.34)

ΘN ≡
√

2
∑
KM

ρ(KM ; 1N)TKM (I, I). (2.35)

Since ρ = φ+Θ ·S, it is evident that φ, which is a purely nuclear operator, is the part

of the density matrix without any electron polarization whereas Θ · S is, by virtue

of its electron spin operators, the part of the density matrix that contains electron

polarization. We may obtain an expression for φ in terms of ρ and S by means of a

simple trick. Multiplying (2.33) on the right by S and taking the inner product on
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the left with S, we obtain

S · ρS = φS · S + ΘiSjSiS
j

=
3

4
φ− 1

4
Θ · S, (2.36)

where we have used the identity (A.49) to obtain the second line. Solving (2.33) and

(2.36) simultaneously then gives us

φ =
1

4
ρ+ S · ρS (2.37)

Θ · S =
3

4
ρ− S · ρS. (2.38)

Evidently, the term S · ρS is a frequently recurring term and we therefore here

state a few useful identities related to expressions of this form that can be easily

derived using (A.48) and (A.35).

S · ρSS =SjρS
jSi = Sjρ

(
1

4
δji +

i

2
εjikSk

)
=

1

4
Sρ− i

2
S× ρS (2.39)

SS · ρS =SiSjρS
j =

1

4
ρS− i

2
S× ρS (2.40)

SjρS
iSj =

1

4
Sρ+

i

2
S× ρS (2.41)

SjS
iρSj =

1

4
ρS +

i

2
S× ρS. (2.42)

The trace of S× ρS is

Tr[S× ρS] = Tr[εijkSjρSk] = Tr[εijkρSkSj]

= Tr

[
εijkρ

(
1

4
δkj +

i

2
εkjlS

l

)]
=
i

2
Tr[εijkεkjl︸ ︷︷ ︸

−2δil

ρSl] = −i 〈S〉 , (2.43)
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so that

Tr[S · ρSS] = Tr[SS · ρS] = −1

4
〈S〉 (2.44)

Tr[SjρS
iSj] = Tr[SjS

iρSj] =
3

4
〈S〉 . (2.45)

We note that

Tr[SρS] = Tr[SjρS
j] = Tr[ρSjSj] =

3

4
, (2.46)

and therefore Tr[φ] = 1 while Tr[Θ · S] = 0. Moreover,

Tr[S · ρSI] = Tr[IS · ρS] = Tr[ρISjSj] =
3

4
〈I〉 . (2.47)

We shall also have occasion to run into expressions of the form φS and we note that

this may be expanded using (2.37), (2.39) and (2.40) to obtain

φS = Sφ =
1

4
{ρ,S} − i

2
S× ρS, (2.48)

where the curly bracket denotes the anti-commutator. With these identities, it is easy

to verify that as expected,

Tr[φS] =
1

2
〈S〉 − i

2
(−i 〈S〉) = 0 (2.49)

Tr[φI] =
1

4
〈I〉+

3

4
〈I〉 = 〈I〉 , (2.50)

and

Tr[Θ · S S] =
3

4
〈S〉+

1

4
〈S〉 = 〈S〉 (2.51)

Tr[Θ · S I] =
3

4
〈I〉 − 3

4
〈I〉 = 0. (2.52)
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2.3 Collisional Evolution

In a co-magnetometer vapor cell, alkali atoms undergo collisions of various types

with noble gas atoms, other buffer gas atoms (such as N2 that is mainly used for

quenching3), and of course, with other alkali atoms. Due to the different physical

origins of the collisions, these collisions affect the macroscopic spin polarization of

the vapor in different ways but in general, these collisions serve to randomize the

macroscopic spin polarization of the alkali vapor with the notable exception of spin-

exchange collisions, which conserves the total angular momentum of the colliding

atoms.

During a collision, the (ground state) free atom’s Hamiltonian is modified to

become

H = Hg +Hc, (2.53)

where Hg is the ground state Hamiltonian in (2.3) and Hc is the collisional Hamilto-

nian.

For a collision of duration τ , the evolution of the nth alkali atom with wavefunction

|ψn〉 may be represented with the S-matrix4 as

|ψnc 〉 = S(H, τ) |ψn〉 , (2.54)

so that the density matrix ρc after a small time ∆t is

ρc =
∆t

Tc

1

N

〈∑
n

S(H, τ) |ψn〉 〈ψn|S†(H, τ)

〉

=
∆t

Tc

〈
SρS†

〉
, (2.55)

3To be described in greater detail in section 2.7 on optical pumping.
4This should not be confused with the electron spin operator S.
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where the average above is over all possible impact parameters and orbital planes,

and Tc, the ensemble averaged rate of collisions, is

1

Tc
= n 〈σv〉 , (2.56)

where n here is the number density of the colliding species and 〈σv〉 is the ensemble

averaged rate constant. Accordingly, collisions with other atoms cause the density

matrix to evolve as

dρc
dt

=
1

Tc

〈
SρS† − ρ

〉
. (2.57)

The detailed computation to obtain
〈
SρS† − ρ

〉
from the collisional Hamiltonian

Hc for each of the different types of collisions will take us too far afield and the

interested reader should refer to [75] for more details. In the sections below, we

simply delineate the different types of collisions that are relevant to the operation of

the co-magnetometer cell, explain their physical origins and state how these collisions

affect the evolution of the density matrix. Even though three-body collisions involving

the formation of van der Waals molecules are possible, we shall be mainly interested in

binary collisions since van der Waals molecules formation are mostly only significant

with heavier noble gases such as Xe and in any case, van der Waals molecules are

rapidly destroyed in our high pressure co-magnetometer cells so that only binary

collisions are important. Similarly, we note that formation of alkali-alkali singlet or

triplet dimer molecules is not favored in our high pressure cells, although there has

been claims in the literature that alkali-alkali triplet dimer molecules are responsible

for a significant amount alkali self-relaxation even at multi-atmosphere pressures [76],

which we further discuss in section 2.3.4. However, we omit a discussion of alkali-

alkali singlet dimers, which only contribute to significant spin relaxation in the regime

of high alkali density and low buffer gas pressure [77] that is not relevant to our high

pressure co-magnetometer cells.
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2.3.1 Spin-exchange collisions with alkali atoms

Spin-exchange collisions are, as their name suggests, collisions in which the colliding

partners have, on average, the orientation of their electronic spin, interchanged. The

mechanism of such a collision was first identified in 1956 by Wittke and Dicke [78]

as well as Purcell and Field [79] in an astrophysical context to account for the rate

of the ubiquitous and now famous “21-cm” hydrogen line in radio astronomy. In a

spin-exchange collision, two hydrogen-like atoms form a molecule whose overall wave-

function is a linear combination of an anti-symmetric singlet spin state and a sym-

metric triplet spin state with a corresponding symmetric and anti-symmetric spatial

wavefunction with a large energy splitting (on the order of an eV) that is electrostatic

in nature. Due to this large energy splitting, the cross-section for spin-exchange col-

lisions are typically rather large ∼ 10−14 cm2. The spin-exchange interaction can be

represented by an potential of the form

V (r) = V0(r) + SA · SBV1(r), (2.58)

where SA and SB are the spin operators of atoms A and B respectively [80]. It can

be shown [73, 81, 82] that this interaction causes the density matrix to evolve like

dρiex
dt

=
∑
j

1

T ijex

(
φi
(
1 + 4

〈
Sj
〉
· Si
)
− ρi

)
+

1

i~
[
δE ij

ex, ρ
i
]

≈
∑
j

1

T ijex

(
φi
(
1 + 4

〈
Sj
〉
· Si
)
− ρi

)
, (2.59)

where the indices i, j label different alkali species present in the vapor, and we have

dropped the frequency-shift operator δE ij
ex [83, 84]

δE ij
ex =

2~κex
T ijex

〈
Sj
〉
· Si, (2.60)

34



in the second line since the dimensionless parameter κex in (2.60) is typically only a

few percent [73]. The spin-exchange rate 1/Tex is

1

T ijex
= njσ

ij
exv, (2.61)

where nj is the number density of the jth species, σijex is the cross-section of spin-

exchange collisions between species i and j, and v, the mean relative velocity of the

colliding atoms (in the center of mass frame), is

v =

√
8kBT

πµ
, (2.62)

where kB is the Boltzmann’s constant, T is the temperature and µ is the reduced mass

of the two colliding atoms. In order to see that spin-exchange collisions conserve the

total angular momentum of the colliding atoms, we may compute ˙〈F〉 by multiplying

(2.59) by F and taking its trace. Using (2.48) we may re-write (2.59) as

dρiex
dt

=
∑
j

1

T ijex

(
φi − ρi +

〈
Sj
〉
· {ρi,Si} − 2i

〈
Sj
〉
· Si × ρiSi

)
. (2.63)
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The traces may be evaluated with the help of these identities5

Tr([Sj, ρ]Si) = iεijk 〈Sk〉 (2.64)

Tr([Sj, ρ]I i) = 0 (2.65)

Tr({Sj, ρ}Si) =
1

2
δij (2.66)

Tr({Sj, ρ}I i) = 2
〈
I iSj

〉
(2.67)

Tr(εijkSjρSkS
l) =

i

4
δil (2.68)

Tr(εijkSjρSkI
l) = −i

〈
I lSi

〉
(2.69)

(2.70)

. Using (2.66) and (2.67), we have6

Tr(
〈
Sj
〉
· {Si, ρi}Fi) =

1

2

〈
Sj
〉

+ 2
〈
Sj
〉
·
〈
SiIi

〉
, (2.71)

while from (2.68) and (2.69) we obtain

Tr(
〈
Sj
〉
· (Si × ρiSi)Fi) = i

(
1

4

〈
Sj
〉
−
〈
Sj
〉
·
〈
SiIi

〉)
. (2.72)

Therefore, we see from (2.63) that

d

dt

〈
Fi
〉

=
∑
j

1

T ijex

(〈
Sj
〉
−
〈
Si
〉)

(2.73)

and consequently, we note that if only one species of alkali atoms are present (i.e.

there is only value of j and j = i), then spin-exchange collisions do indeed conserve

the total angular momentum of the atoms. However, since they can flip the electronic

spins of atoms, we note that spin-exchange collisions do tend to distribute the angular

5The indices here refer to the components of the operators and should not be confused with i, j
indices used elsewhere in this section to denote different species of alkali atoms.

6Note that the indices here refer again to the i, j species of atoms.
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momentum of the atoms over various mF sublevels. Indeed, as will be discussed in

more detail in section 2.4, at sufficiently high spin-exchange rates, a spin-temperature

equilibrium is reached in which the ensemble averaged spin polarization of the atoms

uniquely determines the population distribution of the various mF sublevels. On the

other hand, we note that if there is more than one species of alkali atoms present, then

the net effect of spin-exchange collisions is to drive the total angular momentum F of

each species until the electronic spin polarization of both species are the same. This

will turn out to be important in allowing us to use a hybrid pumping technique that

we describe further in section 2.7.4. For now, we conclude this discussion by listing

the experimentally measured spin-exchange cross-sections of several alkali atom pairs

below.

Species σ (10−14 cm2) Temperature (◦C) Reference
23Na-23Na 1.0± 0.1 427 [85]
23Na-23Na 1.109± 0.005 117 [86]

Na-Rb 2.6± 0.9 139 [87]
39K-39K 1.5± 0.2 327 [85]

85Rb-85Rb 1.9± 0.3 277 [85]
85Rb-87Rb 1.7± 0.2 90 [88]
87Rb-87Rb 1.9± 0.2 277 [85]
87Rb-87Rb 1.9± 0.2 78 [89]
133Cs-133Cs 2.0± 0.3 227 [85]
133Cs-133Cs 2.0± 0.3 27 [90]
87Rb-133Cs 2.3± 0.2 78 [89]

Table 2.1: Experimental alkali-alkali spin-exchange cross-sections

We note from Table 2.1 that the spin-exchange cross-sections are for our purposes,

independent of temperature. Also, although there are not many measurements (that

this author is aware of) of spin-exchange cross-sections between different alkali metals,

the few measurements performed on such systems indicate that the spin-exchange

cross-section between two different alkali metals tend to follow the larger (self) spin-

exchange cross section of the two and in any case, the range of cross-sections listed

above all span between 1 to 2.3 (10−14 cm2).

37



2.3.2 Spin-exchange collisions with noble gas atoms

Despite having the same nominal name of “spin-exchange”, a spin-exchange collision

between an alkali and noble gas atom is of vastly different physical origin as compared

to an alkali-alkali spin-exchange collision described in the preceding section. Indeed,

in this case spin-exchange collisions between alkali and noble gas atoms occur due to

the interaction of the alkali atom’s valence electron with magnetic fields produced by

the noble-gas nucleus. The magnetic (dipole) field at displacement r due to the noble

gas atom is

Bb(r) =
8πµK
3K

Kδ(r) +
µK
K

K · 3rr− r2
1

r5
, (2.74)

where K is the nuclear spin of the noble gas atom and µK is the magnetic dipole

moment of the noble gas nucleus. The first term of (2.74) gives rise to the isotropic

magnetic dipole Fermi-contact hyperfine7 interaction first discovered by Fermi [91]

when, during a collision, the wavefunction of the alkali’s atom valence electron over-

laps with the nucleus of the noble gas atom and the two spins interact via the magnetic

fields of their respective dipole moments. This interaction can be represented by a

potential of the form

Viso(r) = Ab(r)K · S, (2.75)

where r is the separation between the alkali and noble gas atom, S is the electron

spin of the alkali atom and Ab is strongly dependent on r. The coupling constant Ab

is given by [92]

Ab(r) =
8πgsµBµK

3K
|ηψ0(r)|2 , (2.76)

where µB is the Bohr magneton, gs is the electron spin g-factor, ψ0 is the ground-

state wavefunction of the alkali atom in the absence of the noble gas atom and η is

an enhancement factor.

7That is a coupling of the form I · S.
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The second term of (2.74) gives rise to the anisotropic magnetic-dipole hyperfine

interaction that may be represented by a potential of the form

Vani(r) = Bb(r)K · (3ẑẑ− 1) · S. (2.77)

The anisotropic coupling is typically a few percent compared to the isotropic coupling.

Indeed, Walter, Happer and Walker [93] estimates that for K-3He and Rb-3He systems,

the anisotropic coupling is 3.7% and 3.0% respectively of the isotropic coupling, and

this fraction is even smaller for other noble gases. We note that the anisotropic

coupling tends to polarize 〈K〉 in the opposite direction of 〈S〉 so that it will, in

general, set a theoretical limit to how much 〈K〉 can be polarized. This can be a

problem for applications requiring hyperpolarized 3He, such as magnetic resonance

imaging with hyperpolarized noble gases but since we typically only polarize our noble

gas atoms to a few percent in the co-magnetometer cell, the anisotropic hyperfine

coupling is frequently ignored. As a result, we take the spin-exchange interaction

potential to be simply given by (2.75).

Despite the different physical origin of this interaction as compared to the alkali-

alkali spin-exchange collisions, it can be shown [73] that for K = 1/2 the potential

(2.75) causes the density matrix of the alkali atom to evolve as

dρse
dt

=
1

Tse
(φ (1 + 4 〈K〉 · S)− ρ) +

1

i~
[δEse, ρ], (2.78)

in an analogous fashion to the evolution of the density matrix due to alkali-alkali

spin-exchange collisions. The frequency-shift operator δEse is given by [73]

δEse = nb
8πgsµBµK

3K
κ0 〈K〉 · S, (2.79)
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where nb is the number density of noble gas atoms, κ0 is a dimensionless enhance-

ment coefficient that is bigger than 1, and the rate of alkali-noble gas spin-exchange

collisions (for an alkali atom) is

1

Tse
= nb 〈σsev〉 , (2.80)

where 〈σsev〉 is the rate constant of spin-exchange collisions between alkali and no-

ble gas atoms. The first term of (2.78) causes the ensemble averaged total angular

momentum F to evolve as

1

Tse
(Tr((φ− ρ)F) + Tr (〈K〉 · {ρ,S}F)− 2iTr(〈K〉 · (S× ρS) F)) . (2.81)

Letting 〈Sj〉 → 〈K〉 and dropping all of the i indices (since we are only considering

one alkali species here) in (2.71) and (2.72), we have

Tr(〈K〉 · {ρ,S}F) =
1

2
〈K〉+ 2 〈K〉 · 〈IS〉 (2.82)

Tr(〈K〉 · (S× ρS)F) = i

(
1

4
〈K〉 − 〈K〉 · 〈IS〉

)
, (2.83)

and so the first term’s (in (2.78)) contribution to ˙〈F〉 is,

1

Tse
(〈K〉 − 〈S〉) . (2.84)

It remains to be seen how the second term of (2.78) contributes to ˙〈F〉. The trace

of the second term (multiplied by F) comes down to the trace of [〈K〉 · S, ρ]F. From

(2.64) and (2.65) however, we get

Tr([〈K〉 · S, ρ]F) = i 〈K〉 × 〈S〉 , (2.85)
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and therefore we have

Tr

(
1

i~
[δEse, ρ] F

)
= κ0

8π

3
nbµK

〈K〉
K
× gsµB

~
〈S〉

= λMnPn × γe 〈S〉 , (2.86)

where γe = gsµB/~ is the gyromagnetic ratio of the free electron, Pn = 〈K〉 /K is

the spin polarization of the noble gas atoms, and we have defined λ and Mn in the

second line as

λ ≡ 8πκ0

3
(2.87)

Mn ≡ nbµK . (2.88)

We note that Mn as defined above is the magnetization of fully polarized noble gas

atoms and 8π/3 is the geometrical factor8 to obtain the magnetic field from a uni-

formly magnetized sphere and so written in this way, it is clear that the net effect

of the second term in (2.78) is to create an enhanced (because of κ0 > 1) effective

magnetic field that the electron spin of the alkali atoms precess about.

Adding (2.84) and (2.86) together, we see that alkali-noble gas spin-exchange

collisions causes the ensemble averaged total angular momentum F of the alkali atoms

to evolve as

d

dt
〈Fse〉 =

1

Tse
(〈K〉 − 〈S〉) + λMnPn × γe 〈S〉 . (2.89)

Since these collisions originate from a magnetic interaction which requires the

overlap of the alkali atom’s electron into the noble gas nucleus, they have a sub-

stantially smaller cross-section as compared to the spin-exchange collisions between

alkali-alkali atoms. Indeed, the cross-sections of alkali-noble gas spin-exchange colli-

sions are of the order ∼ 10−20 cm2, which are about six orders of magnitudes smaller

8This is in c.g.s units. In S.I units, this would be simply 2/3.
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than the cross-sections of alkali-alkali spin-exchange collisions. For easy reference, we

list the experimentally measured spin-exchange rates between various alkali-noble gas

pairs below.

Species kse (10−20 cm3/s) Temperature (◦C) Reference
Rb-3He 6.7± 0.6 90− 180 [94]
Rb-3He 6.8± 0.2 140− 180 [69]
Rb-21Ne 8± 1 140 [95]
K-3He 6.1± 0.7 150 [96]
K-3He 6.1± 0.4 140− 180 (?) [97]
K-3He 5.5± 0.2 ? [98]
K-3He 7.1± 0.6 230− 290 [99]
K-21Ne 2.7± 0.4 140 [95]

Table 2.2: Experimental alkali-noble gas spin-exchange rate constants

We note that for the most part, these experimental measurements measure the

sum of the isotropic and anisotropic contributions to the spin-exchange rate but since

the anisotropic contribution is only a few percent of the isotropic contributions, we

shall take these measurements to be measurements of the isotropic hyperfine coupling.

Moreover, most measurements have assumed that the rate constant is independent

of temperature, and calculations in [93] seem to indicate that this is indeed valid for

noble gases heavier than helium, where the repulsive potential is so steep that it effec-

tively defines the distance of closest approach regardless of the kinetic energy of the

colliding atoms. For alkali-3He systems however, the calculations of [93] predict some

temperature dependence, although they caution that since there is significant uncer-

tainty in the potentials of the 3He systems used in their calculations, the temperature

dependence could possibly be vanishingly small. Measurements of the spin-exchange

rate constants in Rb-3He systems have not observed any temperature dependence

[69, 94] but discrepancies in measurements [97, 99] of the rate constants in K-3He

systems was suggested by [99] to be due to a temperature dependence that is in

agreement with more recent ab initio quantum scattering calculations [100].
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The parameter κ0 in (2.79) is a measure of the strength of the Fermi-contact

interaction between the noble gas nucleus and the valence electron on the alkali atom.

We list below experimentally measured κ0 values for a variety of alkali-noble gas pairs.

Species κ0 Temperature (◦C) Reference
K-3He 5.99± 0.11 200 [101]
K-3He 6.01± 0.11 200 [94]
K-21Ne 31± 3 140 [95]
Rb-21Ne 32± 3 128 [102]
Rb-21Ne 36± 4 140 [95]

Table 2.3: Experimental κ0 parameter

These parameters are expected to have some temperature dependence and for

Rb-He systems, [101] and [103] respectively give the temperature dependence of κ0

as

κRb−He0 = 6.39 + 0.00914(T − 200 (◦C)) , 150 < T < 350 ◦C (2.90)

κRb−He0 = 4.52 + 0.00934(T (◦C)) , 110 < T < 172 ◦C. (2.91)

For K-3He systems, [101] gives the temperature dependence of κ0 as

κK−He0 = 5.99 + 0.0086(T − 200 (◦C)). (2.92)

2.3.3 Spin-rotation collisions

In contrast to the two types of spin-exchange collisions described above, spin-rotation

collisions do not conserve the total angular momentum of the colliding atoms and

are an important mechanism of spin relaxation for the alkali atoms. Physically,

spin-rotation collisions arise from a spin-orbit interaction of the alkali atom’s valence

electron with either the noble/buffer gas’ core and/or its own core during the duration

of the collision as the two atoms rotate about each other [104, 105].
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We note that in general, the strength of a spin-orbit interaction increases with the

atomic number Z of the atom since it is (partly) due to the magnetic field produced

by an orbiting (from the electron’s frame of reference) nucleus whose electric field is

imperfectly screened by other electrons. For heavier noble gas atoms, measurements

of the alkali-noble gas spin-rotation rates [106–109] indicate that the spin-orbit in-

teraction of the alkali’s valence electron mainly originate from within the noble gas

core [110] since the spin-rotation rates show a marked proportional increase with

the atomic number Z of the colliding noble gas atom, as would be expected for a

spin-orbit interaction within the noble gas atom’s core whose own spin-orbit splitting

show the same dependence on Z [111]. This is also naively to be expected since a

ground state valence alkali atom electron in a L = 0 s spherically symmetric or-

bital around its own nucleus cannot have a non-zero L · S spin-orbit interaction with

its own nucleus, which implies that any spin-orbit interaction must originate from

within the colliding atom’s core. However, in reality, the alkali’s valence electron’s

spherically symmetric s orbital is perturbed by the colliding atom during a collision

and mixes with L = 1 p orbitals that can now give it a non-zero spin-orbit splitting

with its own core [105]. In collisions with heavier noble/buffer gas atoms with far

larger spin-orbit splittings of their own, this is a small contribution and most of the

spin-rotation interaction is due to the noble/buffer gas atom’s core rotating about

the electron. However, for lighter noble gas atoms like He that also have small spin-

orbit splittings, the dominant contribution to the spin-rotation interaction can come

from the perturbed alkali’s valence electron’s spin-orbit interaction with its own core

[105]. This is supported by measurements of the spin-rotation rates between Na-He

[112, 113], which are significantly smaller as compared to Rb-He [68], which would

be expected if the dominant spin-orbit interaction here is due to the alkali’s own

core since Na is considerably lighter compared to Rb and its spin-orbit splitting will

therefore be accordingly smaller.
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In addition to undergoing spin-rotation collisions with other noble/buffer gas

atoms, alkali atoms can also undergo spin-rotation collisions with other alkali atoms

[114]. However, it is evident from the reasons stated above that the rates for these

collisions will be significantly smaller compared to the rates from collisions with no-

ble/buffer gas atoms. Indeed, since the spin-orbit splitting in an alkali ground state

atom is only non-zero because of the small admixture of L = 1 p orbitals in its

perturbed ground state wavefunction, the cross-section for alkali-alkali spin-rotation

collisions will be significantly smaller compared to a alkali-noble/buffer gas spin ro-

tation collision. For light noble gas atoms like He that also have small spin-orbit

splittings, it is conceivable that the alkali-alkali spin rotation cross section would be

comparable to the alkali-He spin rotation cross section. However, in a high pres-

sure co-magnetometer cell, the alkali-alkali spin rotation rate will still be significantly

smaller than the alkali-He spin rotation rate since the number density of He is usually

at least 5 orders of magnitude larger than that of the alkali atoms. Accordingly, we

consider only spin rotation collisions between alkali and noble/buffer gas atoms in

the rest of this section.

Since spin-rotation collisions originate from a spin-orbit coupling that is due to

the orbital motion of the colliding atoms as they rotate about each other, we expect

that its rate will scale with the velocity and therefore temperature of the colliding

atoms [105]. Moreover, since lighter atoms move, for the same temperature, faster

than heavier atoms, we expect that this temperature dependence will be especially

strong in lighter atoms. Indeed, for Rb-He, measurements of its spin-rotation rates

at different temperatures reveal a strong ∼ T 4 (in Kelvins) dependence in the spin-

rotation rate [94].

During a spin-rotation collision, the alkali and colliding gas atom rotate around

each other at a frequency

ω =
~N

µr2
, (2.93)
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where N is the relative angular momentum of the rotating pair, µ is the reduced mass

and r is the distance between the two atoms. If we transform into the rest frame of

the alkali’s valence electron, the electron experiences a Coriolis interaction given by

[115]

Vω = −~ω · L. (2.94)

This Coriolis interaction needs to be taken into account in calculating the first-order

correction of the alkali’s wavefunction
∣∣ψ(1)

〉
due to collision with the colliding atom,

which as mentioned above, will contain small admixtures of L = 1 p orbitals. The

potential of the spin-rotation collision can then be written as the expectation value

of the spin-orbit interaction

V =
〈
ψ(1) |VSO|ψ(1)

〉
= γN · S, (2.95)

where γ here depends on the the details of spin-orbit interaction (i.e. whether it

is from within an alkali or noble/buffer gas core) and is strongly temperature de-

pendent [116]. In general, the spin-rotation interaction can lead to depolarization of

the alkali’s spin either through binary collisions or during the formation of an alkali-

noble/buffer gas Van der Waals molecule [107]. Nevertheless, in our high pressure

co-magnetometer cell where the rate of collisions with other noble/buffer gas atoms

is extremely high, the lifetimes of these Van der Waals molecules is sufficiently short

that spin relaxation due to them is practically indistinguishable from relaxation due

to binary collisions. Moreover, since the duration of these binary collisions are much

shorter than the alkali’s ground state hyperfine frequency, the collision effectively ran-

domizes the alkali’s electron spin without affecting the nuclear spin. We may therefore

write the density matrix’s evolution under the influence of spin-rotation collisions as

dρNS
dt

= − 1

TNS
(ρ− φ), (2.96)
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since from (2.33) ρ = φ+Θ ·S and φ, Θ ·S are purely nuclear and electronic operators

respectively.

As usual, the rate of spin-rotation collisions 1/TNS is

1

TNS
= nbσNSv, (2.97)

where nb is the number density of the colliding atom, σNS is the (temperature-

dependent) spin-rotation cross-section and v is the mean relative velocity of the col-

liding atoms given in (2.62). Not surprisingly, the ensemble-averaged total angular

momentum of the alkali atoms evolve as

d

dt
〈F〉 = Tr

[
dρ

dt
F

]
= − 1

TNS
Tr [θ · S F] = − 1

TNS
〈S〉 , (2.98)

where the last equality follows from (2.51) and (2.52). We conclude this discussion

by listing some measured spin-rotation cross-sections of K and Rb with He, Ne and

N2
9.

Species σ (10−25 cm2) Temperature (◦C) Reference
K-He 5.0± 0.2 150 [96]
K-Ne 110± 10 140 [95]
Rb-He 87 150 [94]
Rb-Ne 190± 20 140 [95]
Rb-N2 1440± 30 150 [68]

Table 2.4: Experimental alkali-noble gas spin-rotation cross-sections

2.3.4 Spin-axis collisions with alkali atoms

Although the dominant spin-exchange collisions between alkali atoms discussed in

section 2.3.1 conserve the total angular momentum of colliding alkali atoms, mea-

9As mentioned above, spin relaxation due to alkali-alkali spin rotation collisions in a high pressure
co-magnetometer cell is insignificant compared to alkali-noble/buffer gas spin-rotation collisions and
are therefore not considered here.
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surements of the spin polarization in a dense Cs vapor revealed limits to the max-

imum attainable polarization in an alkali vapor and suggested the existence of an

alkali-alkali spin destruction collision [117]. Measurement of the cross-section for this

collision yielded a number that is too large to be explained by spin-rotation collisions

between alkali-alkali atoms and it was therefore proposed [114] that this relaxation

was due to a spin-axis collisions arising mainly from an anisotropic magnetic dipole

spin-spin coupling10 and a second order spin-orbit interaction [76, 118] between the

two colliding atoms with the interaction potential

Vsa =
2λ

3
S · (3ζ̂ζ̂ − 1) · S, (2.99)

where S is the total electron spin of the colliding atoms, ζ̂ is a unit vector lying

along the atoms’ inter-nuclear axis, and λ is a coupling constant that is known to

be sufficiently large from the case of O2 molecules [119] and SO radicals [120] to

potentially explain the alkali-alkali relaxation rate observed in [114].

Despite a flurry of studies seeking to understand the precise physical nature of

spin-axis collisions, there still seems to be some uncertainty within the literature

concerning multiple aspects of this interaction. Firstly, it was argued in 1998 [76]

that a significant fraction of spin relaxation due to spin-axis relaxations was not due

to sudden binary collisions since the relaxation rates can be reduced by a factor of

3 by applying external magnetic fields of the order of a few kGs. The rationale for

this was that at magnetic fields of ∼ 1 kGs, the precession frequency of the (free)

electron is ∼ 2π × 2.8 GHz and so there is negligible precession of the electron spin

about the applied magnetic field during the binary collision duration of 1 ps, which

implies that application of B fields of ∼ 1 kGs should not affect the relaxation rates.

It is therefore claimed that the observed reduction of relaxation rates due to external

10Compare the form of the spin-axis interaction below (2.99) with the anisotropic magnetic dipole
coupling in spin-exchange collisions between alkali and noble gas atoms (2.77).
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B fields of a few kGs is evidence for a significant fraction of the relaxation occurring

in triplet dimer molecules. However, as acknowledged in [76], this is contrary to the

persistence of the relaxation at high buffer gas pressures, which should in theory cause

rapid breakup of such triplet dimer molecules and result in a substantial reduction of

the relaxation rate. It appears that there has, as of 2017 [121], been no resolution in

the literature to this difficulty in the interpretation of the magnetic decoupling data

from [76].

However, we note that it has been experimentally shown in [122] that B fields

of a few kGs is sufficient to slow down the relaxation rate from binary spin rotation

collisions between alkali and noble/buffer gas atoms so it’s not obvious if the claims of

significant spin-axis relaxation due to triplet molecules in [76] is accurate since their

observed reduction in spin-axis relaxation rates at B fields of a few kGs could, ac-

cording to [122], be due simply to a decrease of spin relaxation from binary collisions.

If so, this will also explain the persistence of the spin-axis relaxation at high buffer

gas pressures. We note that the reason given for the reduction in relaxation rates

in [122] does not depend on the specifics of the spin-rotation interaction and applies

quite generally to all sudden binary collisions. Accordingly, there is no obvious reason

why the results in [122], if correct, cannot be applied to [76]. Indeed, as explained

in [122], real alkali atoms store a significant fraction of their angular momentum in

the nuclear spin at low B fields where I and S are tightly coupled (i.e. F is a good

quantum number). Consequently, even though sudden binary collisions only relax the

electronic spin polarization, yet because of the relatively strong hyperfine coupling,

the nuclear spin polarization is also eventually destroyed through the hyperfine cou-

pling. However, at sufficiently high B fields of a few kGs, I and S decouple (i.e. F is

no longer a good quantum number) and hence, sudden binary collisions can no longer

easily cause relaxation of the nuclear spin polarization. Accordingly, relaxation of the
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total angular momentum due to sudden binary collisions can be substantially slowed

down by applying B fields of a few kGs.

Furthermore, although the observation of magnetic resonances peaks in [118]

strongly suggest that an interaction of the form in (2.99) is responsible for a sig-

nificant amount of spin relaxation in alkali-alkali collisions, ab initio calculations of

the cross-section for these collisions are off from experimentally measured values by a

factor of 10−100, which suggest that either (2.99) or the spin independent potentials

used to perform the averaging in computing the scattering cross-section from (2.99)

is wrong [123].

The effect of spin-axis collisions on the density matrix will depend on whether

or not it is due primarily to binary collisions, to triplet dimers, or to both. Before

[123], spin-axis collisions were historically treated as sudden binary collisions that only

destroy the electronic spin polarization without affecting the nuclear spin polarization

so that in analogy to (2.96), the density matrix evolves as

dρSS
dt

= − 1

TSS
(ρ− φ), (2.100)

where φ is as defined in (2.37) and the rate of spin-axis collisions 1/TSS is

1

TSS
= na 〈σSSv〉 , (2.101)

where na is the number density of alkali atoms and 〈σSSv〉 is the temperature inde-

pendent [94] spin-axis collision rate constant. The ensemble averaged total angular

momentum evolves, in analogy to (2.98), as

d

dt
〈F〉 = − 1

TSS
〈S〉 . (2.102)
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We note that these equations are, strictly speaking, only valid for sudden binary

collisions. If a significant amount of spin-axis collisions at high buffer gas pressures

is indeed due to triplet molecules, then we note that the density matrix will evolve

differently from that indicated in (2.100). We conclude this section by listing some

alkali-alkali spin destruction rate constants that have been attributed to spin-axis

collisions.

Species 〈σSSv〉 (10−13 cm3/s) Reference
K 1.8± 0.2 [124]
Rb 7.8± 0.8 [124]
Rb 8.1± 0.3 [68]
Rb 4.2± 0.4 [94]
Rb 4.7± 0.4 [76]

Table 2.5: Experimental alkali-alkali spin-axis collision rate constants

We note that the rate constants for Rb-Rb spin-axis collisions are a factor of 2

larger in [76, 94] as compared to in [68, 124]. [94] suggests the discrepancies could be

due to the fact that the other measurements did not take into account the temperature

dependence of the spin-rotation cross-section (see section 2.3.3). However, this is true

of [76], which [94] agrees with, and of the two earlier measurements that [94] disagrees

with. Consequently, it is still unfortunately not immediately obvious why the later

two measurements are a factor of two larger than the two earlier measurements.

2.4 Spin Temperature Equilibrium

As discussed in section 2.3, spin-exchange collisions between alkali atoms is by far

the collisional process with the largest cross-section owing to the large energy split-

ting between the singlet and triplet states of two approaching alkali atoms. Indeed,

a cursory glance at the measured cross-sections for different types of collisions show

that whereas spin-exchange collisions between alkali atoms have a cross-section on the

order of 10−14 cm2 (Table 2.1), the cross-sections for alkali-noble gas spin exchange
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collisions, alkali-noble/buffer gas spin-rotation collisions and alkali-alkali spin-axis

collisions are on the order of 10−20 (Table 2.2), 10−22 − 10−25 (Table 2.4) and 10−16

cm2 (Table 2.5)11 respectively. Consequently, the rate of spin-exchange collisions at

our operating temperature (∼ 200◦) typically far exceed any other collisional rates.

We acknowledge however, that for a sufficiently strong pump beam, the effective12

pumping rate can plausibly be comparable or even exceed the rate of spin-exchange

collisions. Nevertheless, in the absence of extremely strong pumping, which is typi-

cally the case for a continuously pumped co-magnetometer, spin-exchange collisions

do occur much faster than any other process affecting the alkali atoms.

As first noted in [125], when there is an absence of any transverse spin polarization

and when the rate of spin-exchange greatly exceeds any other processes, the rapid

spin-exchange collisions re-distributes the populations of the various mF sub-levels

among the atoms and drives the populations into a distribution that is uniquely

characterized by the longitudinal macroscopic ensemble-averaged electronic spin 〈Sz〉.

We may derive this distribution from a purely statistical argument that is analogous

to the derivation of the canonical ensemble for the case of a small sub-system that is

in thermal equilibrium with a larger thermal reservoir that together with the smaller

sub-system, is otherwise completely insulated from their environment. In our case,

we may take the smaller sub-system to be an individual alkali atom that exchanges its

longitudinal angular momentum mF with a reservoir of other alkali atoms in the vapor

through spin-exchange collisions. Since the total longitudinal angular momentum of

the vapor Ftot is conserved, we may write that the probability an individual alkali

11Table 2.5 gives the temperature independent rate constants of spin-axis collisions. However, it
is easy enough to convert it into an cross-section for comparison with the other collisional processes
using (2.62). In fact, some older references like [124] give both.

12We say effective because if the atoms are fully polarized, then even a strong pump beam does
not actually pump the atoms (see section 2.7.3).
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atom has angular momentum mF is

p(mF ) =
Ω2(Ftot −mF )

Ω1+2(Ftot)
, (2.103)

where Ωi(f) is the number of micro-states in system i that could correspond with

system i having total longitudinal angular momentum f , and we are denoting the

individual atom of interest and the rest of the atoms as sub-systems 1 and 2 respec-

tively so that system 1 + 2 consists of all the atoms in the vapor. If we define a “spin

entropy” s(f) ≡ log(Ω(f)), we may write from (2.103)

log(p) = s2(Ftot −mF )− s1+2(Ftot)

≈ s2(Ftot)−
ds2

df

∣∣∣∣
f=Ftot︸ ︷︷ ︸

β

mF − s1+2(Ftot), (2.104)

where we have expanded s2(Ftot−mF ) around Ftot in the second line and have made

the approximation that since sub-system 2 (the reservoir) is much larger than sub-

system 1 (the individual atom), changes to its spin entropy due to small amounts of

changes of its angular momentum from spin exchange with an individual atom is at

most linear. Or in other words, higher derivatives of ds2/df is zero. This is analogous

to saying that the thermal bath is so much larger than the smaller sub system that

its temperature (we note that in usual thermodynamics, ds/dE = 1/T ) does not

change in response to small energy exchanges with the smaller sub system. With this

approximation, we may then write

p(mF ) ≈ eβmF es2(Ftot)+s1+2(Ftot) ∝ eβmF

=⇒ p(mF ) =
1

Z
eβmF , (2.105)
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where Z is the partition function that normalizes p(mF ) so that
∑

mF
p(mF ) = 1.

We note here that the sum over mF is not merely over all distinct mF but rather

over all the micro-states. This is an important distinction since certain mF values are

degenerate in the sense that there are more than one micro-state (i.e. combination of

mI and mS) that corresponds to a given mF value. The correct partition function Z

is therefore

Z =
∑
mF

eβmF =
I∑

mI=−I

eβmI︸ ︷︷ ︸
ZI

S∑
mS=−S

eβmS︸ ︷︷ ︸
ZS

. (2.106)

We note that for arbitrary spin J , the spin partition function ZJ is given by

ZJ =
J∑

m=−J

eβm = e−βJ
2J∑
m=0

(
eβ
)m

=
e−βJ − eβJ+β

1− eβ
=

sinh β
(
J + 1

2

)
sinh β

2

. (2.107)

Although (2.105) as we have derived it refers to the probability that an individual

atom has longitudinal angular momentum mF , we note that for a vapor with no

transverse spin polarization, its density matrix is diagonal. Moreover, as discussed in

section 2.2, the diagonal element 〈mF |ρ|mF 〉 of the density matrix may be interpreted

as the probability that an atom selected at random from the ensemble will be in the

eigenstate |mF 〉. Consequently, for a vapor with no transverse spin polarization and

spin-exchange rates greatly exceeding that of other rates, the alkali atoms settle into

a “spin-temperature equilibrium” where their density matrix is given by (2.105). The

mean electronic spin is

〈Sz〉 =
∑
mS

mS

∑
mI

eβmIeβmS

ZIZS
=

d

dβ
logZS =

1

2
tanh

β

2
, (2.108)
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where we have used ZS = sinh β/ sinh(β/2) from (2.107) in the last equality. If we,

as usual, define the polarization P e
z ≡ 〈Sz〉 /S, then we have

P e
z = tanh

β

2
, (2.109)

so that, as promised, in the limit of spin temperature equilibrium, the density matrix

(or the populations of the mF sub-levels) is uniquely determined by the longitudinal

electronic spin polarization. Similarly, the ensemble averaged total angular momen-

tum 〈Fz〉 is given by

〈Fz〉 =
∑
mF

mF e
βmF

Z
=

d

dβ
logZ =

2I + 1

2
coth

(
2I + 1

2
β

)
− coth β − coth

β

2
,

(2.110)

so that the ratio of 〈Fz〉 / 〈Sz〉 is

〈Fz〉
〈Sz〉

=
(2I + 1) coth

(
2I+1

2
β
)
− 2 coth β − 2 coth β

2

tanh β
2

. (2.111)

This may be simplified using the Brillouin function [126], which is defined as

BJ(x) =
2J + 1

2J
coth

(
2J + 1

2J
x

)
− 1

2J
coth

(
1

2J
x

)
, (2.112)

so that we have

〈Fz〉
〈Sz〉

=
2IBI(Iβ) +B1/2

(
β
2

)
B1/2

(
β
2

) = 1 + ε(I, β), (2.113)

where the paramagnetic coefficient ε(I, β) is defined to be

ε(I, β) ≡ 2I
BI(Iβ)

B1/2

(
β
2

) (2.114)
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By using (2.109), we may re-write ε(I, β) in terms of the electronic polarization

P 13. For the typical cases of I = 3/2 (e.g K and 87Rb) and I = 5/2 (e.g. 85Rb), we

have

ε

(
3

2
, P

)
=

5 + P 2

1 + P 2
(2.115)

ε

(
5

2
, P

)
=

35 + 42P 2 + 3P 4

3 + 10P 2 + 3P 4
. (2.116)

Tabulated expressions of ε(I, P ) are available from [73] for I = 0 to I = 7/2 in half

integer increments.

2.5 Spin-Exchange Relaxation Free Regime

Although spin-exchange collisions between alkali atoms do not contribute to the re-

laxation of the alkali’s vapor longitudinal polarization, they do contribute to the

relaxation of the macroscopic transverse polarization [78]. This is potentially prob-

lematic for atomic magnetometers (and co-magnetometers) since they typically work

by measuring the (transverse) precession of the atomic vapor’s macroscopic spin po-

larization and consequently, their sensitivity to magnetic fields δB scales inversely

with the coherence time of the vapor’s transverse spin polarization. More precisely,

the spin-projection noise of the atomic magnetometer is [127]

δB =
1

γ
√
nT2V t

, (2.117)

where γ is the (effective) gyromagnetic ratio, n is the number density of alkali atoms,

T2 is the transverse polarization coherence time and V , t are the measurement volume

and time respectively. In the presence of spin-exchange collisions, T2 is frequently

limited by the rate of spin-exchange collisions, which prevents atomic magnetometers

13We drop the sub and superscripts for convenience.
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from achieving high sensitivity to magnetic fields (i.e. small δB). Physically, spin-

exchange collisions contribute to relaxation of the macroscopic transverse polarization

because they can cause ground state alkali atoms to transition from one hyperfine

manifold to another. However, according to (2.18), alkali atoms in the F = I + 1/2

hyperfine manifold precess in the opposite direction from atoms in the F = I − 1/2

manifold. It is evident then, that spin-exchange collisions, by causing individual atoms

to randomly transition from one hyperfine manifold to another, will cause individual

atoms to randomly precess in different directions and cause the macroscopic transverse

polarization to decohere.

Nevertheless, as was first discovered by Happer and Tang [128], there exist a

“spin-exchange relaxation free” (SERF) regime where transverse relaxation due to

spin-exchange collisions can be eliminated at sufficiently high alkali densities and low

magnetic fields. Although a rigorous mathematical description of this phenomenon is

not trivial (the evolution of the density matrix under spin-exchange collisions is not

linear), it is not difficult to paint a physical picture that informs the origins of SERF.

Essentially, at sufficiently high alkali densities and low magnetic fields so that the

rate of spin-exchange collisions greatly exceeds the precession frequency, the spin of

an alkali atom has hardly precessed in one direction before it begins to precess in the

opposite direction after undergoing a spin-exchange collision with another alkali atom.

All other things being equal, this implies that there will be little to no precession of

the macroscopic polarization. However, since there are more mF sub-levels in the

F = I + 1/2 manifold compared to the F = I − 1/2 manifold, the alkali atom will

on average populate the F = I + 1/2 manifold more frequently as compared to the

F = I − 1/2 manifold. Consequently, there is on the whole still a net coherent albeit

slowed down precession of the macroscopic polarization.

Another way of stating the SERF regime is to say that the spin-exchange rate

is so much faster than the Larmor precession that spin temperature equilibrium is
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maintained even in the presence of small transverse excitation. In that case, we may

easily write down the effect of the SERF regime on small transverse excitation. From

(2.3), the ground state Hamiltonian is

Hg = AgI · S + gsµBS · (B + βe)−
µI
I

I ·B

Hg ≈ AgI · S + gsµBS ·B ≡ Hhf +HB, (2.118)

where we have dropped the term involving µI since that is typically ∼ 1000 times

smaller than µB and have for convenience defined Hhf and HB as the parts of the

Hamiltonian due to the hyperfine and magnetic interaction respectively. Moreover,

since βe has basically the same form as B, we have for brevity dropped it here since

it is obvious that it will, in this context, have the same behavior as B. From (2.29),

the ground state Hamiltonian causes the density matrix to evolve as

dρg
dt

=
1

i~
[Hhf , ρ] +

1

i~
[HB, ρ], (2.119)

while from (2.59)14, spin-exchange collisions with like alkali atoms cause the density

matrix to evolve as

dρex
dt
≈ 1

Tex
(φ (1 + 4 〈S〉 · S)− ρ) . (2.120)

The evolution of the macroscopic ensemble averaged total angular momentum 〈F〉 is

then

d 〈F〉
dt

= Tr

[
dρg
dt

F

]
+ Tr

[
dρex
dt

F

]
. (2.121)

From (2.73), we know that the spin-exchange collisions conserve 〈F〉 and so it

remains to compute the first term on the r.h.s above. The first term itself comprises

of two terms: Tr([Hhf , ρ]F)/i~ and Tr([HB, ρ]F)/i~. Since the hyperfine interaction

conserves the total angular momentum, we expect that Ag Tr([I · S, ρ]F)/i~ is zero.

14We consider only species and drop the i, j indices here.
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Indeed, using (A.48) and the fact that I and S commutes, it is straightforward to

show that

Tr([I · S, ρ]S) = iTr(I× ρS), (2.122)

and

Tr([I · S, ρ]I) = −iTr(I× ρS) (2.123)

so that

Tr([I · S, ρ]F) = Tr([I · S, ρ](I + S)) = 0. (2.124)

Therefore Tr([Hhf , ρ]F)/i~ = 0 as expected and it remains to compute

Tr([HB, ρ]F)/i~ = gsµB(Tr([S · B, ρ]S) + Tr([S · B, ρ]I))/i~. To do so, we note

that

Tr[S ·BρI] = Bi Tr[SiρI
j] = Bi Tr[IjSiρ], (2.125)

and

Tr[ρS ·BI] = Bi Tr[ρSiI
j] = Bi Tr[SiI

jρ] = Bi Tr[IjSiρ], (2.126)

so that Tr([S ·B, ρ]I)=0. Moreover, by making use of (A.48) we have

Tr[S ·BρS] = Tr[BiρSjSi] = Tr

[
ρ

4
Bj +

i

2
ρεj ki B

iSk

]
=

B

4
+
i

2
B× 〈S〉 , (2.127)

and

Tr[ρS ·BS] = Tr[ρBiS
iSj] = Tr

[
ρ

4
Bj − i

2
εjikBiρSk

]
=

B

4
− i

2
B× 〈S〉 , (2.128)
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so that Tr([S ·B, ρ]S) = iB× 〈S〉. Consequently,

Tr

[
dρg
dt

F

]
=

1

i~
Tr([HB, ρ]F) =

gsµB
~

B× 〈S〉 = γeB× 〈S〉 , (2.129)

and the precession of 〈F〉 is therefore

d 〈F〉
dt

= Tr

[
dρg
dt

F

]
+ Tr

[
dρex
dt

F

]
= γeB× 〈S〉 , (2.130)

where γe ≡ gsµB/~ is here the gryomagnetic ratio of the free electron. In the SERF

regime when the alkali atoms maintain spin-exchange equilibrium even in the presence

of small transverse excitation, we may approximate (2.113) as

〈Fz〉
〈Sz〉

= 1 + ε(I, β) ≈ 〈F〉
〈S〉

, (2.131)

so that in the SERF regime, we may from (2.130) obtain

d 〈S〉
dt

=
γe

1 + ε(I, β)
B× 〈S〉 =

γe
Q(I, β)

B× 〈S〉 , (2.132)

where as expected, we see a precession frequency that is slowed down by a factor

Q(I, β) ≡ 1 + ε(I, β). (2.133)

We note that Q(I, β) here depends on the polarization P through the spin-

temperature β and it includes the slowing down factor (from the precession of a free

electron) due to both the hyperfine interaction and spin-exchange collisions. For

the common case of I = 3/2, we may use (2.115) to write Q(I, β) in terms of the

polarization P = 〈S〉 /S to obtain

Q

(
3

2
, P

)
= 2 +

4

1 + P 2
. (2.134)
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The results above are strictly speaking only completely exact at infinitely high

spin-exchange rates. In reality, there is, of course, a continuum between the SERF

regime and non-SERF regime. The precession frequency ω and transverse coherence

time T2 (due to spin-exchange collisions) in this intermediate region can be non-trivial

to calculate, particularly at high alkali polarizations since the spin-exchange operators

has terms that are quadratic in ρ. Nevertheless, in the limit of low polarization

so that terms quadratic in ρ can be ignored, and for the usual case whereby the

hyperfine coupling Ag is much larger than both the spin-exchange rate Tse and ω0 =

γeB/(2I + 1), a perturbative treatment yields an analytic expression for T2 and ω

[129]

1

T2

+ iω =
(2I + 1)2 + 2

3Tex(2I + 1)2
−

√
−ω2

0 +

(
(2I + 1)2 + 2

3Tex(2I + 1)2

)2

− i 2ω0

Tex(2I + 1)
, (2.135)

where T2, ω ∈ R and Tex, the time in between spin-exchange collisions, is as defined

in (2.61). In the limit of fast spin-exchange so that ω0Tex � 1, the radical in (2.135)

may be expanded to give [129]

ω ≈ ω0

C
+
ω3

0T
2
ex(2I + 1)2(1− C−2)

2C3
(2.136)

1

T2

≈ ω2
0Tex(2I + 1)(1− C−2)

2C
− (ω0Tex(2I + 1))3(1− 6C−2 + 5C−4)

8C3
, (2.137)

where C is, for convenience, defined as

C ≡ (2I + 1)2 + 2

3(2I + 1)
. (2.138)

We note that to first order, 1/T2 is proportional to the square of the magnetic field

(since ω0 ∝ B). These expressions are useful in relating T2 and ω0 with the spin-
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exchange rate 1/Tex and can allow us to determine Tex (and by extension the density

of alkali atoms na) by measuring T2 while varying ω0.

2.6 Light-Atom Interactions

The interactions of alkali atoms with light give the experimentalist a convenient way

to control and manipulate alkali atoms. In this section, we discuss the interactions

between alkali atoms and light that is relevant to the co-magnetometer. It suffices

to describe the light classically at the laser wavelengths and intensities pertinent to

the operation of the co-magnetometer and we therefore start by quoting Maxwell’s

equations15:

∇ · E = 4πρ (2.139)

∇ ·B = 0 (2.140)

∇× E = −1

c

∂B

∂t
(2.141)

∇×H =
4π

c
Jf +

1

c

∂D

∂t
. (2.142)

The auxillary fields are defined in Gaussian CGS units as:

D = E + 4πP (2.143)

B = H + 4πM. (2.144)

In a neutral non-magnetic atomic vapor, ρ = 0 (to a good approximation on the

scale of the laser wavelengths of interest) and Jf = M = 0 and so taking the curl on

15We use Gaussian CGS units here primarily because the polarizability tensor ←→α , which we shall
soon discuss, is typically given in CGS units in the literature.
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both sides of (2.141) gives

∇× (∇× E) = −1

c

∂

∂t
∇×B (2.145)

=⇒ ∇2E− 1

c2

∂2E

∂t2
=

4π

c2

∂2P

∂t2
. (2.146)

P is the macroscopic polarization density of the atomic vapor and can be expressed

as P = n 〈p〉, where n is the density of alkali atoms and 〈p〉 is the ensemble averaged

dipole moment of an alkali atom16. The dipole moment 〈p〉 depends on the electric

field E via the polarizability tensor and is given by 〈p〉 = 〈←→α 〉 ·E. Equation (2.146)

then becomes

∇2E− 1

c2

∂2E

∂t2
=

4πn

c2

∂2

∂t2
〈←→α 〉 · E. (2.147)

Evidently, understanding light-atom interactions comes down to understanding

the origins of the polarizability tensor 〈←→α 〉. The derivation of 〈←→α 〉 in this context

was first carefully derived by Happer and Mathur in [130] and we detail that derivation

below since a variety of light-atom phenomenon relevant to the co-magnetometer trace

their origins back to the polarizability tensor.

2.6.1 Polarizability tensor

Since the polarizability tensor is defined via the relation 〈p〉 = 〈←→α 〉 ·E, we can derive

an expression for it if we can compute 〈p〉 from first principles. To do so, we note

that 〈p〉, which is the ensemble averaged dipole moment of an alkali atom, is given

by the expectation value 〈ψ |p|ψ〉 of the dipole moment operator p for a single atom,

averaged over the collisional history and velocity distribution of the atom. If the

mean time between collisions is given by 1/γc, then the probability P (t− t′) dt′ that

16The ensemble average here includes an average over the different velocities and collisional his-
tories of the atom
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the last collision happened at time t′ (for t′ < t) is given by:

P (t− t′) dt′ = γc e
−γc(t−t′) dt′. (2.148)

Moreover, for the alkali densities (∼ 1013 − 1014 cm−3) of interest in a co-

magnetometer, the atoms can be viewed as mostly non-interacting particles except

for brief periods during collisions. As such, we expect their velocities to obey the

Maxwell-Boltzmann distribution and the probability of finding an atom with velocity

v is thus17

N(v) dv =

(
ma

2πkBT

)3/2

e
−mav

2

2kBT dv, (2.149)

and so 〈p〉 is given by:

〈p〉 =

∫ t

−∞
dt′ P (t− t′)

∫
dvN(v) 〈ψ |p|ψ〉 . (2.150)

To make further progress, we will have to compute 〈ψ |p|ψ〉. The wavefunction

of the atom can be expanded in terms of the eigenfunctions of the ground state {|µ〉}

and of the excited state {|m〉} in between collisions18

|ψ(t)〉 =
∑
m

ame
−iEmt/~ |m〉+

∑
µ

aµe
−iEµt/~ |µ〉 , (2.151)

and the expectation value of the dipole moment operator p for a single atom is

therefore

〈ψ |p|ψ〉 =
∑
νm

a∗νame
iωνmtpνm + c.c, (2.152)

17We use ma here to denote the mass of the alkali atom to avoid confusion with m which is later
used in this section as an index for excited states. kB is, as usual, the Boltzmann constant and T is
the temperature.

18We use curly brackets to denote a set. For example, {|µ〉} denotes the set of ground state
eigenfunctions. Also, throughout this section, we will use Latin alphabet to denote excited states
and Greek alphabet to denote ground states.
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where we have used the shorthand notation ωνm ≡ (Eν − Em)/~, pνm ≡ 〈ν |p|m〉.

We now wish to find an expression for am, the excited state amplitudes. During

intervals between collisions, the wavefunction of the alkali atom evolves according to

Schrodinger’s equation:

i~
∂

∂t
|ψ(t)〉 = (H0 − p · E) |ψ(t)〉 . (2.153)

Substituting (2.151) into (2.153) and recalling that 〈m |p · E|n〉 = 0 by the dipole

selection rule then gives us

iȧm = −iΓ
2
am −

∑
µ

〈
m

∣∣∣∣E · p~
∣∣∣∣µ〉 aµeiωmµt, (2.154)

where the first term of (2.154) was added to account for relaxation from the excited

state via spontaneous emission and 1/Γ is the radiative lifetime of the excited state.

For simplicity and without loss of generality, we shall treat E as a monochromatic

laser field:

E(r, t) =
E0

2
ei(k·r−ωt)e + c.c. (2.155)

The complex polarization vector e is normalized so that e · e∗ = e∗ · e = 1. Without

loss of generality, we may also define our co-ordinates so that the atom’s position R

at time t = 0 is at the origin and therefore R(t) = vt. Substituting E(R, t) into

(2.154) and integrating from t′ to t then yields, after dropping an rapidly oscillating

term,

iam(t) =iam(t′)e−
Γ/2(t−t′)

− E0

2~
ei(k·R−ωt)

∑
µ

pmµ · e eiωmµtaµ
1− e−i(ωmµ−ω+k·v−iΓ/2)(t−t′)

i (ωmµ − ω + k · v − iΓ/2)
, (2.156)
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where we have assumed that the ground state amplitude aµ are slowly varying with

respect to to the excited state decay rate Γ and can be approximated as constant

over a time interval t to t′ in between collisions. The expectation value of the dipole

moment operator (2.152) is therefore

〈ψ |p|ψ〉 =
∑
νm

a∗νpνmam(t′)eiωνmte−
Γ/2(t−t′)

− E0

i2~
ei(k·R−ωt)

∑
mνµ

[
a∗νpνm (pmµ · e) eiωνµtaµ

×1− e−i(ωmµ−ω+k·v−iΓ/2)(t−t′)

i (ωmµ − ω + k · v − iΓ/2)

]
+ c.c. (2.157)

With this expression in hand, we can now average (2.157) over the collisional histories

and possible velocities of the atom to obtain the ensemble averaged dipole moment

〈p〉. To do this, we first note that the excited state amplitude am(t′) in the first

term of (2.157) will average to zero since it is rapidly randomized by each collisions.

On the other hand, the ground state amplitudes {aµ}, as we have noted earlier, vary

slowly on these time scales (for a discussion about the different relaxation behaviors

of the ground and excited state of alkali atoms see [75]) and aµa
∗
ν in the second term

of (2.157) can therefore be replaced by an average value 〈aµa∗ν〉. Performing the time

integral and re-writing the velocity integral with the help of the plasma dispersion

function Z(ξ), we obtain

〈p〉 =
∑
νµm

aµa
∗
νe
iωνµt

1

k

√
ma

2kBT
Z (ξ (ωmµ))

1

~
pνm

(
pmµ ·

E0

2
ei(k·R−ωt)e

)
+c.c, (2.158)

where the plasma dispersion function Z(ξ) is [131]

Z(ξ(ωmµ)) =
1√
π

∫ ∞
−∞

du
e−u

2

u− ξ
, (2.159)
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and its argument ξ(ωmµ) is defined as

ξ ≡ 1

k

√
ma

2kBT

[
ω − ωmµ + i

(
Γ

2
+ γc

)]
. (2.160)

We may rewrite (2.158) in the form 〈p〉 = 〈←→α 〉 · E by writing the plasma-dispersion

function (profile function) Z(ξ(ωmµ)) as

Z(ωmµ) =
∑
ν

δµνδνµZ(ωmν)

=
∑
ν

〈µ| ν〉 〈ν|µ〉Z(ωmν)

= 〈µ |z(m)|µ〉 ,

where

z(m) =
∑
ν

|ν〉 〈ν|Z(ωmν), (2.161)

and we therefore have from (2.158)

〈p〉 =
∑
νµ

〈aµa∗ν〉 eiωνµt

×

(
〈ν| 1

k~

√
ma

2kBT

∑
m

p |m〉 〈m|p |µ〉 〈µ |z(m)|µ〉

)
· E0

2
ei(k·R−ωt)e + c.c

=

(∑
νµ

ρµν
←→α νµ

)
· E0

2
ei(k·R−ωt)e + c.c

= 〈←→α 〉 · E0

2
ei(k·R−ωt)e + c.c, (2.162)
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where in the third line above, we have identified the ground state density matrix ρ

(2.27) and the polarizability operator ←→α as

ρ =
∑
µν

|µ〉 〈ν| 〈aµa∗ν〉 eiωνµt (2.163)

←→α ≡ 1

k~

√
ma

2kBT

∑
m

p |m〉 〈m|p z(m),

so that ∑
νµ

ρµν
←→α νµ = Tr[ρ←→α ] = 〈←→α 〉 .

Moreover, we can split the sum of m over all excited states in the definition of ←→α

above into a double sum of Fe and m, where Fe is an excited state hyperfine manifold

and m is now a Zeeman state within the Fe excited state hyperfine manifold. In that

case, we have

←→α ≡
∑
Fe

1

k~

√
ma

2kBT

∑
m

p |Fe,m〉 〈Fe,m|p z(m)

≈
∑
Fe

1

k~

√
ma

2kBT
κ(Fe)p z(Fe), (2.164)

where we have defined the effective ground state operator κ(Fe) as

κ(Fe) ≡
∑
m

p |Fe,m〉 〈Fe,m|p, (2.165)

and have made the approximation that since the alkali atoms in a co-magnetometer

are in a near zero magnetic field environment during normal co-magnetometer op-

eration, the Zeeman splitting of the hyperfine states are therefore negligibly small

compared to the (Doppler broadened) splitting of the hyperfine manifolds and there-

fore Z(ωmµ) ≈ Z(ωFeFg), which implies z(m) ≈ z(Fe).
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Expanding κ(Fe) in spherical basis using the basis dyadics QL
ρ+σ (A.11) and spheri-

cal tensor operator TΛ
µ−µ′ (A.19) and simplifying the matrix elements with the Wigner-

Eckhart theorem (A.89), we obtain after some computation with the aid of identities

in section A.3

κ(Fe) =
∑
FgF ′g
LM

(−1)M+1QL
−MT

L
M

√
(2Fg + 1)(2Fe + 1)W (11FgF

′
g;LFe)

× 〈Fg ||p||Fe〉 〈Fe ||p||Fg〉 , (2.166)

where W here is a Racah W co-efficient. The reduced matrix elements may be

computed by using (A.90) and the Wigner-Eckhart theorem (A.89) by noting that

firstly, the total transition rate from the excited electronic state Je = Le + S to the

ground state Jg = Lg + S [132] is

Γ(Je → Jg) =
1

2Je + 1

64π4

hλ3

∑
mµ

|〈Jem |pz| Jgµ〉|2 , (2.167)

and secondly, that the transition rate Γ(Je → Jg) is related to the oscillator strength

fge of that transition by the relation [133]

Γ(Je → Jg) =
2e2ω2

mec3

2Jg + 1

2Je + 1
fge. (2.168)
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Using these relations, we obtain19

〈Fg ||p||Fe〉 〈Fe ||p||Fg〉 = (−1)Fe−Fg
3~e2fge
2meω

(2Jg + 1)
√

(2Fe + 1)(2F ′g + 1)

×W (JeFeJgFg; I1)W (JeFeJgF
′
g; I1), (2.169)

and therefore

κ(Fe) = ~k
√

2kBT

ma

∑
FgF ′g
LM

ξL(Fg, F
′
g, Fe)(−1)MQL

−MT
L
M(Fg, F

′
g), (2.170)

where the coefficient ξL is

ξL(Fg, F
′
g, Fe) = 3G(−1)Fe−Fg+1(2Jg + 1)(2Fe + 1)

√
(2Fg + 1)(2F ′g + 1)

×W (11FgF
′
g;LFe)W (JeFeJgFg; I1)W (JeFeJgF

′
g; I1), (2.171)

and G is here defined as

G =
λ2e2fge
8π2mec

√
ma

2kBT
. (2.172)

Substituting our expression for κ(Fe) back into (2.164), we have at last our desired

expression for the polarizability tensor ←→α

←→α =
∑
L

←→α L, (2.173)

19We note that there is, unfortunately, a sign discrepancy in (2.169) compared to [130]. Whereas

we have (−1)Fe−Fg , [130] has (−1)Fe−F ′
g . This discrepancy seems to stem from the sign factor in

(A.90). As far as this author can tell, (A.90) as quoted is correct. However, this discrepancy isn’t
a major issue since [130] consistently uses (A.90) with a different sign factor and consequently, the
multipole components of the polarizability tensor we eventually arrive at are identical because there
is a corresponding sign difference in our expansion of the ground state operators.
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where the Lth multipole component of ←→α is

←→α L =
∑
FgF ′g
M

(−1)MQL
−MT

L
M(Fg, F

′
g)
∑
Fe

ξL(Fg, F
′
g, Fe)Z(Fe, F

′
g)

=
∑
FgF ′g
M

(−1)MQL
−MT

L
M(Fg, F

′
g)A

L(Fg, F
′
g), (2.174)

and

AL(Fg, F
′
g) =

∑
Fe

ξL(Fg, F
′
g, Fe)Z(Fe, F

′
g). (2.175)

Z(Fe, F
′
g) here is the profile factor Z(ωFeF ′g) ≈ Z(ωmµ) first defined in (2.159) and

ξL(Fg, F
′
g, Fe) is as defined in (2.171). We conclude this section by observing from

(2.166) that L = 0, 1, 2 and the polarizability operator (and hence light-atom inter-

actions) ←→α can therefore be neatly separated into a scalar ←→α 0 component, a vector

←→α 1 component, as well as a tensor ←→α 2 component.

2.6.2 Multipole components of the polarizability tensor

Having obtained the polarizability tensor in the section above, we further compute the

multipole components of the polarizability tensor here, which will give rise to different

physical light-atom interactions. We shall, for the most part, consider alkali atoms

where the energy splittings between the different excited hyperfine manifolds are small

compared to the (Doppler broadened) splittings between the ground and excited state

hyperfine manifolds. This is true for K, which is the main alkali atom of interest

in the K-3He co-magnetometer. For atoms like Rb (which is used in the pulsed co-

magnetometer) where this is not true, a relatively straightforward generalization exist,

which we shall discuss at the end of this section. In the case where this approximation
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holds, we may approximate the profile factor Z(Fe, F
′
g) as

Z(Fe, F
′
g) ≈ Z(F ′e, F

′
g) = Z(F ′g) ≡ ZF ′g . (2.176)

The coefficient AL (2.175) can then be approximated as

AL(Fg, F
′
g) ≈ ZF ′g

∑
Fe

ξL(Fg, F
′
g, Fe)

= ZF ′g3G(2Jg + 1)
√

(2Fg + 1)(2F ′g + 1)

×
∑
Fe

(−1)Fe−Fg+1(2Fe + 1)W (11FgF
′
g;LFe)W (JeFeJgFg; I1)W (JeFeJgF

′
g; I1).

(2.177)

The sum over the three W coefficient is most easily evaluated by first converting

them into Wigner 6-J symbols (A.83), applying the Wigner 6-J symmetry relations

and then using (A.87):

∑
Fe

(−1)Fe(2Fe + 1)W (11FgF
′
g;LFe)W (JeFeJgFg; I1)W (JeFeJgF

′
g; I1)

= (−1)2(Fg+F ′g+Je+Jg)
∑
Fe

(−1)3Fe(2Fe + 1)

{
1 1 L
F ′g Fg Fe

}{
Je Fe I
Fg Jg 1

}{
Je Fe I
F ′g Jg 1

}
= (−1)2(Fg+F ′g+Je+Jg)

∑
Fe

(−1)3Fe(2Fe + 1)

{
1 Fe Fg
F ′g L 1

}{
I Fe Je
1 Jg F ′g

}{
1 Fe Fg
I Jg Je

}
= (−1)−3+L+2Fg−F ′gW (FgLIJg;F

′
gJg)W (1LJeJg; 1Jg), (2.178)

where we have also made use of the fact that F ′g + Je − I, L ∈ Z in the last line.

Substituting this into (2.177), we obtain

AL(Fg, F
′
g) ≈ ZF ′gξ

L(Fg, F
′
g), (2.179)

72



where20

ξL(Fg, F
′
g) = (−1)Fg−F

′
g+L3G(2Jg + 1)

√
(2Fg + 1)(2F ′g + 1)

×W (FgLIJg;F
′
gJg)W (1LJeJg; 1Jg). (2.180)

The scalar component of the polarizability tensor ←→α 0 is then, after using

(A.78),(A.12), (A.18) and the Clebsch-Gordan properties in section A.3

←→α 0 ≈
∑

FgF ′gM

ξ0(Fg, F
′
g)ZF ′g(−1)MQ0

−MT
0
M(Fg, F

′
g)

= G
∑
Fgµ

|Fg, µ〉 〈Fg, µ|ZFg . (2.181)

The vector component of the polarizability tensor ←→α 1 can be computed in a

similar manner. From (2.174) and (2.179), we have

←→α 1 =
∑

FgF ′gM

ξ1(Fg, F
′
g)ZF ′g(−1)MQ1

−MT
1
M(Fg, F

′
g), (2.182)

where from (2.180) and for Jg = 1/2,

ξ1(Fg, F
′
g) = −(−1)Fg−F

′
g6G

√
(2Fg + 1)(2F ′g + 1)W

(
Fg1I

1

2
;F ′g

1

2

)
W

(
11Je

1

2
; 1

1

2

)
.

(2.183)

The last W coefficient can be evaluated by applying the symmetry relation (A.81)

and using (A.88) to obtain

W

(
11Je

1

2
; 1

1

2

)
=

11− 4Je (Je + 1)

24
, (2.184)

20We note the sign discrepancy with [130] here that arises from the earlier discrepancy in (2.169).
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and therefore, after applying the symmetry relation (A.80) to the first W coefficient,

we obtain

←→α 1 ≈ −G
4

(11− 4Je (Je + 1))
∑
M

(−1)MQ1
−M

∑
FgF ′g

√
(2Fg + 1)(2F ′g + 1)

×W
(

1
1

2
FgI;

1

2
F ′g

)
T 1
M(Fg, F

′
g)ZF ′g . (2.185)

The expression above for ←→α 1 may be expressed in terms of the familiar magnetic

dipole moment operator µ = −gJµBJ by noting from (A.32) that the M th component

µM of the magnetic dipole moment operator is (for Jg = 1/2)

µM = −gJµB√
2

∑
FgF ′g

ηM(Fg, F
′
g)
∑
µ

|Fg, µ〉
〈
F ′g, µ−M

∣∣ , (2.186)

where we have, for convenience, defined η as

ηM(Fg, F
′
g) = (−1)µ−M−F

√
(2F ′g1 + 1)(2Fg + 1)W

(
1

1

2
FgI;

1

2
F ′g

)
C(FgF

′
g1, µ,M−µ).

(2.187)

The vector component of the polarizability tensor can then be written, after some

manipulation, as

←→α 1 ≈ G
√

2

4gJµB
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−M

×

(∑
f

p(f)µMp(f)Zf +
∑
f 6=f ′

p(f)µMp(f
′)Zf ′

)
, (2.188)

where we have defined the hyperfine ground state projection operator p(f) as

p(f) =
∑
ν

|f, ν〉 〈f, ν| . (2.189)
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For alkali atoms with insignificant excited hyperfine structure, that is where the

energy splittings between the different excited hyperfine manifolds are small compared

to the (Doppler broadened) splittings between the ground and excited state hyperfine

manifolds, the L = 2 component of the polarizability tensor←→α 2 is approximately zero.

In order to see this, we note that under the approximation Z(Fe, F
′
g) ≈ Z(F ′e, F

′
g) =

ZF ′g , the L = 2 component is, from (2.174) and (2.179) given by

←→α 2 =
∑

FgF ′gM

ξ2(Fg, F
′
g)ZF ′g(−1)MQ2

−MT
2
M(Fg, F

′
g), (2.190)

where from (2.180) and for Jg = 1/2,

ξ2(Fg, F
′
g) = (−1)Fg−F

′
g6G

√
(2Fg + 1)(2F ′g + 1)W

(
Fg2I

1

2
;F ′g

1

2

)
W

(
12Je

1

2
; 1

1

2

)
.

(2.191)

However, the second W coefficient W
(
12Je

1
2
; 11

2

)
is identically zero since j2 = 2, j3 =

1/2, j′′ = 1/2 does not satisfy the triangular condition (A.79b) and therefore, ←→α 2 is

identically zero in this approximation.

We conclude this section by briefly summarizing the main results derived by ne-

glecting the excited state hyperfine structure and we close by noting how these results

can be generalized to the case when the excited state hyperfine structure cannot be

safely ignored. For alkali atoms with insignificant excited state hyperfine structure

so that Z(Fe, F
′
g) ≈ Z(F ′e, F

′
g) = ZF ′g , the multipole components of the polarizability
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tensor are given by:

←→α 0 ≈ G
∑
f

p(f)Zf (2.192)

←→α 1 ≈ G
√

2

4gJµB
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−M

×

(∑
f

p(f)µMp(f)Zf +
∑
f 6=f ′

p(f)µMp(f
′)Zf ′

)
(2.193)

←→α 2 ≈ 0, (2.194)

where p(f) is the hyperfine ground state projection operator defined in (2.189)

and the factor G is defined in (2.172). In the case where the excited state

hyperfine structure cannot be safely ignored, the approximation AL(Fg, F
′
g) =∑

Fe
ξL(Fg, F

′
g, Fe)Z(Fe, F

′
g) ≈ ZF ′gξ

L(Fg, F
′
g) cannot be made but the form of the

approximate AL(Fg, F
′
g) can be retained by writing

AL(Fg, F
′
g) =

∑
Fe

ξL(Fg, F
′
g, Fe)Z(Fe, F

′
g)

= ξL(Fg, F
′
g)

∑
Fe
ξL(Fg, F

′
g, Fe)Z(Fe, F

′
g)

ξL(Fg, F ′g)

= ξL(Fg, F
′
g)ζ

L(Fg, F
′
g), (2.195)

which has the same form as the approximate AL(Fg, F
′
g) ≈ ZF ′gξ

L(Fg, F
′
g) with ZF ′g →

ζL(Fg, F
′
g). Consequently, the approximate results (2.192) and (2.193) for ←→α 0 and

←→α 1 can be applied to the general case by simply making the replacement ZF ′g → ζL

where

ζL(Fg, F
′
g) =

∑
Fe
ξL(Fg, F

′
g, Fe)Z(Fe, F

′
g)

ξL(Fg, F ′g)
. (2.196)

We do note however, that in the general case, there will be a L = 2 component←→α 2 to

the polarizability tensor, which is otherwise absent when the excited state hyperfine
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structure is neglected and that this component can be calculated by using (2.174)

and the full expression (2.175) for AL(Fg, F
′
g).

2.6.3 Light propagation in a co-magnetometer

In this section, we consider how the different multipole components of the polariz-

ability tensor ←→α obtained in section 2.6.2 gives rise to different physical effects. In

particular, we shall consider the paramagnetic Faraday rotation of an off-resonance

linearly polarized probe beam, the absorption cross-section of a circularly polarized

pump beam through a partially polarized ensemble of alkali atoms and the absorption

cross-section of a linearly polarized beam through an unpolarized ensemble of alkali

atoms. The first two processes are integral to the operation of the co-magnetometers

described in this work since they represent the means by which the spin polarization

of the atoms are probed and pumped respectively while the third process is frequently

used to determine the density of the alkali vapor21. We begin this discussion by not-

ing that the vapor cells used in the co-magnetometers described in this work are high

pressure vapor cells containing large quantities of a noble gas species. For example, a

typical K-3He high pressure vapor cell would contain roughly 10 a.t.m of 3He at room

temperature and at such pressures, the hyperfine structure of the alkali atoms are not

optically resolved. This represents a major simplification since the profile factors ZFg

introduced in the preceding section are all approximately the same i.e. ZFg ≈ ZF ′g and

the multipole components of the polarizability tensor can thus be further simplified

to

←→α 0 ≈ G
∑
f

p(f)Zf ≈ GZFg
∑
f

p(f) = GZFg (2.197)

21We note however, that this method is only reliable for lower alkali densities (<∼ 1014 cm−3).
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and

←→α 1 ≈ G
√

2

4gJµB
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−M

×

(∑
f

p(f)µMp(f)Zf +
∑
f 6=f ′

p(f)µMp(f
′)Zf ′

)

≈
GZFg

√
2

4gJµB
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−M

×
∑
fg

p(f)µMp(g)

=
←→α 0
√

2

4gJµB
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−MµM . (2.198)

Furthermore, at high buffer gas pressures where the rate of collisions γc is such that

γc
√
ma/2kBT/k � 1, the argument of the profile factor Z(ξ(Fg, Fe, γc)) (2.160) is

such that |ξ(Fg, Fe, γc)| � 1 and the plasma dispersion function (profile factor) can

therefore be approximated as [131]:

Z(ξ) ≈ −1

ξ
= −k

√
2kBT

ma

1(
ω − ωFeFg

)
+ i (Γ/2 + γc)

= −k
√

2kBT

ma

1(
ω − ωFeFg

)
+ i (γtot)

= −k
√

2kBT

ma

1(
ω − ωFeFg

)
+ i (2πΓtot)

, (2.199)

where in the second line, we have made the replacement Γ/2 + γc → γtot for conve-

nience and in the third line, we have defined Γtot as the non-angular version of γtot,

which is the collision broadened (angular) HWHM of the transition. We are primarily

interested in the propagation of plane waves through the co-magnetometer cell and

we shall therefore write the laser field as

E(r, t) = E0(k̂ · r, t)ei(k·r−ωt), (2.200)
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where E0 can, in general, be complex but as is typical in such situations, we always

mean to take the real part of the RHS to represent the physical electric field of the

light. Moreover, the envelope function E0 is, to a good approximation, a slowly

varying function in space and time compared to the oscillatory factor so that

∇ · E = (∇ · E0) ei(k·r−ωt) + E0 · ∇ei(k·r−ωt)

= (∇ · E0 + ik · E0) ei(k·r−ωt)

≈ ik · E0e
i(k·r−ωt) (2.201)

=⇒ |∇ · E0| � |k · E0| , (2.202)

and similarly, ∣∣∂jEj
0

∣∣� |kjEj
0|, (2.203)

where no summation is implied in the repeated indices above and lastly

∂E

∂t
=

(
∂E0

∂t
− iωE0

)
ei(k·r−ωt)

≈ −iωE0e
i(k·r−ωt) (2.204)

=⇒
∣∣∣∣∂E0

∂t

∣∣∣∣� |ωE0|. (2.205)

Consequently, from (2.202) ∇ · E = 4πρ ≈ ik · E ≈ 0, since to an excellent

approximation, ρ ≈ 0 on the scale of the laser wavelengths of interest. This implies

that k · E ≈ 0 and the polarization of the light through a co-magnetometer cell is

hence primarily transverse to the light’s propagation direction and equation (2.147)

can thus be written as

∇2E− 1

c2

∂2E

∂t2
=

4πn

c2

∂2

∂t2
〈←→α ⊥〉 · E, (2.206)
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where by 〈←→α ⊥〉 we mean the transverse component of 〈←→α 〉, which is given by

〈←→α ⊥〉 =
←→
T · 〈←→α 〉 ·

←→
T

=
←→
T ·

(〈←→α 0
〉

+
〈←→α 1

〉
+
〈←→α 2

〉)
·
←→
T

≈
←→
T ·

(〈←→α 0
〉

+
〈←→α 1

〉)
·
←→
T , (2.207)

since←→α 2 is approximately 0 (see (2.194) and the discussion there) and
←→
T is, in terms

of the unit wavevector k̂, defined as

←→
T = 1− k̂k̂. (2.208)

Taking the propagation direction to be along the z axis and making use of the ap-

proximations (2.203) and (2.205), the propagation equation (2.206) at steady state

becomes

∂E0

∂z
≈ i2πnk 〈←→α ⊥〉 · E0. (2.209)

Moreover, the scalar component of the polarizability tensor←→α 0 is, under the approx-

imations (2.197) and (2.199), given by

←→α 0 ≈ GZFg ≈ −
refoscc

2

2ω

1

ω − ω0 + iγtot
, (2.210)

where we have, for convenience, made the replacement ωFeFg → ω0. Similarly, the

vector component of the polarizability tensor←→α 1 is, under the approximations (2.198)

and (2.199), given by

←→α 1 ≈ −
GZFg

√
2

4
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−MSM , (2.211)
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where we have used the definition S = −µBgJµ. The expectation values of ←→α 0 and

←→α 1 under the approximations (2.198) and (2.199) are then

〈←→α 0
〉
≈ −refoscc

2

2ω

1

ω − ω0 + iγtot
≡ α0, (2.212)

where we have defined the last equality as α0 since this is now just a scalar quantity,

and 〈←→α 1
〉
≈ −α

0
√

2

4
(11− 4Je(Je + 1))

∑
M

(−1)MQ1
−M 〈SM〉 . (2.213)

Accordingly, the transverse component of the polarizability tensor 〈←→α ⊥〉 is then

〈←→α ⊥〉 = α0

(
←→
T −

√
2

4
(11− 4Je(Je + 1))

∑
M

(−1)M
←→
T ·Q1

−M ·
←→
T 〈SM〉

)
. (2.214)

However, by expanding Q1
−M (A.10) and remembering that

←→
T = i−1i

∗
−1 + i1i

∗
1 (since

we have taken k̂ = ẑ), the sum over M in the second term can be simplified as

∑
M

(−1)M
←→
T ·Q1

−M ·
←→
T 〈SM〉 =

∑
Mµ

(−1)µ+1C(111, µ,−M − µ) 〈SM〉

×
[
δ1µδµ+M,1i1i

∗
1 + δ1µδµ+M,−1i1i

∗
−1 + δ−1,µδµ+M,1i−1i

∗
1 + δ−1,µδµ+M,−1i−1i

∗
−1

]
= C(111, 1,−1) 〈S0〉 i1i∗1 + C(111,−1, 1) 〈S0〉 i−1i

∗
−1

=
1√
2

(i1i
∗
1 − i−1i

∗
−1) 〈Sz〉 , (2.215)

where we have used the Clebsch-Gordan symmetry relation (A.58) in the second line

and the fact that C(111, 1,−1) = 1/
√

2 in the third line. Consequently, we obtain

〈←→α ⊥〉 = i1i
∗
1

(
α0 + αgt 〈Sz〉

)
+ i−1i

∗
−1

(
α0 − αgt 〈Sz〉

)
, (2.216)
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where the gyrotropic polarizability αgt is defined as

αgt = −α0
11− 4Je(Je + 1)

4
. (2.217)

As expected, the eigenvectors of the transverse polarizability in (2.216) are i1 and i−1,

which means that the transverse E0 is also an eigenvector. Consequently, the general

solution of the (approximate) propagation equation at steady state (2.209) is

E0(z) = eiφ
(
eiθi1i

∗
1 + e−iθi−1i

∗
−1

)
E0(0), (2.218)

where φ and θ and are here defined as

φ = 2πnkα0z (2.219)

θ = 2πnkαgt 〈Sz〉 z

= −2πnkα0 11− 4Je(Je + 1)

4
〈Sz〉 z. (2.220)

We note that in general, φ ∈ C and θ ∈ C, since α0 ∈ C. Furnished with this solution,

we can now derive several important results that are integral to the operation of the

co-magnetometers described in this work.

2.6.4 Faraday rotation of off-resonance linearly polarized

light

The macroscopic spin polarization of the alkali atoms in a co-magnetometer vapor

cell is read out using the paramagnetic Faraday rotation of an off-resonance linearly

polarized probe beam. In order to derive this effect, we first note that if the probe

laser is sufficiently far detuned from the resonance, then |ω − ω0| � γtot and we can

therefore neglect the imaginary part of α0. Furthermore, without loss of generality,
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let us take the light to be initially polarized in the x-direction so that

E0(0) =
E0√

2
(i−1 − i1). (2.221)

Then (2.218) reduces to

E0(z) ≈ E0√
2
eiφ(−eiRe[θ]i1 + e−iRe[θ]i−1)

= E0e
iφ (cos (Re[θ]) ix − sin (Re[θ]) iy) , (2.222)

and from (2.220) and (2.212)

Re[θ] = −2πnk Re[α0]
11− 4Je(Je + 1)

4
〈Sz〉 z

= πnk
refoscc

2

ω

ω − ω0

(ω − ω0)2 + γ2
tot

11− 4Je(Je + 1)

4
〈Sz〉 z, (2.223)

so that the polarization of the initially x-polarized light is indeed rotated by Re[θ]

after propagating through a distance z. For the D1 transition, Je = 1/2 and Re[θ]

becomes

θD1 =
1

2
nrefD1c

ν − νD1

(ν − νD1)2 + (γtot/2π)2Pzz, (2.224)

where we have made the replacement 〈Sz〉 → Pz/2 and have for the experimentalist’s

convenience, expressed the frequency in non-angular units. Similarly, the Faraday

rotation due to the D2 transition with Je = 3/2 is

θD2 = −1

4
nrefD2c

ν − νD2

(ν − νD2)2 + (γtot/2π)2Pzz, (2.225)

where γtot/2π is now the HWHM of the D2 transition (in non-angular units). For a

sufficiently far detuned laser beam so that |ω−ω0| � γtot and Im[α0] is negligible, the

rotation from both D1 and D2 transitions are additive and the total optical rotation
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is therefore

θFR =
1

2
nrecPzz

(
fD1

ν − νD1

(ν − νD1)2 +
(
ΓD1
tot

)2 −
1

2
fD2

ν − νD2

(ν − νD2)2 +
(
ΓD2
tot

)2

)
, (2.226)

where as before, n is the density of alkali atoms, re is the classical electron radius, c is

the speed of light, Pz is the polarization of the atoms along the direction of the light, z

is the distance of light propagation through the cell, fD1,2 are the oscillator strengths of

the respective transitions, and ν, νD1,2 and Γ
D1,2

tot are respectively the laser frequency,

transition frequencies and collisional broadened HWHM in non-angular units. We

note here that the Faraday rotation is dispersive in that it is zero on resonance.

2.6.5 Absorption of circularly polarized light

In the section above, we considered the effect of a partially (spin) polarized ensemble

of alkali atoms on linearly polarized off-resonance light propagating through the en-

semble. For sufficiently far detuned light, the net effect of the polarized atoms was to

rotate the polarization of the light and this effect is used to read out the macroscopic

(spin) polarization of the atoms. In this section, we consider the attenuation of cir-

cularly polarized pump light through a partially (spin) polarized ensemble of alkali

atoms. We begin by noting that the (time-averaged) intensity of the light is (in c.g.s

units) given by

I(z) =
c

8π
Re[E(z)E∗(z)] =

c

8π
E0(z)E∗0(z), (2.227)

where E(z) and E0(z) are defined in (2.200). However, E0(z) is given by (2.218) and

so

I(z) =
c

8π
e−2 Im[φ]

(
e−2 Im[θ] |i∗1 · E0(0)|2 + e2 Im[θ]

∣∣i∗−1 · E0(0)
∣∣2) . (2.228)
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Evidently, for circularly polarized light, i.e E0(0) = E0i±1, the intensity of the

light through the cell varies as

I±(z) =
c

8π
e−2 Im[φ]∓2 Im[θ]E2

0 = e−2 Im[φ]∓2 Im[θ]I±(0), (2.229)

where the argument of the exponential above is from (2.219), (2.220) and (2.212)

given by

−2 Im [φ]∓ 2 Im [θ] = −4πnk

(
1∓ 11− 4Je(Je + 1)

4
〈Sz〉

)
Im[α0]z

= −n refoscc (γtot/2π)

(ν − ν0)2 + (γtot/2π)2

(
1∓ 11− 4Je(Je + 1)

8
〈Pz〉

)
z,

(2.230)

and we have, as before, made the replacement 〈Sz〉 → 〈Pz〉 /2 in the last line. (2.229)

and (2.230) together give us the intensity profile of a circularly polarized beam propa-

gating through a partially polarized ensemble of atoms. However, the treatment here

is somewhat of an oversimplification since it assumes that the polarization 〈Pz〉 is

uniform across the cell. In practice, this is usually not the case since the attenuation

of the pump light (which is the means by which the atoms are polarized) necessarily

implies, to the extent that the diffusion time of the alkali atom is long compared to

its spin relaxation time, that there exist some polarization gradient within the cell.

However, this can be mitigated through the use of hybrid optical pumping techniques

that we discuss in section 2.7.4.

(2.229) and (2.230) not only gives us the intensity profile of the a circularly po-

larized beam through a uniformly partially polarized ensemble of atoms, but they

also allow us to extract the absorption cross-section of an alkali atom to circularly

polarized light. To see this we note that by definition, the absorption cross-section is

the ratio between the power absorbed by the atom to the intensity of the laser beam

impinging upon it. Equivalently, the absorption cross-section is the ratio between the
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power loss in the beam to its intensity:

σ ≡ Ploss
I(z)

. (2.231)

The corresponding drop in intensity of the beam is then

I(z + dz)− I(z) = −σI(z)n dz

=⇒ dI

dz
= −nσI(z). (2.232)

On the other hand, differentiating (2.229) gives us

dI±

dz
= −nrefoscc

(γtot/2π)

(ν − ν0)2 + (γtot/2π)2

(
1∓ 11− 4Je(Je + 1)

8
〈Pz〉

)
I±(z), (2.233)

and so comparison with (2.232) yields the absorption cross-section of partially polar-

ized alkali atoms to circularly polarized light

σ± = refoscc
(γtot/2π)

(ν − ν0)2 + (γtot/2π)2

(
1∓ 11− 4Je(Je + 1)

8
〈Pz〉

)
. (2.234)

Furthermore, we can compute the rate of absorption of photons from the circularly

polarized pump beam by noting that Rabs is simply

Rabs =
Ploss
hν

, (2.235)

but Rabs is also the rate Rdp at which the alkali atoms are depopulated out of the

ground state by the circularly polarized light and so from (2.231), Rdp = Rabs is just

Rdp =
σI

hν
= I

refoscc

hν

γtot/2π

(ν − ν0)2 + (γtot/2π)2

(
1∓ 11− 4Je(Je + 1)

8
〈Pz〉

)
= Rp

(
1∓ 11− 4Je(Je + 1)

8
〈Pz〉

)
, (2.236)
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where we have defined the mean pumping rate of unpolarized atoms out of the ground

state as

Rp ≡ I
refoscc

hν

Γtot

(ν − ν0)2 + (Γtot)
2 . (2.237)

I is here the intensity of the light and h is Planck’s constant. All other variables are

as defined in (2.226). For the D1 pumping used in the co-magnetometers described

in this work, Je = 1/2 and Rdp = Rabs is then

Rabs = Rdp = Rp (1∓ 〈Pz〉) , (2.238)

where the ∓ corresponds to the ± polarity of the circularly polarized light.

2.6.6 Absorption of linearly polarized light

We conclude our discussion of light propagation through the co-magnetometer cell

with a quick derivation of the absorption of linearly polarized light through an atomic

ensemble. Without loss of generality, we shall take our light to be linearly polarized

in the x-direction so that E0(0) is given by (2.221). In this case, (2.228) reduces to

I(z) =
c

8π
e−β cosh

(
−β 11− 4Je(Je + 1)

8
〈Pz〉

)
E2

0 , (2.239)

where

β = nrefoscc
γtot/2π

(ν − ν0)2 + (γtot/2π)2 z. (2.240)

Moreover, for an unpolarized vapor with 〈Pz〉 = 0, (2.239) becomes simply

I(z) = exp

(
−nrefoscc

γtot/2π

(ν − ν0)2 + (γtot/2π)2 z

)
I0, (2.241)
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and we can, in this case, write down the absorption cross-section of linearly polarized

light in an (spin) unpolarized atomic ensemble:

dI

dz
= −nrefoscc

γtot/2π

(ν − ν0)2 + (γtot/2π)2 I(z) (2.242)

=⇒ σlin = refoscc
γtot/2π

(ν − ν0)2 + (γtot/2π)2 . (2.243)

2.6.7 The effective ground-state Hamiltonian

In the preceding section, we have made use of the polarizability tensor to demonstrate

how an ensemble of partially (spin) polarized atoms can affect a propagating laser

beam. In this section, we investigate how a laser beam can in turn affect an ensemble

of alkali atoms22. In particular, we would like to understand how the laser beam

affects the evolution of the ground-state density matrix. As before, the wavefunction

of the alkali atom evolves according to (2.153) during the intervals between collisions

and the ground-state density matrix is defined as in (2.163). The evolution of the

ground-state density matrix is then given by

d

dt

[
eiωµνtρµν

]
= 〈ȧµa∗ν〉+ 〈aµȧ∗ν〉 . (2.244)

To make further progress, we would require an expression for ȧµ. Taking the inner

product with |µ〉 on both sides of (??), we obtain

iȧµ = −
∑
m

〈
µ

∣∣∣∣p · E~
∣∣∣∣m〉 ameiωµmt. (2.245)

We shall take (2.155) as the electric field of the laser beam of interest. The excited

state amplitude am(t) is given by (2.156) and substitution of both E and am(t) into

22As before, this section is based on [130].
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the above yields (after dropping a fast oscillating term)

ȧµ = i
∑
m

〈
µ

∣∣∣∣p · E~
∣∣∣∣m〉 am(t′)e−Γ(t−t′)/2eiωµmt

− |E0|2

i4~2

∑
mσ

(e∗ · ρµm) (ρmσ · e) aσe
iωµσt

× 1− e−i(ωmσ−ω+k·v−iΓ/2)(t−t′)

(ωmσ − ω + k · v − iΓ/2)
. (2.246)

The averages in (2.244) is over the atom’s collisional history and velocity distribution.

As before, the probability that the last collision happened at time t′ (for t′ < t) is given

by (2.148) and we expect that since the atoms are mostly non-interacting particles in

between collisions, their velocities should follow the Maxwell-Boltzmann distribution

(2.149). The average 〈ȧµa∗ν〉 is then

〈ȧµa∗ν〉 =

∫ t

−∞
dt′ γce

−γc(t−t′)
∫
dvN(v)ȧµa

∗
ν , (2.247)

where N(v) is defined as in (2.149). As before, the first term of (2.246) (multiplied by

a∗ν) averages to zero in (2.247) due to the randomization of the excited state amplitude

am in between collisions. The time average of the second term in (2.246) (multiplied

by a∗ν) then gives

∫ t

−∞
dt′ γce

−γc(t−t′) 1− e−i(ωmν−ω+k·v−iΓ/2)(t−t′)

(ωmν − ω + k · v − iΓ/2)
=

1

ωmσ − ω + k · v − i (Γ/2 + γc)
,

(2.248)

while the average over v yields as before

∫
dv

N(v)

ωmσ − ω + k · v − i (Γ/2 + γc)
=

1

k

√
ma

2kBT
Z(m,σ)

=
1

k

√
ma

2kBT
〈σ |z(m)|σ〉 , (2.249)
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where Z(m,σ) and z(m) are as defined in (2.159) and (2.161). We therefore have

〈ȧµa∗ν〉 = −|E0|2

i4~
∑
σ

〈µ| e∗·

(
1

~k

√
ma

2kBT

∑
m

p |m〉 〈m|p |σ〉 〈σ| z(m)

)
· e |σ〉

× 〈aσa∗ν〉 eiωµσt, (2.250)

but since ωµσ ≡ (Eµ − Eσ) = ωνσ + ωµν , then from the definitions of ρ and ←→α in

(2.163), we have

〈ȧµa∗ν〉 = −|E0|2

i4~
〈µ |e∗ · ←→α · e ρ| ν〉 eiωµνt. (2.251)

By making the replacement µ↔ ν in (2.251) and then taking its complex conjugate,

we likewise get

〈aµȧ∗ν〉 =
|E0|2

i4~

〈
σ
∣∣∣(e∗ · ←→α · e ρ)

†
∣∣∣ ν〉 e−iωνµt

=
|E0|2

i4~

〈
σ
∣∣∣ρ (e∗ · ←→α · e)

†
∣∣∣ ν〉 eiωµνt, (2.252)

and so from (2.244) we obtain

i~
dρµν
dt

= (Eµ − Eν)ρµν + 〈µ|

(
−|E0|2

4
e∗ · ←→α · e ρ

)
|ν〉

− 〈µ|

(
−ρ |E0|2

4
(e∗ · ←→α · e)

†

)
|ν〉 . (2.253)

Recognizing that (Eµ−Eν)ρµν is simply [H0, ρ]µν , where H0 is the atomic Hamiltonian

without the influence of the light (of which {|µ〉} are eigenstates of), it is evident that

the influence of the light can be captured by the effective ground-state Hamiltonian

δH

δH = −|E0|2

4
e∗ · ←→α · e, (2.254)
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so that (2.253) in operator form is simply the Liouville equation

i~
dρ

dt
= [H0, ρ] + (δHρ− ρδH†). (2.255)

In general, δH will not be Hermitian since the number of ground-state atoms are

not conserved in optical pumping. However, δH can be written as a linear combi-

nation of the Hermitian light-shift operator δE and the Hermitian light absorption

operator δΓ here defined as

δE =
δH + δH†

2
= −|E0|2

8

(
e∗ · ←→α · e + e · ←→α † · e∗

)
, (2.256)

and

δΓ =
i

~
(δH − δH†) = −i |E0|2

4~
(
e∗ · ←→α · e− e · ←→α † · e∗

)
, (2.257)

so that (2.255) may be re-written as

i~
dρ

dt
= [(H0 + δE ), ρ]− i~

2
(δΓ ρ+ ρ δΓ), (2.258)

and (2.254) becomes

δH =
δH + δH†

2
− i~

2

i

~
(
δH − δH†

)
= δE − i~

2
δΓ. (2.259)

Evidently, the diagonal elements of δE will cause shifts in the ground state energy

levels while its off-diagonal elements can cause transitions between the different sub-

levels of the atomic ground state. The interpretation of δΓ is also readily apparent

when we consider that the rate of loss of atoms from the ground state is given by

−Tr[ρ̇] and from (2.258), this is simply

− Tr

[
dρ

dt

]
= Tr[δΓ ρ] ≡ 〈δΓ〉 , (2.260)
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so that the light absorption operator δΓ is aptly named since the expectation value of

δΓ gives the pumping rate of the atoms out of the ground state. Indeed, from (2.256)

and (2.257),

δE = −|E0|2

4
Re [e∗ · ←→α · e] , (2.261)

and

δΓ =
|E0|2

2~
Im [e∗ · ←→α · e] , (2.262)

but at the high buffer gas pressures prevalent in our co-magnetometer cells, we have

from (2.210) and (2.211),

e∗ · ←→α · e ≈ ←→α 0 −
√

2

4
←→α 0(11− 4Je(Je + 1))e∗ ·

∑
M

(−1)MQ1
−MSM · e. (2.263)

This can be further simplified by noting that

e∗ ·
∑
M

(−1)MQ1
−MSM · e =

∑
Mµ

(−1)−µ−M−1e∗−µe−µ−MC(111, µ,−M − µ)SM

= −
∑
Mµ

e∗−µe−µ−MC(111;−M,M + µ)SM

=
1√
2
S · s, (2.264)

where we have used (A.60) and (A.57) in the second line, (A.17) in the third line and

s is the mean photon spin vector defined in (A.16). Substituting ←→α 0 from (2.210),

(2.263) is then

e∗ · ←→α · e = −refoscc
2

2ω

1

ω − ω0 + iγtot

(
1− 11− 4Je(Je + 1)

4
S · s

)
. (2.265)

Consequently, the light-shift and light absorption operators become

δE = Ep(1− q · S), (2.266)
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and

δΓ = Rp(1− q · S), (2.267)

where q is for convenience, defined as

q ≡ 11− 4Je(Je + 1)

4
s =

{
2s for D1 (2.268a)

−s for D2, (2.268b)

and s is the mean photon spin (A.16), Rp is the mean pumping rate of unpolarized

atoms out of the ground state (2.237), and Ep is defined as

Ep ≡
Rp~
2Γtot

(ν − ν0), (2.269)

where Γtot, ν and ν0 are the transition’s HWHM, laser frequency and transition fre-

quency respectively in non-angular units. Multiplying (2.267) by ρ and taking the

trace, we then recover (2.236) as expected

〈δΓ〉 = Rp(1− q · 〈S〉). (2.270)

2.6.8 Scalar light-shift

As demonstrated above, the effective ground state Hamiltonian due to the light allows

us to capture the optical pumping action of the light on an ensemble of alkali atoms.

Besides optically pumping the atoms, resonant light can also cause shifts in the energy

levels of the atoms that are collectively termed light-shifts. In the co-magnetometer,

we are typically more concerned with the vector, magnetic-like light-shift where the

energy shifts are in the Zeeman levels of the alkali atoms. This has the overall effect

of making the light look like an effective magnetic field. More generally however,

resonant light can also cause an overall shift in the ground state energy levels of

the alkali atoms (which is not detectable in the co-magnetometer) and an effective
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shift in A, the hyperfine magnetic dipole coupling (that is also not detectable at the

high buffer gas pressures pertinent to our co-magnetometers). These two effects result

from the scalar component of the polarizability tensor and are referred to as the scalar

light-shift. Although unimportant for the co-magnetometer’s operation, it requires

little additional work to derive them and we therefore present them (worked out in

[130]) here for completeness.

We begin by noting that in the ground state with electronic angular momentum

Jg = 1/2 and nuclear spin I, there are only two hyperfine manifolds a = I + 1/2

and b = I − 1/2. Consequently, the ground-state hyperfine projection operators p(f)

(2.189) can be written in terms of the ground-state operator I · J by noting that

p(f) |g, µ〉 = δfg |g, µ〉 and

I · J |F, µ〉 =


1
2
I , F = I + 1

2

−1
2
(I + 1) , F = I − 1

2
,

(2.271)

so that

p(a) =
I + 1 + 2I · J

2I + 1
, (2.272)

and

p(b) =
I − 2I · J

2I + 1
. (2.273)

Accordingly, the scalar component of the polarizability tensor ←→α 0 from (2.192) can

be re-written as

←→α 0 = G

(
Z+ +

Z−

2I + 1

)
+

4GZ−

2I + 1
I · J, (2.274)

where

Z+ =
Za + Zb

2
, (2.275)

and

Z− =
Za − Zb

2
. (2.276)
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The scalar component of the light-shift operator δE (2.256) is given by

δE 0 = −|E0|2

8
(e∗ · ←→α 0 · e + e · ←→α 0† · e∗), (2.277)

which upon subsitution of (2.274) yields

δE 0 = δEcg + h δA I · J, (2.278)

where

δEcg = −G |E0|2

4
Re

[
Z+ +

Z−

2I + 1

]
, (2.279)

and

δA = −G
h

|E0|2

2I + 1
Re[Z−]. (2.280)

Evidently, δEcg represents an overall shift in the ground state energy levels of the

atoms and δA is an effective shift in the hyperfine magnetic dipole coupling constant.

However, as we have noted before, the co-magnetometer is insensitive to the overall

energy shift δEcg and since the ground state hyperfine structure is not resolved due

to the high buffer gas pressure in our co-magnetometer cells, Za ≈ Zb and therefore

Z− ≈ 0, which implies that δA ≈ 0 in the co-magnetometer.

2.6.9 Vector light-shift

The vector component of the light-shift operator δE (2.256) is

δE 1 = −|E0|2

8
(e∗ · ←→α 1 · e + e · ←→α 1† · e∗), (2.281)
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where ←→α 1 is given by (2.193). Substituting (2.193) into (2.281) will result in terms

proportional to
∑

M(−1)MµMe∗ ·Q1
−M · e that can be expanded and simplified as

∑
M

(−1)MµMe∗ ·Q1
−M · e

=
∑
Mµνρ

(−1)µ+ν+ρ−1µMe
∗
µeρ i∗−µ · iν︸ ︷︷ ︸

δ−µ,ν

i∗ν+M · i−ρ︸ ︷︷ ︸
δν+M,−ρ

C(111; ν,−M − ν)

=
∑
Mµ

(−1)−M+µ−1µMe
∗
µeµ−MC(111;−µ, µ−M)

= −
∑
Mµ

µMe
∗
−µe−µ−MC(111;−M,M + µ)

=
1√
2
µ · s, (2.282)

in which we have expanded the first line according to (A.9),(A.10),(A.8) and have

used the Clebsch-Gordan symmetry relations (A.60) and (A.57) in going from the

second to third line. In the last line, we have made used of (A.17) and s is here the

mean photon spin as defined in (A.16). The term e∗ · ←→α 1 · e is then

e∗ · ←→α 1 · e =
G

4gJµB
(11− 4Je(Je + 1))s ·

[∑
f

p(f)µp(f)Zf +
∑
f 6=f ′

p(f)µp(f ′)Zf ′

]
,

(2.283)

and its complex conjugate is

e · ←→α 1† · e∗ =
G

4gJµB
(11− 4Je(Je + 1))s ·

[∑
f

p(f)µp(f)Z∗f +
∑
f 6=f ′

p(f ′)µp(f)Z∗f ′

]
.

(2.284)

δE 1 is then

δE 1 = −|E0|2

8

G

4gJµB
(11− 4Je(Je + 1))s ·

[
2
∑
f

p(f)µp(f)Re[Zf ]+

∑
f 6=f ′

p(f)µp(f ′)Zf ′ +
∑
f 6=f ′

p(f ′)µp(f)Z∗f ′

]
. (2.285)
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The on-diagonal elements of δE 1 are the vector light-shifts caused by the light while

the non-diagonal elements cause transitions between different ground-state sub-levels.

The expected energy shift due to the vector light-shift is therefore

〈
δE 1

L

〉
= Tr[δE 1

Lρ]

= −Cs ·
∑
f ′ν

∑
fστ

〈f ′, ν| f, σ〉︸ ︷︷ ︸
δff ′δνσ

〈f, σ |µ| f, τ〉 〈f, τ |ρ| f ′, ν〉Re[Zf ]

≈ −C Re[Z]s ·
∑
fστ

〈f, σ |µ| f, τ〉 〈f, τ |ρ| f ′, ν〉 = −C Re[Z]s · 〈µ〉 , (2.286)

where in the second line we have made use of the fact that at the high buffer gas

pressures relevant in the co-magnetometer, the hyperfine levels are not resolved and

hence Zf ≈ Z. Also, we have denoted the expectation value of the dipole moment

operator µ as 〈µ〉 and have, for convenience, defined C here as

C =
|E0|2

8

G

4gJµB
(11− 4Je(Je + 1)). (2.287)

The form of (2.286) suggests that the light acts as an effective magnetic field L that

we can define as

L ≡ C Re[Z]s. (2.288)

Substituting C into (2.288) and making use of (2.172), (2.199), as well as the fact that

the gyromagnetic ratio γe is given by γe = gJµB/~, the classical electron radius re is

given by re = e2/(mec
2) and that the intensity of the light is given by I = |E0|2c/(8π),

we obtain

L = − I

hν

refoscc

8γe
(11− 4Je(Je + 1))

ν − ν0

(ν − ν0)2 + (γtot/2π)2 s

= − Ep
~γe

q, (2.289)
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where in the second line we have made use of the definitions (2.269) and

(2.268a)/(2.268b). We note here that since q has different signs for D1/D2 pumping,

the lightshift L also has different signs for D1/D2 pumping. For D1 transitions with

Je = 1/2, this reduces to

L = − I

hν

refoscc

γe

ν − ν0

(ν − ν0)2 + Γ2
tot

s, (2.290)

where Γtot is the transition’s HWHM in non-angular units. We note that the vector

light-shift, like the Faraday rotation of linearly polarized light, is dispersive in that it

is zero on resonance.

2.7 Optical Pumping

Optical pumping has been developed since the 1950s and there exists a number of

review articles on this topic, including the comprehensive review by Happer [80] in

1972, and a number of later papers [73, 116, 121] that focused more on the spin-

exchange pumping of noble gases (primarily Xe and He) via optically pumped alkali

atoms and even a book [75] that focuses on performing numerical simulations in

this area. Spin-exchange optical pumping (SEOP) of noble gas nuclei via optically

pumped atoms find applications in many diverse areas including spin-polarized targets

for nuclear and particle physics scattering experiments [134–136], neutron spin filters

[137], magnetic resonance imaging [138, 139], and of course, precision measurements

[55, 140] and the work in this thesis. Clearly, SEOP is a fascinating field in its own

right and we note that despite its relatively long history, there are still elements of

it that are not well understood, particularly in the case of SEOP of hyperpolarized

Rb-3He systems where there is an as yet unexplained 3He relaxation mechanism that

is proportional to Rb’s density [121]. Furthermore, even in the optical pumping of

alkali atoms, there remain areas which have escaped much study such as the role
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of quenching gases [141] and we note that there has been misleading claims in the

literature regarding the role of relaxation in the excited state as it pertains to the

maximum attainable alkali spin polarization. Given that optical pumping is not a

central focus of this thesis however, we can only point out in passing the areas of

optical pumping or SEOP that are not currently well understood in the hopes that

an interested reader may one day uncover some of their present day mysteries. We

begin with a quick motivation for why optical pumping is required in the work of this

thesis.

An isolated alkali atom in the absence of any fields that might break rotational

symmetry has no well defined quantization axis and its total spin angular momentum

F may, with equal probability, be oriented in any direction. Consequently, in the

absence of any fields, there is no net ensemble averaged spin angular momentum

in a macroscopic ensemble of alkali atoms. Upon application of a magnetic field

however, the ground state hamiltonian (2.3) implies that there is an energy cost

between different orientations of the spin angular momentum and it is now possible

to speak of a macroscopic spin polarization in an ensemble where, on average, the

spins of the alkali atoms in their ground states are more likely to point along a certain

direction. In order to search for anomalous spin interactions with a macroscopic

ensemble of atoms, it is obviously necessary to have a significant amount of spin

polarized along a certain direction. However, since the energy splittings between the

Zeeman levels are miniscule, the thermal spin polarization of the alkali atoms at our

operating temperatures is far too small to be useful in searches for anomalous spin

interactions. Consequently, it is necessary to polarize the spins of the alkali atoms

using circularly polarized resonant light that carry a quantized angular momentum

of 1 (in units of ~) along their direction of travel.

Conservation of energy and angular momentum implies that when an atom absorbs

resonant circularly polarized light, it must be excited to a higher energy state and that

99



the transition must be subject to the selection rule ∆mF = 1, ∆E = Ee − Eg = hν,

where Ee, Eg are the energies of the excited and ground states respectively and ν is

the frequency of the light. For D1(2S1/2 →2 P1/2) pumping where the total electronic

angular momentum J = 1/2 in the excited state is the same as the ground state,

the hyperfine coupling results in states with the same F,mF numbers in both the

excited and ground state. Consequently, the selection rule ∆mF = 1 implies that the

pumping light pumps all but the |F, F 〉 state in the ground state and by doing so, is

polarizing the ground state by selectively depopulating it. However, this is only half

the story since the excited atoms will eventually decay back to the ground state where

they can, in general, repopulate any of the |F,mF 〉 ground states. The probability

that an excited atom will end up in a particular ground state depends on the nature

of the decay channel and on which excited state the atom is currently in. The total

optical pumping is therefore dependent on both the depopulation and repopulation

processes.

2.7.1 Depopulation pumping

As we have already seen from section 2.6.7, the ground state atoms evolve according

to an effective Hamiltonian δH (2.259) as a result of the pump beam. According to

the Liouville equation (2.29), the pumping light then causes the ground state density

matrix to evolve as

dρdp
dt

=
1

i~
[δH, ρ] =

1

i~

((
Ep −

i~
2
Rp

)
(1− q · S) ρ− ρ

(
Ep +

i~
2
Rp

)
(1− q · S)

)
=

Ep
i~

[ρ,q · S]−Rp

(
ρ− 1

2
{q · S, ρ}

)
, (2.291)

where Ep, Rp and q are as defined in (2.269), (2.237) and (2.268a)/(2.268b) for

(D1/D2) pumping respectively. We note that since Tr([ρ,q · S]) = 0, the rate of
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atoms leaving the ground state is simply

d

dt
Tr[ρ] = −Rp (1− Tr [q · Sρ]) = −Rp (1− q · 〈S〉) , (2.292)

in agreement with(2.236) and (2.270). Evidently, the term [ρ,q · S] corresponds not

to atoms leaving the ground state but to the vector light-shift described in section

2.6.9.

2.7.2 Repopulation pumping

Once excited to the excited state, the probability that an atom in an excited state

|e〉 will decay to a particular ground state |g〉 depends on the matrix element 〈g |r| e〉

and the lifetime of the excited state is therefore dependent on the sum of all these

different amplitudes. For excited alkali atoms in the first 2P1/2 states, this lifetime is

typically on the order of 20 ns. Measurements of the natural lifetime of the 42P1/2

state in K yields ∼ 26 ns while the analogous measurement of the 52P1/2 state in

Rb gives ∼ 29 ns [142]. However, decaying via spontaneous emission is undesirable

for optical pumping since the polarization of the emitted photon is random and its

absorption by a nearby alkali atom will in general result in the randomization of that

atom’s electronic angular momentum. Since our co-magnetometer cell consists of a

dense alkali vapor that is optically thick, most of this fluorescence light never escapes

the cell and can consequently cause significant depolarization within the alkali vapor.

A common solution to this “radiation trapping” problem, which can be significant at

alkali number densities as low as ∼ 3×1011 cm−3 [143], is to introduce quenching gas

into the cells.

It has been known since at least the 1960s that radiationless decay of excited

alkali atoms are possible via inelastic ”quenching” collisions with molecules [144–

146] that carry away the excess energy of the excited alkali atom. Experimental
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measurements have indicated that whereas noble gas atoms such as He have extremely

small quenching cross sections with excited alkali atoms (for example, < 10−19 cm2

with Cs [147]), molecular buffer gas such as N2 have considerably larger (on the order

of ∼ 5 × 10−15 cm2) quenching cross sections due to their vibrational states [143]

and can effectively quench excited alkali atoms before they decay via spontaneous

emission. A study of electronic and nuclear spin polaization transfers due to quenching

collisions suggests that the duration of a quenching collision is so short compared to

the spin-orbit L · S period that the orientation of the alkali’s electronic (and hence

nuclear) spin is conserved during a quenching collision [148]. In the optical pumping

literature, it is typically assumed that sufficient quenching gas is added so that the

average time for a quenching collision to occur TQ is ∼ 1 ns, which is much less than

the ∼ 25 ns natural lifetime of the excited state in alkali atoms [73] so that to a

good approximation, an excited alkali atom can be assumed to decay via a quenching

collision.

However, before decaying via a quenching collision in ∼ 1 ns after being excited

from the ground state, the alkali atom is typically assumed to have lost all of its

electronic polarization due to “J-damping” collisions with noble and buffer gas atoms.

As its name implies, these J-damping collisions randomize the electronic spin of the

excited alkali atom but leaves the nuclear spin untouched. Physically, this is due to

the fact that the duration of these collisions are so short that they are unable to

substantially affect the nuclear spin through the hyperfine interaction. For a Rb-3He

high pressure cell with 10 amagats of 3He, these J-damping collisions typically happen

at an average rate of once every ∼ 10 ps [73], which is significantly faster than the

rate of quenching collisions. Consequently, it is typically assumed that by the time

an alkali atom decays via a quenching collision, it would have lost all of its electronic

polarization but none of its nuclear polarization [73, 116]. Given these assumptions,

we can easily write down the evolution of the ground state density matrix due to the
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repopulation term. Since only the nuclear polarization of the atoms depopulated out

of the ground state is preserved and the nuclear part of a density matrix operator ρ

is given by (2.37), we have

dρrp
dt

= −1

4

dρdp
dt
− S · dρdp

dt
S. (2.293)

2.7.3 Total pumping

The evolution of the ground state density matrix due to optical pumping is then

dρop
dt

=
3

4

dρdp
dt
− S · dρdp

dt
S. (2.294)

We note that from (2.41) and (2.42)

S · [ρ,q · S]S = qiSj[ρ, S
i]Sj = qi

(
SjρS

iSj − SjSiρSj
)

=
1

4
[q · S, ρ], (2.295)

and

S · {q · S, ρ}S = qiSj{Si, ρ}Sj =
1

4
{q · S, ρ}+ iq · (S× ρS) . (2.296)

Consequently, under the influence of the pumping light, the density matrix evolves as

dρop
dt

= −Ep
i~

[q · S, ρ]−Rp

(
ρ− φ− 1

4
q · ({S, ρ} − 2i (S× ρS))

)
= −Ep

i~
[q · S, ρ] +Rp (φ (1 + q · S)− ρ) , (2.297)

where we have made use of (2.48) in going from the first to second line. Experi-

mentally, we measure ensemble average quantities and it is therefore useful to turn

(2.297) into one that involves such quantities. At the low magnetic fields pertinent to

co-magnetometer operation, the total angular momentum F is, as discussed in section

2.1, approximately conserved whereas the nuclear spin I and electron spin S are not.
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We are therefore interested in the evolution of the ensemble average of F as a result

of the pumping light, which may be obtained by multiplying (2.297) by F and taking

the trace.

Letting 〈S〉 → q in (2.71) and (2.72), we have

Tr(q · {S, ρ}F) =
1

2
q + 2qj

〈
SjI
〉

(2.298)

Tr(q · (S× ρS)F) = i

(
1

4
q− qj

〈
SjI
〉)

, (2.299)

while from (2.85) and letting 〈K〉 → q, we get

Tr([q · S, ρ]F) = iq× 〈S〉 . (2.300)

Consequently, we derive from (2.297)

d 〈F〉op
dt

= Tr

(
dρ

dt
F

)
= −Ep

i~
Tr([q · S, ρ]F)

+Rp

(
−Tr((ρ− φ)F) +

1

4
Tr(q · {S, ρ}F)− i

2
Tr(q · (S× ρS)F)

)
= −Ep

~
q× 〈S〉+Rp

(
1

4
q− 〈S〉

)
= γeL× 〈S〉+Rp

(
1

4
q− 〈S〉

)
, (2.301)

where in the last line we have made use of (2.289). We therefore see that the the

pump light has a two-fold effect: it behaves like an effective magnetic field L (the

light-shift) and it pumps the vapor since the angular momentum increases at a rate of

Rp(q/4− 〈S〉). It is worth noting that since q = 2s for D1 pumping but is −s for D2

pumping, the maximum polarization attainable for D2 pumping is 0.5. Moreover, we

note that D2 pumping results in angular momentum being built up in the opposite

direction from the mean photon spin s. Since D2 pumping can only polarize the alkali

atoms up to 50%, we use D1 pumping in this work.
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We note that Equation (2.301) is valid under the assumptions that the hyperfine

structure is not resolved due to collisional broadening (i.e. the assumptions made in

(2.197) and (2.199)), that most of the excited state alkali atoms decay via quenching

collisions, and that there is no depolarization of the nuclear spin’s polarization while

the alkali atom is in the excited state.

2.7.4 Hybrid pumping

As we shall discuss in greater detail later, the continuously pumped co-magnetometer

achieves maximum sensitivity at an alkali polarization of 50%. However, this implies

that the alkali atoms are not fully polarized and consequently, according to (2.238),

there will continue to be significant absorption of the pumping light throughout the

cell. This results in considerable attenuation of the pumping light throughout the

length of the cell, which translates into an alkali polarization gradient across the

length of the cell that makes it impossible for all parts of the cell to achieve the

nominal 50% polarization condition required for optimal sensitivity. We note that in

our high pressure co-magnetometer cells, the time it would take for an alkali atom to

diffuse through the volume of the cell is typically much longer compared to its spin

relaxation life time. Accordingly, the polarization gradient cannot be removed by

diffusive means. A large polarization gradient in the cell also means that some parts

of the cell are not exactly satisfying the “compensation point” condition whereby the

sum of the alkali and noble-gas magnetization cancels out the applied B field. As

we discuss later, the co-magnetometer needs to be operated at this “compensation

point” to ensure good suppression of ordinary magnetic field while retaining high sen-

sitivity to anomalous fields, which are both properties that are crucial to measuring

a tiny anomalous spin-mass interaction without serious systematic effects from mag-

netic interactions. To mitigate these problems [149], we employ a hybrid pumping

technique [97, 150] wherein we optically pump an optically thin 87Rb vapor, which
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then spin polarizes an optically thick K vapor via spin-exchange collisions. By pump-

ing an optically thin 87Rb vapor, the attenuation of the pump beam through the

cell is reduced, which translates to more uniform optical pumping and hence alkali

polarization throughout the cell.

Consider two species of alkali atoms labeled r (receiver) and d (donor) where we

optically pump the optically thin donor vapor. From our discussions in sections 2.1,

2.2, 2.3 and 2.7.3, we can write down the density matrix evolution of the two species

under D1 pumping of the donor species as

dρr

dt
=

1

i~
[ArgI · S, ρr] +

∑
j

Rrj
ex(φ

r(1 + 4
〈
Sj
〉
· S)− ρr)−Rr

sd(ρ
r − φr) (2.302)

dρd

dt
=

1

i~
[AdgI · S− 2Epsp · S, ρd] +Rp(φ

d(1 + 2sp · S)− ρd)

+
∑
j

Rdj
ex(φ

d(1 + 4
〈
Sj
〉
· S)− ρd)−Rd

sd(ρ
d − φd) (2.303)

where Ep and Rp are as defined in (2.269) and (2.237). Rij
ex = 1/T ijex is as defined

in (2.61), and by Ri
sd we mean here the sum of all electronic spin destruction rates

for that alkali species. This would include spin destruction due to spin-axis collisions

with other alkali atoms, spin-rotation collisions with noble/buffer gas molecules and

spin-exchange collisions with noble gas atoms. We note that strictly speaking, if

spin-exchange collisions with noble gas atoms are considered, there should be an

additional term corresponding to the back polarization from noble-gas atoms (see

(2.89)). However, since the equilibrium polarization of the alkali atoms tends to be

more than 10 times larger compared to the noble gas polarization in our cells, the

back polarization from the noble-gas atoms can typically be ignored. Multiplying

both sides of the equations with F and taking the trace, we obtain for on resonant
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pumping (so that Ep = 0)

d 〈F r
z 〉

dt
= Rrd

ex(
〈
Sdz
〉
− 〈Srz〉)−Rr

sd 〈Srz〉

d
〈
F d
z

〉
dt

= Rp

(
1

2
sz −

〈
Sdz
〉)

+Rdr
ex(〈Srz〉 −

〈
Sdz
〉
)−Rd

sd

〈
Sdz
〉
. (2.304)

The equilibrium polarization (P ≡ 〈S〉 /S) for the two species is then

P r =
sz

1 +
1

Rp

(
Rd
sd

(
1 +

Rr
sd

Rrd
ex

)
+Rr

sd

nr
nd

)
+
Rr
sd

Rrd
ex

(2.305)

P d =
Rp(R

rd
ex +Rr

sd)sz
Rdr
exR

r
sd +Rd

sd(R
rd
ex +Rr

sd) +Rp(Rrd
ex +Rr

sd)
. (2.306)

From (2.305), it is evident that the following two conditions are necessary in order to

obtain high receiver alkali polarization:

Rr
sd

Rrd
ex

� 1 (2.307)

Rd
sd +Rr

sd
nr
nd

Rp

� 1, (2.308)

where nd, nr are the number densities of the donor and receiver species respectively.

These conditions basically state that the spin-exchange rate of the receiver with the

donor species must be much larger compared to the spin-destruction rate of the

receiver species; and the optical pumping rate of the donor species must be sufficiently

large to polarize the atoms. If the first condition (2.307) is met, then (2.305),(2.306)

reduces to

P r
z = P d

z =
Rpsz

Rp +Rd
sd +Rr

sd

nr
nd

, (2.309)
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which has led some in the literature to interpret that the alkali atoms acquires a new

effective spin-destruction rate

R̃r
sd ≈ Rd

sd +Rr
sd

nr
nd
. (2.310)

However, we contend here that this is the wrong interpretation. In particular,

this “effective spin-destruction rate” does not give the correct the late-time pump or

decay time constant and conversely, experimentally measuring the late-time pump or

decay time constant of a hybrid pumped system to calculate the expected equilibrium

polarization will yield the wrong answer. Before going on to show this, we note here

that the equilibrium polarization is affected by Rd
sd and it is therefore best to use

lighter alkali metals for the donor species since the lighter alkali metals have smaller

spin-destruction cross-sections although Rd
sd is arguably less important at high nr/nd

ratios where nr/nd will significantly amplify Rr
sd and potentially limit the maximum

achievable polarization.

To understand our assertion why (2.310) should not be interpreted as an effec-

tive spin destruction rate for the alkali atoms, it is instructive to examine the time

dependence of the homogeneous solution to the two coupled differential equations

(2.304). To do so, we note that under sufficiently high spin-exchange rate so that

the two alkali species are in spin-exchange equilibrium, 〈F i
z〉 = 〈Siz〉Q(P i), where Q

is as defined in (2.133). Strictly speaking, Q is dependent on P and is hence time

dependent. However, we note that Q does not typically vary too much over its entire

range, especially for I = 3/2 where it only varies from 4 to 6, and we can therefore

take it to be approximately constant in the limit as 〈S〉 is approaching its steady

state value. In that case, we may write the coupled differential equations (2.304) as

d

dt

(
P r
z

P d
z

)
=

(
− 1
Qr

(Rrd
ex +Rr

sd)
1
Qr
Rrd
ex

1
Qd
Rdr
ex − 1

Qd
(Rdr

ex +Rd
sd +Rp)

)(
P r
z

P d
z

)
+

(
0

1
Qd
Rpsz

)
,

(2.311)
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which has a homogeneous solution of the form

P(t) = P+e
λ+t + P−e

λ−t, (2.312)

where λ± are eigenvalues of the matrix in (2.311) and P± are some constant 2D

vectors. The eigenvalues are

λ± = −Q
r(Rdr

ex +Rp +Rd
sd) +Qd(Rrd

ex +Rr
sd)±

√
C(Rdr

ex, R
rd
ex, R

d
sd, R

r
sd, Rp)

2QrQd
,

(2.313)

where C is

C = (QrRdr
ex +QdRrd

ex)
2

[
1 +

2(QrR
dr
ex −QdR

rd
ex)

(QrRdr
ex +QdRrd

ex)
2

(QrRd
sd +QrRp −QdRr

sd)

+
1

(QrRdr
ex +QdRrd

ex)
2
O(Rp, R

d
sd, R

r
sd)

]
. (2.314)

In the limit of fast spin-exchange, the last term in the the square bracket can be

dropped and the second term is less than 1, which allows us to expand
√
C as

√
C ≈ QrRdr

ex +QdRrd
ex + α(QrRd

sd +QrRp −QdRr
sd), (2.315)

where we have for convenience defined α as

α ≡ QdR
rd
ex −QrR

dr
ex

QrRdr
ex +QdRrd

ex

=
Qdnd −Qrnr
Qrnr +Qdnd

. (2.316)

Evidently, the λ+ solution damps extremely quickly and the relevant eigenvalue we

are interested in is therefore

λ− =
1

T pump1

≈ −
[
Rp

2Qd
(1 + α) +

Rr
sd

2Qr
(1− α) +

Rd
sd

2Qd
(1 + α)

]
. (2.317)
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It is now clear why (2.310) should not be interpreted as an “effective spin destruction

rate”: the denominator of (2.309) looks nothing like (2.317) and will give a wrong

decay/pump up late-time time constant. Rather, (2.317) suggests that the hybrid

pumped system acquires a new effective pumping and spin-destruction rate given by

R̃p =
Rp

2Qd
(1 + α) (2.318)

R̃e
sd =

Rr
sd

2Qr
(1− α) +

Rd
sd

2Qd
(1 + α), (2.319)

which will give the correct time dependence and an “effective” mean photon spin

s̃z = sz
Rp

R̃p

R̃p + R̃e
sd

Rp +Rd
sd +Rr

sd

nr
nd

, (2.320)

which will give the correct equilibrium polarization. Substituting (2.318), (2.319) and

(2.316) into (2.320) however, we find that

s̃z = sz
ndRp + ndR

d
sd + nrR

r
sd

ndRp + ndRd
sd + nrRr

sd

= sz, (2.321)

so that the hybrid pumped system can be neatly described by just the effective pump-

ing and spin-destruction rate given by (2.318) and (2.319).

Using these effective pumping and spin-destruction rates, we may model the elec-

tron polarization of the hybrid pumped system in the limit of fast spin-exchange

as

dP e
z

dt
= R̃p (sz − P e

z )− R̃e
sdP

e
z . (2.322)

It is also interesting to consider the case where Qr = Qd, which corresponds to the

case when both the donor and receiver species have the same nuclear spin. In that
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case, the correction factor α simply reduces to

α =
nd − nr
nd + nr

, (2.323)

and the effective rates (after pulling out an overall 1/Q factor) and mean photon spin

simplify to give

R̃p = Rp
1

1 +
nr
nd

(2.324)

R̃e
sd =

nrR
r
sd + ndR

d
sd

nd + nr
(2.325)

so that the effective rate equation (2.322) now becomes

dP e
z

dt
=
R̃p

Q
(sz − P e

z )− R̃e
sd

Q
P e
z , (2.326)

with the effective rates R̃p and R̃e
sd now given by (2.324) and (2.325) respectively.

We have numerically verified that (2.322) is indeed the correct effective differential

equation to describe the coupled differential equations (2.311). Numerically solving

the two coupled differential equations (2.311) yields the curves on the left of Figure

2.4, which shows that in the limit of high spin-exchange, the polarizations of P r and

P d are, unsurprisingly, effectively the same. On the right of Figure 2.4, we show

the solution (green dash-dot) of the effective electron polarization given by (2.322),

which agrees with the full solution to an excellent approximation. On the other hand,

the solution of a naive effective equation with just a modified spin destruction rate

without any changes to the pumping rate yields the red dotted curve, which gives

the correct equilibrium polarization but the wrong time dependence. Practically, this

means that a measured late-time decay time constant should be interpreted not as a

measure of (2.310) but of (2.319).
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Figure 2.4: Effective dynamics of hybrid pumping.

Unfortunately, it is not easy to use (2.319) to predict the correct steady state

polarization since one does not a priori know Rr
sd or Rd

sd. We note here that it

is important to include the correction factor α to obtain good agreement between

the effective differential equation (2.322) and the full coupled differential equations

(2.311). This is especially true for large nr/nd ratios (which is typically the case)

and/or large difference in Qr and Qd, which will increase the magnitude of α. Lastly,

we note that (2.322) does not explicitly include in the slowing down factors since those

are absorbed into the new effective rate constants. For different Qr and Qd (i.e. the

receiver and donor alkali species have different nuclear spins), different rate constants

are modified differently and it is hence not possible to pull out an overall slowing

down factor. The results in Figure 2.4 were obtained with Qr = 5 and Qd = 10

(roughly corresponding to K and Rb) and demonstrate that (2.322) can accurately

take into account the different slowing down factors of the two alkali species.

It is also instructive to consider how well the effective coupled rate equation

(2.322), and the coupled Bloch equations (2.311), derived from taking Tr[ρF] of

the relevant density matrix equations (2.302),(2.303) and assuming spin tempera-

112



ture equilibrium, compares to calculations using the density matrix equations (2.302)

and (2.303). We first consider the case of using 85Rb as the lean donor species and

K as the optically thick receiver species with a density of nr = 1 × 1014 cm−3 at a

temperature of 192 ◦C. We nominally set Rd
sd = 200 /s and Rr

sd = 100 /s and consider

a density ratio of nr/nd = 10. Spin-exchange rates were calculated per (2.61) using

the cross-sections given in Table 2.1. Since there are no measurements of the 85Rb-K

spin-exchange cross-section, we have simply taken the average of the spin-exchange

cross-section between 85Rb-85Rb and K-K, which are, in any case, only different from

each other by ≈ 25%. Tuning Rp with (2.309) so as to obtain a equilibrium polar-

ization of 50%, we obtain the results shown in Figure 2.5, which shows that for these

parameters, the effective coupled rate equation as well as the coupled Bloch equations

agree with the density matrix equations remarkably well, especially since 85Rb has a

different nuclear spin from K and hence different slowing down factors. For the effec-

tive rate and coupled Bloch equations, we have approximated Qr ≈ 5 and Qd ≈ 10

in this case.
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Figure 2.5: Agreement of effective and coupled Bloch equations with density matrix
simulations at nr/nd = 10.
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Figure 2.6: Break down of effective and coupled Bloch equations at nr/nd = 100.

Nevertheless, this nice agreement begins to break down as we further increase

the density ratio nr/nd. Figure 2.6 shows the results of the same calculations when

nr/nd is increased by an order of magnitude to 100. In this case, we see that the

two species are no longer in spin-temperature equilibrium with each other with the

donor 85Rb being polarized more than the receiver K species. Interestingly enough,

the coupled Bloch equations still agree reasonably well with their respective density

matrix equations while the effective equation gives an average value in between the

85Rb and K polarization. In particular, we note that the coupled Bloch equation for

85Rb tracks the density matrix calculations relatively well at the scale of Figure 2.6

even during the initial period (see inset of Figure 2.6) where it rises sharply due to

the high pumping rate required to polarize the vapor to ∼ 50% polarization. This

is somewhat surprising given that the derivation of the Bloch equation assumes that

the vapor is in spin-temperature equilibrium and 85Rb is likely to not be in spin-
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temperature equilibrium with itself at early times when there is strong pumping from

the laser.
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Figure 2.7: Population distribution of 85Rb under intense pumping.

To determine if 85Rb is in spin-temperature equilibrium with itself, we may plot

out its population levels and check if it matches the levels predicted by (2.105) given

its current value of 〈S〉. Figure 2.7 shows the population levels of 85Rb from the

calculation in Figure 2.6 20 µs after the pump beam turns on. The blue and green

boxes show the population in the F = 3 and F = 2 states respectively while the orange

curves give the expected population levels that the vapor would be expected to have

from (2.105) given its current value of 〈S〉 if it was in spin-temperature equilibrium.

Evidently, the vapor is not in spin-temperature equilibrium at early times.

However, at later times when more atoms become polarized and the pumping

slows down, the vapor does regain spin temperature equilibrium with itself as Figure

2.8, which displays the population levels of 85Rb at 10 ms after the onset of the pump
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Figure 2.8: Population distribution of 85Rb at later times.

beam, shows. We note that K remained in spin temperature equilibrium with itself

throughout the entire time but is unable to come to spin temperature equilibrium with

85Rb since nd is simply too small due to the large nr/nd density ratio (i.e. condition

(2.307) is no longer fulfilled). Of course, this problem can in theory be circumvented

by going to higher temperatures so that both nr and nd become bigger23 but in

practice, there is an upper limit to the maximum operating temperature (around 220

◦C) the glass cell can tolerate before the alkali attacks and discolors it.

For hybrid pumping to work as desired in our case, we would also like the donor

species to be optically thin (OD< 1), which gives the third and last condition for

hybrid pumping to be effective:

nd <
1

σdL
, (2.327)

23We note that the two alkali species do come back into spin temperature equilibrium as expected
if the simulations are repeated with all the same parameters except that nr = 1× 1015 cm−3 is an
order of magnitude larger than before.
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where σd is the absorption cross-section of the donor species (for linearly polarized

light) as defined in (2.243) and L is the length of the cell.

If we assume sz ≈ 1 for circularly polarized pumping light and sufficiently rapid

spin-exchange with the donor species so that the equilibrium polarization of the re-

ceiver species as a function of the pumping rate R̃p(z) is approximately

P r(z) =
R̃p(z)

R̃p(z) + R̃e
sd

, (2.328)

where R̃p and R̃e
sd are as defined in (2.324) and (2.325) respectively, then we may

solve for R̃p(z) and P r(z) by noting that from (2.232), (2.234) and (2.237),

dR̃p

dz
= −ndσdR̃p(z)(1− P r) = −ndσdR̃p(z)

R̃r
sd

R̃p(z) + R̃r
sd

. (2.329)

This solution to this differential equation is

R̃p(z) = R̃r
sdW

(
R̃p(0)

R̃r
sd

e−ndσdz+R̃p(0)/R̃rsd

)
, (2.330)

where W is here the Lambert-W function [151] and R̃p(0) is the initial (effective)

pumping rate (for unpolarized atoms). Substituting this back in (2.328) yields the

polarization as a function of z. We note that σd and nd are here the absorption

cross-section (for linearly polarized light) and number density of the donor species,

even though the polarization P r is the polarization of the receiver species. Figure

2.9 shows the polarization distribution across a 1 cm cell with and without hybrid

pumping. In the calculation leading to Figure 2.9 we have used similar parameters

as in our simulations above with nr = 1014 cm−3 and Rr
sd = 100 /s, Rd

sd = 200 /s.

The absorption cross-section for unpolarized atoms can be calculated using (2.243)

and the collisional broadened linewidths can be calculated using (4.16) and the rates

in Table 4.1 for Rb and K in He. For the calculation leading to Figure 2.9, we have
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assumed a He number density of 10 amagats and have let K to be the optically thick

receiver species while Rb was chosen to be the lean donor species.
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Figure 2.9: Polarization distribution with and without hybrid pumping over a 1 cm
cell.

As Figure 2.9 shows, having a density ratio nr/nd = 10 can have a fairly dramatic

effect, especially at a relatively high receiver number density of 1014 cm−3. Compared

to direct optical pumping, hybrid pumping gives a more uniform polarization gradient

mainly by having smaller values of n.

2.8 Other Relaxation Processes

Besides collisional processes like spin-rotation and spin-axis collisions that randomize

the spin orientation of polarized alkali atoms, there are a few other non-collisional

relaxation mechanisms that affect spin polarized atoms. These mechanisms can be

broadly classified into relaxation processes due to the walls of the cell and inhomo-

geneous magnetic fields. Wall collisions can be significant for both alkali and noble

gas spin relaxation but inhomogeneous fields is mostly only significant for noble gas
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depolarization. In this section, we briefly discuss these two relaxation mechanisms as

they pertain to alkali and noble gas atoms.

2.8.1 Inhomogeneous magnetic fields

Inhomogeneous magnetic fields can cause faster relaxation of both the longitudinal

and transverse components of the atoms’ spin polarization. During operation of the

co-magnetometer, we typically apply a homogeneous bias B0 = B0ẑ field to cancel out

the net sum of the noble gas and alkali’s magnetization. However, imperfections in the

field coils as well as remnant magnetic fields from the innermost ferrite shield can give

rise to a small, spatially varying magnetic field B1(r) on top of a homogeneous field.

Although B field inhomogeneity can in principle relax both the alkali and noble gas

spins, the relaxation of the alkali atoms due to other collisional processes is far larger

and hence, relaxation due to inhomogeneous B fields are typically negligible for alkali

atoms. On the other hand, inhomogeneous B fields are a significant cause of spin

relaxation in noble gas atoms since they are, by virtue of their nuclear spins’ isolation

from the environment, much less affected by collisions. Indeed, self-relaxation due to

B field gradients produced by the noble gas’ own magnetization is frequently what

limits the noble gas’ equilibrium polarization in our co-magnetometer cells [152].

The way in which transverse inhomogeneous fields result in longitudinal relaxation

of the noble gas’ spin depends, as noted in [153], on the ratio of two characteristic

time scales: the time scale of precession in the homogeneous field B0 and a diffusion

time scale. Intuitively, the precession time scale, which is a proxy of the strength

of the homogeneous field, determines the strength of the inhomogeneity while the

diffusion time scale is a proxy for how much of the inhomogeneity an atom actually

experiences. Consider a 3He atom with nucleus spin K = 1/2 moving through a region

with inhomogeneous B fields. Its ground state Hamiltonian in between collisions is
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simply [73]

H = −µK
K

K ·B, (2.331)

where µK is its magnetic dipole moment. If at t = 0 we choose our z-axis to lie along

the atom’s local magnetic field and rotate our x, y-axes such that the atom’s velocity

vector lies in the z-y plane, then we may write that after a small time interval δt, the

atom experiences a θ ≈ By/Bz rotation of the B field. Suppose now that we rotate

our coordinate system such that the z-axis is always along the local magnetic field.

Evidently, the rotation must be about the x axis with an angular velocity

ω =
1

Bz

∂By

∂y
vy, (2.332)

where vy is the velocity of the atom in the y direction and the appropriate rotation

operator is R(t) = e−iωtKx . The transformed Hamiltonian H̃ can be read off from

writing

H̃R |ψ〉 = i~
d

dt
R |ψ〉 = i~

(
−iωKxR |ψ〉+

1

i~
RH |ψ〉

)
= (ω~Kx +RHR−1)︸ ︷︷ ︸

H̃

R |ψ〉 , (2.333)

to give

H̃ = −µK
K

Beff ·K +RHR−1

= −µK
K

(
Beff ·K + e−iωtSxKzBze

iωtSx
)

= −µK
K

(Beff ·K +KzBz cosωt+KyBz sinωt)

≈ −µK
K

(Beff ·K +KzBz) , (2.334)

120



where we have used (A.51) in going from the second to third line and have made the

assumption in the last line that the time t before the atom undergoes a collision with

another atom is so short that the angle ωt� 1. Beff is here defined as

Beff ≡ −
K~
µK

1

Bz

∂By

∂y
vyx̂. (2.335)

Rapid collisions with other atoms result in a random walk of the velocity vector

vy, which in turns cause Beff to fluctuate rapidly in both magnitude and direction,

since following our prescription above, the x-y axes have to be rotated after each

collision so that the the velocity vector is in the z-y plane. However, this fluctuat-

ing transverse effective magnetic field can cause transitions between the mK states,

which depolarizes the atom’s nuclear spin polarization. By treating Beff as a random

stationary function of time, the longitudinal relaxation rate due to inhomogeneous B

fields may be computed to give [154]

1

T1

= D
|∇Bx|2 + |∇By|2

B2
z

, (2.336)

where we have followed in [153] in dropping a (1 + Ω2
0τ

2
c )−1 term that takes into

account the Larmor precession of the spins about Bz during the time interval τc in

between collisions with other atoms since as noted above, τc is extremely short in our

high pressure cell and this factor is essential unity in our case. We note that (2.336)

can also be derived using a classical random walk calculation [155].

Whereas inhomogeneity in the transverse components of the B field causes longi-

tudinal relaxation, inhomogeneity in the longitudinal component of the B field results

in enhanced transverse relaxation of the noble gas’ polarization. This is not difficult

to understand since inhomogeneity in Bz causes atoms in different parts of the cell

to precess at slightly different rates, which will cause the precessing macroscopic po-

larization to rapidly decohere. Although the co-magnetometer’s sensitivity depends
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on the alkali atoms’ T2 coherence time, it does not depend on the noble gas’ T2; and

while inhomogeneity in Bz can in principle affect the relaxation of the alkali atoms

this tends, as we have noted above, to be a small contribution compared to other

collisional processes. Consequently, we are typically more concerned with inhomo-

geneity of the transverse components of B, which could prevent us from effectively

pumping the noble gas’ nuclear spins.

2.8.2 Diffusion and wall relaxation

Alkali atoms

Besides losing polarization to collisions and motion through magnetic gradients in the

bulk, spin polarized atoms can also lose their polarization when they get adsorbed to

the walls of the glass cell. Once adsorbed to the walls of the cell, atoms can “hop”

along the surface and are subject to a smorgasbord of fields and interactions from

the atoms of the wall that can depolarize their spin polarization. The dwell time of

the atom on the surface of the glass depends on the adsorption energy, which was

measured to be 0.71 eV for Na atoms on bare Pyrex glass [156] and estimated to be

around 1 eV for gehlenite glass in [157], corresponding to sticking times of 82 and 300

µs respectively. The long amount of time (compared to a binary collision of duration

∼ 1 ps) an atom spends on the surface of a bare glass wall should in theory result in

complete depolarization of the alkali’s spin polarization (both nuclear and electronic)

and this is typically assumed in the literature [73], although we note that some have

measured a depolarization of 50% for adsorbed alkali atoms [158]. Nevertheless, bare

glass walls are generally considered strongly depolarizing at the least and can be a

major hindrance to effectively polarizing the atoms, especially for smaller cells that

have a higher surface area to volume ratio.

There are two main strategies for reducing the detrimental effects of wall collisions.

The first is to coat the cell walls with a coating that prevents the alkali atoms from
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adsorbing onto the bare glass walls. These coatings, which typically contain a long

hydrocarbon chain, have lower polarizabilities and adsorption energies, which not

only reduces the chance that an adsorbed alkali atom will be depolarized due to local

E/B fields, but also decreases the time that an absorbed atom will spend on the

coating. Indeed, it can take up to 104 collisions with a paraffin coating to depolarize

an alkali atom [159]. However, with the exception of octadecyltrichlorosilane (OTS),

which has been demonstrated to operate at temperatures up to 170 ◦C [160], most

coatings can only be operated at relatively low temperatures (∼< 100 ◦C), which is

too low for our purposes since we require a dense alkali vapor to spin polarize the

noble gas atoms through spin-exchange collisions. Consequently, we do not employ

coated cells in SMILE.

Rather, we rely on the high noble gas pressure in our cells to broaden the ab-

sorption cross-section of the alkali atoms, which reduces the amount of optical power

absorbed by the layer of un-polarized atoms close to the walls of the cell. This is

similar in effect to detuning the frequency of the pump laser except that it does not

result in an unwanted vector light shift for the atoms. We note that contrary to what

is sometimes claimed in the literature, the presence of noble/buffer gas does not help

(for constant pump laser intensity) defeat wall relaxation by decreasing the size of the

boundary layer of un-polarized atoms, which is mostly independent of noble/buffer

gas pressure. To understand why this is the case, we note that from (2.304)

d 〈Fz〉
dt

= Rp

(
1

2
sz − 〈Sz〉

)
−Rsd 〈Sz〉 ,

where we have for simplicity restricted ourselves to only considering the direct optical

pumping of one alkali species and have accordingly dropped the spin-exchange term

with the receiver species. Since the alkali atoms are in spin-exchange equilibrium, we

have from (2.113) and (2.134) that 〈Fz〉 = (1+ε(I, β)) 〈Sz〉 = Q(I, P ) 〈Sz〉. Although
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the slowing down factor Q(I, P ) is in reality time-dependent due to its dependence

on the polarization P , we note that it typically has a relatively small range and may

be approximated as roughly constant. For example, for I = 3/2, Q varies between 4

and 6 for the entire range of P and may crudely be approximated as ∼ 5. If we make

this assumption, then we may write (2.337) as

dP

dt
=
Rp

Q
(sz − P )− Rsd

Q
P, (2.337)

where we have replaced 〈Sz〉 with the polarization P = 〈Sz〉 /S. As written P is only

a function of t but if we allow it to have spatial dependence and include in a diffusion

term, we obtain

∂P

∂t
= D

∂2P

∂z2
+
Rp

Q
(sz − P )− Rsd

Q
P, (2.338)

where D here is the diffusion constant of the alkali atom in the buffer gas. At

steady state, the polarization distribution of the alkali atoms obey the second-order

differential equation

d2P

dz2
=
Rp +Rsd

QD
P − Rp

QD
sz. (2.339)

We may obtain a characteristic length λD over which the polarization rises from

zero (we assume completely depolarizing walls) to its bulk value for an optically thin

cell where Rp is mostly constant throughout the cell24. Indeed, if we assume that Rp

is constant, then (2.339) has the simple general solution

P (z) = − Rp

Rp +Rsd

e−z/λD +
Rp

Rp +Rsd

, (2.340)

where the characteristic length λD is

λD =

√
QD

Rp +Rsd

. (2.341)

24See section 2.7.4 for a treatment where Rp is not assumed to be constant.

124



We note that the diffusion constant D at temperature T scales as

D = D0

(
T

T0

)3/2
p0

p
, (2.342)

where D0 is the diffusion constant measured at a reference temperature and pressure

T0,p0, and p is the pressure of the buffer gas at temperature T0. Evidently then, D is

inversely proportional to the buffer gas pressure p (at the reference temperature T0).

On the other hand, Rp on resonance is from (2.237)

Rp = I
refoscc

hν

1

Γtot
= I

refoscc

hν

1

αp
, (2.343)

where α is the pressure broadening rate and p is the buffer gas pressure. Consequently,

Rp is also inversely proportional to the buffer gas pressure p. For experimental con-

ditions where Rp � Rsd, this means that λD ≈
√
QD/Rp, which is then independent

of the buffer gas pressure p since Rp and D are both inversely proportional to p.

In the case of an optically thick vapor, this analysis is of course not quite correct

since Rp will vary considerably and the solution to (2.339) is not exponential. Also,

if Rp is tuned (by changing the laser intensity) to equal Rsd, as is typically the case

in a continuously pumped co-magnetometer, then the relation λD ≈
√
QD/Rp is

also not completely accurate. Nevertheless, the basic argument is still valid since the

boundary layer will generally be proportional to the diffusion constant but inversely

proportional to the pumping rate and since both of these quantities are inversely

proportional to the buffer gas pressure, the size of the boundary layer is therefore

mostly independent of the buffer gas pressure. Evidently then, increasing the no-

ble/buffer gas pressure will not significantly decrease the size of the boundary layer

of unpolarized atoms, or in other words, the flux of alkali polarization to the walls

is independent of buffer gas pressure. Yet, as mentioned above and in [68], having

a high pressure noble/buffer gas pressure helps to decrease the laser power lost to
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the boundary layer by broadening the atoms’ absorption cross-section, which allows

more laser power to reach the bulk of the cell where atoms are less affected by wall

collisions.

Although λD cannot be decreased by increasing the buffer gas pressure, we note

that it can be decreased by increasing the laser intensity. Indeed, it has been observed

that at low pump intensities on resonance, there is a dip in the bulk polarization of

the alkali atoms due to significant loss of laser power in the relatively large boundary

layer. However, when the laser intensity is increased sufficiently, this dip disappears

due to a decreased boundary layer [68].

Table 2.6 below lists the measured diffusion constants for various alkali-

noble/buffer gas pairs at one atmospheric pressure. We note that most of the

references below do not specify the isotopic content of the alkali/buffer/noble gas

atoms used and we therefore assume that these elements were present in natural abun-

dance in those works. While [161] did not find a significant difference in the diffusion

constants of 85Rb versus 87Rb, we remark that they did find a significant difference

between 3He and 4He and measured a ratio D(Rb-3He)/D(Rb-4He) = 1.25± 0.1.

Species D0 (cm2/s) Temperature (◦C) Reference
K-He 0.35± 0.3 0 [162]
K-Ne 0.19± 0.02 0 [162]

Rb-3He 0.53± 0.09 27 [161]
Rb-4He 0.42± 0.06 27 [161]
Rb-Ne 0.16 27 [163]
Rb-N2 0.159± 0.004 60 [164]

Table 2.6: Measured diffusion constants of various alkali-noble/buffer gas pairs at 1
atm.

Noble gas

Noble gas atoms, like alkali atoms, can adsorb on the surface of the glass cell walls.

However, studies of wall relaxation of 3He on glass (Pyrex and quartz) surfaces in
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the absence of alkali atoms have indicated that adsorption related relaxation is only

dominant at low temperatures below 130 K. At higher temperatures, the dominant

relaxation is through absorption into the glass walls [165]. Further investigation

of the absorption related relaxation (in the absence of alkali atoms) above 130 K

suggest that it is mainly due to the 3He atoms encountering inhomogeneous B fields

from ferromagnetic impurities as they diffuse through the glass [166]. As discussed

in section 2.8.1, these magnetic gradients will in general depolarize the spins of the

atoms. This relaxation mechanism can however be suppressed by choosing to use a

relatively impermeable glass such as the GE180 aluminosilicate glass used for SMILE’s

cells [165]. Moreover, it appears that the presence of alkali metals in the cell greatly

reduces absorption related relaxation, presumably by adsorbing onto the surface of

the glass walls and forming a barrier between 3He and the walls [165].

Nevertheless, for cell walls that do contain alkali atoms, there remains a mysterious

and, as far as this author is aware, currently unknown wall relaxation mechanism that

is strongly dependent on temperature [167]. This mysterious relaxation has been

termed the “X” factor. Measurements of the X-factor on many different cells show

that it is more variable in smaller cells, which have a higher surface area to volume

ratio, than in larger cells [99, 168–170]. This is consistent with the belief that the

X-factor is indeed some form of wall relaxation [121].

Besides the X-factor mentioned above, it is possible for noble gas atoms to ex-

hibit significantly enhanced longitudinal spin relaxation after the cells they are in are

exposed to strong B fields. It was reported in [171] that exposure of glass cells con-

taining alkali and 3He atoms to a 10 kGs field for ≈ 30 s was sufficient to consistently

increase the wall relaxation of these cells by 2 to 20 times. It appears likely that this

so-called “T1 hysteresis” effect is due to the magnetization of ferromagnetic impuri-

ties on or close to the surface of the glass walls by the 10 kGs field since the original

relaxation rates can be reliably restored by degaussing the cell. We note [172] later
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reported that a 30 Gs B field was sufficient to observe the onset of T1 hysteresis and a

similar effect observed in [152] was estimated to have been caused by exposure to a B

field of at most 10 Gs. Although rare, this author has also observed instances of this

happening. We discuss some of the precautions we took to prevent such unwanted

cell magnetization later in section 4.1.1.

2.9 Noble Gas Evolution

We have so far almost exclusively focused our discussion on alkali atoms since they are

what we experimentally interact with via our pump and probe lasers. Moreover, the

alkali atoms are somewhat more complicated due to the hyperfine coupling and the

easy accessibility of their electronic spin permits a great many possible interactions.

Noble gas atoms, by virtue of their closed electronic shells, are far more inert. This

is especially true for 3He with nuclear spin K = 1/2 since its nucleus has no higher

multipole moments and is only susceptible to dipole-dipole interactions. Moreover,

due to its low atomic number, it has relatively weak internal electric fields, which

makes it less susceptible to spin relaxation due to spin-rotation collisions with other

3He atoms in the bulk. Indeed, absent any B field inhomogeneity, the dominant spin

relaxation process in the bulk for 3He has been experimentally shown [173] to be due

to the magnetic dipolar interaction between two 3He atoms

V =
(µK
K

)2

+
1

r3

(
K1 ·K2 −

3(K1 · r)(K2 · r)

r2

)
, (2.344)

where Ki is the nuclear spin of the ith atom, µK is the magnetic dipole moment of

the nucleus and r is the relative displacement vector separating the two atoms. It

can be shown, after integrating over all possible collisions, that (2.344) leads, at 23
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◦C, to a relaxation rate of [173]

1

T nsd
= Rn

sd =
nb
744

1/hr, (2.345)

where nb is the number density of the noble gas in amagats. In our co-magnetometer

cells however, we rarely, as noted in section 2.8.1, reach this low relaxation limit

since we are frequently limited by B field inhomogeneity caused by the 3He’s own

magnetization in an aspheric cell.

Although we are primarily interested in 3He in our experiment to constrain anoma-

lous spin-mass interactions, we note here that in other noble gases, different bulk

relaxation mechanisms dominate. For example, in 129Xe, even though it like 3He has

no nuclear quadrupole moment owing to its spin K = 1/2 nucleus, yet because it is a

heavy element and has a significant internal electric field, its bulk relaxation is pro-

portional to its density and is dominated by spin-rotation collisions with other 129Xe

atoms [174, 175]. On the other hand, for noble gases with nuclear spins K ≥ 3/2

that have non-zero nuclear quadrupole moment such as 131Xe and 21Ne, their bulk

relaxations are limited by the interaction of their quadrupole moments with induced

electric fields during a collision [95, 176].

In between collisions, the spin of the noble gas atom evolves under the simple spin

Hamiltonian

Hn
g = −µK

K
K · (B + βn) , (2.346)

where we have explicitly included any possible nucleon coupling anomalous field βn.

Analogous to (2.20), after transforming into a rotating frame with angular velocity

Ω we obtain

H̃n
g ≈ ~Ω ·K− µK

K
K · (B + βn) . (2.347)
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The density matrix for a spin-1/2 system can be easily written down as [73, 74]

ρn =
1

2
+ 2 〈K〉 ·K, (2.348)

which is analogous to (2.33) with φ → 1/2, Θ → 2 〈K〉 and S → K. As in (2.29),

the density matrix of the noble gas atom evolves according to the Liouville equation

in between collisions
dρng
dt

=
1

i~
[H̃n

g , ρn]. (2.349)

For spin K = 1/225 noble gas, we may easily obtain the time-evolution of its

density matrix under spin-exchange collisions with alkali atoms of species a by per-

forming the replacements φ → 1/2, ρ → 1/2 + 2 〈K〉 ·K and K ↔ Sa in (2.78) to

obtain

dnase
dt

=
2

T nase
(〈Sa〉 − 〈K〉) ·K +

1

i~
[δE na

se , ρ], (2.350)

where the frequency shift operator δE na
se is now

E na
se = na

8πgsµBµK
3K

κ0 〈Sa〉 ·K, (2.351)

and na is the number density of species a alkali atoms. The spin-exchange rate in

this case is

Rna
se =

1

T nase
= na 〈σsev〉 , (2.352)

where na is the density of alkali atoms in species a and 〈σsev〉 is the same rate-constant

as in (2.80). Since there is no electronic spin in a noble gas atom, all spin-destruction

processes (including dipole-dipole, wall and B field inhomogeneity) can all be lumped

into one overall spin destruction rate Rn
sd that causes the density matrix to relax as

dρnsd
dt

= −2Rn
sd 〈K〉 ·K. (2.353)

25For the case of K 6= 3/2, the interested reader may refer to [75] for more details.
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For hybrid pumping with a dense receiver (r) alkali species and lean donor (d)

alkali species, the evolution of the ensemble averaged noble gas spin 〈K〉 is therefore

d 〈K〉
dt

= Tr

[
dρng
dt

K

]
+ Tr

[
dρnse
dt

K

]
+ Tr

[
dρnsd
dt

K

]
= γn

(
B + βn +

Ω

γn

)
× 〈K〉+Rnr

se (〈Sr〉 − 〈K〉) + λM r
eP

r
e × γn 〈K〉

+Rnd
se (
〈
Sd
〉
− 〈K〉) + λMd

ePd
e × γn 〈K〉 −Rn

sd 〈K〉 , (2.354)

where the traces can be evaluated analogously as in (2.130), (2.89) and (2.98). γn ≡

−µK/(K~) is here the gyromagnetic ratio of the nucleus and λ is as defined in (2.87).

Ma
e , which is the maximum possible magnetization from species a alkali atoms, is

simply26

Ma
e ≡ naµB, (2.355)

where na is the number density of alkali atoms, µB is the Bohr magneton and we have

made the approximation gs 〈S〉 ≈ 〈S〉 /S ≡ Pe. We may simplify (2.354) by noting

that by design, nr � nd and therefore Rnr
se � Rnd

se and M r
e � Md

e . In that case,

dividing (2.354) by K = 1/2, adding a diffusion term and re-arranging, we obtain the

time-evolution of the noble gas polarization Pn ≡ 〈K〉 /K

∂Pn

∂t
≈ Dn∇2Pn + γn

(
B + λM r

eP
r + βn +

Ω

γn

)
×Pn +Rnr

seP
r −Rn

totP
n, (2.356)

where Dn is noble gas’ self-diffusion constant and we have defined Rn
tot = Rnr

se +Rnd
se +

Rn
sd ≈ Rnr

se +Rn
sd for convenience.

26We note that the definition of Me in [152] has what we believe is an erroneous additional factor
of gs there, which will in general give computational results that are off by a factor of 2. As we note
in the main text, the gs factor should be absorbed into the Pe term. [177] and [178] defines it as we
do too and we note that this definition makes it symmetrical with the definition of Mn in (2.88).
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2.10 Macroscopic Spin Dynamics

In the preceding sections of this chapter, we discussed various collisional and light-

atom interactions that affect the alkali atoms. We now bring together these myriad

effects and write down the evolution of the alkali and noble gas atoms under all

processes relevant to co-magnetometer operation. Since we employ hybrid pumping,

there are actually 3 spin species that we are concerned with rather than the usual 2

in more traditional co-magnetometer implementations. (2.356) already gives us the

evolution of the noble gas’ macroscopic spin polarization and we may obtain analogous

equations for the alkalis’ spin polarizations. As in section 2.7.4, we shall label the

lean, optically pumped alkali species as d (for donor) and the denser, optically thick

species as r (for receiver). The density matrix of these two species evolve as

∂ρr

∂t
= Dr∇2ρr +

1

i~
[H̃r + δEse − Emqm · S, ρr] +Rm(φr(1 + qm · S)− ρr)

+Rr
sd(φ

r − ρr) +Rr
se(φ

r(1 + 4 〈K〉 · S)− ρr)

+
∑
j

Rrj
ex(φ

r(1 + 4
〈
Sj
〉
· S)− ρr) (2.357)

∂ρd

∂t
= Dd∇2ρd +

1

i~
[H̃d + δEse − Epqp · S, ρd] +Rp(φ

d(1 + qp · S)− ρd)

+Rd
sd(φ

d − ρd) +Rd
se(φ

d(1 + 4 〈K〉 · S)− ρd)

+
∑
j

Rdj
ex(φ

d(1 + 4
〈
Sd
〉
· S)− ρd), (2.358)

where the first terms represent diffusion and the second terms account for the evo-

lution of the (rotating-frame) ground state Hamiltonian H̃ (2.20) together with the

frequency-shift operator due to spin-exchange collisions with noble gas atoms (2.79)

and the frequency-shift operator due to optical pumping from the pump/probe beam

(2.297). Notice that the receiver only sees the probe beam (labeled m) while the
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donor species only sees the pump beam (labeled p). The third terms represent the

pumping effects of the probe and pump beam (2.297), and in the fifth term, which

models the effect of spin-destruction collisions, we have lumped together the rates for

spin-rotation (2.96) and spin-axis collisions (2.100) together to form a combined spin-

destruction rate Rsd. Finally, the last two terms account for spin-exchange collisions

with noble gas atoms (2.78) and alkali atoms (2.59). We note that in the last term,

which represents spin-exchange with other alkali atoms, the sum over j includes both

alkali species.

From (2.130), (2.301), (2.89), (2.98) and (2.73), we can see that the ensemble

averaged total angular momentum 〈F〉 of the two species above evolves as

∂ 〈Fr〉
∂t

= Dr∇2 〈Fr〉+ γe (B + λMnP
n + Lm + βe)× 〈Sr〉+Rm

(qm
4
− 〈Sr〉

)
+Rr

se (〈K〉 − 〈Sr〉) +Rrd
ex

(〈
Sd
〉
− 〈Sr〉

)
−Rr

sd 〈Sr〉+ Ω× 〈Fr〉 (2.359)

∂
〈
Fd
〉

∂t
= Dd∇2

〈
Fd
〉

+ γe (B + λMnP
n + Lp + βe)×

〈
Sd
〉

+Rp

(qp
4
−
〈
Sd
〉)

+Rd
se

(
〈K〉 −

〈
Sd
〉)

+Rdr
ex

(
〈Sr〉 −

〈
Sd
〉)
−Rd

sd

〈
Sd
〉

+ Ω×
〈
Fd
〉
.

(2.360)

(2.359) and (2.360) as written above follow directly (albeit after some computation)

from (2.357) and (2.358). However, they are not extremely useful in their current form

since we have 〈F〉 on the l.h.s but 〈S〉 on the r.h.s. We note that while we certainly

could have computed the time evolution of 〈S〉 from (2.357) and (2.358) instead of

〈F〉, it would not make much sense to do so since 〈S〉 is not (even approximately)

conserved due to the hyperfine interaction at low B fields. Nevertheless, if we assume

that the spin-exchange rate is much faster than any other rate so that we are in spin-

temperature equilibrium, we may like in section 2.5, approximate 〈F〉 ≈ 〈S〉Q(P )

for small transverse excitations of 〈F〉. Q(P ) is here the polarization P = | 〈S〉 |/S
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dependent slowing down factor defined in (2.133). Consequently, Q(P ) is also strictly

speaking time-dependent. However, we note that Q(P ) does not vary too much over

its entire range, especially for small I. Indeed, for I = 3/2, it only varies from 4 to 6

over its entire range. Moreover, if the bulk of the polarization P is from a relatively

constant longitudinal component and we are mostly only concerned with small trans-

verse excitations of S, which is indeed frequently the case for the continuously pumped

co-magnetometer, then Q(P ) will be accordingly relatively constant. In this case, we

may approximate Q(P (t)) ≈ Q(P0) where P0 is the relatively constant longitudinal

component of the electron polarization. For D1 pumping and probing where q = 2s

(see section 2.7.3), (2.359) and (2.360) then, under these approximations reduce to

the Bloch equations

∂Pr

∂t
≈ Dr∇2Pr + +

γe
Qr(P r

0 )

(
B + λMnP

n + Lm + βe +
Qr(P r

0 )Ω

γe

)
×Pr

+
1

Qr(P r
0 )

(
Rmsm +Rr

seP
n +Rrd

ex

(
Pd −Pr

)
−Rr

totP
r
)

(2.361)

and

∂Pd

∂t
≈ Dd∇2Pd + +

γe
Qd(P d

0 )

(
B + λMnP

n + Lp + βe +
Qd(P d

0 )Ω

γe

)
×Pd

+
1

Qd(P d
0 )

(
Rpsp +Rd

seP
n +Rdr

ex

(
Pr −Pd

)
−Rd

totP
d
)
, (2.362)

where we have for convenience defined Rr
tot ≡ Rm+Rr

se+R
r
sd and Rd

tot ≡ Rp+R
d
se+R

d
sd.
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Chapter 3

Co-magnetometer Theory

As alluded to in the previous chapter, an alkali-noble gas co-magnetometer vapor

cell consist of alkali and noble gas atoms co-located within the same volume. In

chapter 4 we shall describe an experimental search for anomalous spin-mass cou-

plings between two 250 kg Pb source masses and spin-polarized atoms in a K-3He

co-magnetometer. Although not immediately obvious, a K-3He co-magnetometer has

numerous advantages that make it an attractive platform for studying such tiny hy-

pothetical magnetic-like interactions.

Firstly, when a bias magnetic “compensation field” is applied to cancel out the

sum of the alkali and noble-gas magnetization, the co-magnetometer exhibits a sup-

pressed response to ordinary magnetic fields while retaining sensitivity to anomalous

magnetic-like fields [179]. This is extremely desirable since it enables us to better

suppress magnetic systematic effects that would otherwise mask the presence of a

magnetic-like anomalous spin-mass coupling. Although magnetic systematic effects

can also be reduced by enclosing the co-magnetometer cell with magnetic shields,

these shields produce their own magnetic noise due to Johnson currents and an in-

herent suppression to magnetic fields is therefore necessary to overcome this source

of magnetic noise.
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Secondly, at the “compensation point” when the compensation field cancels out

the sum of the alkali and noble-gas magnetization, the alkali vapor sees a small

magnetic field that is equal to its own magnetization. For a K vapor, this magnetic

field is typically of the order of 10 µGs for K. At our operating density of 1014 cm−3,

this implies that the alkali vapor is in the SERF regime where transverse relaxation

due to spin-exchange collisions is eliminated, which greatly improves the sensitivity

of the co-magnetometer. Indeed, alkali magnetometers operating in the SERF regime

can exceed the sensitivity of cryogenic superconducting quantum interference devices

(SQUIDs) [180] and alkali-noble gas co-magnetometers inherit this same sensitivity

to anomalous magnetic-like fields.

Thirdly, the dynamics of both spin species are strongly coupled and highly damped

in the vicinity of the compensation point, which is useful since it means that unwanted

transients that accidentally excite the spins quickly die away. This is a particularly

useful feature in allowing us to quickly find the correct compensation field by executing

a series of quick quasi-static B field modulations. A series of such automated routines

have been developed in [177] and they allow us to easily keep the bias B field tuned

correctly despite drifts in the 3He’s magnetization during long periods of operation.

Lastly, compared to the more traditional dual noble gas species co-magnetometers

[181–183], an alkali-noble gas co-magnetometer is advantageous in that the easily

accessible energy levels of the alkali atoms allows us to read out the projection of

their spins directly via Faraday rotation of a linearly polarized probe laser beam that

is tuned off the alkali’s D1 line. This is inherently more efficient than simply using

external inductive coils to measure changes in the magnetic field caused by the spins

since the magnetic field of a simple dipole falls off as 1/r3 and higher multipoles falls

off even faster.
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In this chapter, we describe these useful properties of the alkali-noble gas co-

magnetometer in further detail. We begin with the alkali and noble gas Bloch equa-

tions in (2.361),(2.362) and (2.356).

As written, these are actually 9 non-linear coupled differential equations which

is not easily tractable. However, we can simplify these coupled partial differential

equations considerably by first restricting ourselves to the behavior of the system in

the bulk where the diffusion terms can be neglected. Secondly, we can further simplify

the now 9 coupled ordinary differential equations (ODEs) by realizing that we are

mainly interested in small transverse excitation of the spins about a relatively constant

longitudinal polarization. We can therefore decouple the longitudinal components

from the transverse components by separately solving for the steady state longitudinal

polarizations and then substituting P i
z(t) with these constants. The steady state

longitudinal polarization for the two alkali species is from (2.309) approximately1

given by

P r
z = P r

0 = P e
0 =

Rps
p
z

Rp +Rd
se +Rd

sd +
nr
nd

(Rm +Rr
se +Rr

sd)
, (3.1)

and the steady state noble gas longitudinal polarization is then from (2.356)

P n
z = P n

0 =
Rnr
seP

r
0

Rn
tot

, (3.2)

where P r
0 is the steady state longitudinal polarization of the alkali. Decoupling the

longitudinal polarizations leaves us with 6 real ODEs but we can further reduce this

number by realizing that the due to the extremely fast spin-exchange between the two

alkali species, they are much more strongly coupled to each other than to the noble

gas. Furthermore, as is evident from (2.361) and (2.362), spin-exchange collisions

between the 2 species drives the polarization of both species into an equilibrium and

1The equations there do not take into account the back polarization from the noble gas but as
noted there, this is not too big of a correction.
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so we expect to be able to treat the two tightly coupled species as one effective species

that evolves with some effective rate constants with the noble gas and pump/probe

beams. In section 2.7.4, we demonstrated that we can reduce the two coupled differ-

ential equations of the receiver and donor alkali’s longitudinal polarization into one

effective differential equation that describes the coupled system. We seek to do the

same here with the alkalis’ transverse polarizations and to then couple that effective

differential equation with the noble gas’ differential equation. Before we begin, we

note that it is convenient to describe the transverse components of a general 2D vector

A = Axx̂+Ayŷ by mapping it to the complex plane so that Ax+iAy → A⊥. Applying

this transformation allows us to deal with 3 complex coupled ODEs instead of 6 real

ODEs and in this notation, the transverse components of (2.361) and (2.362) can,

without the diffusion term and ignoring the coupling from P n
⊥ which is much smaller

compared to the spin-exchange between P r
⊥ and P d

⊥, be written as

d

dt

(
P r
⊥
P d
⊥

)
=

(
(−Rrd

ex −Rr
tot + iγeB

r
ze)/Q

r Rrd
ex/Q

r

Rdr
ex/Q

d (−Rdr
ex −Rd

tot + iγeB
d
ze)/Q

d

)(
P r
⊥
P d
⊥

)
+

(
(Rms

m
⊥ − iγeP r

0B
r
⊥e)/Q

r

(Rps
p
⊥ − iγeP d

0B
d
⊥e)/Q

d

)
, (3.3)

where we have for convenience here defined

Br
ze ≡ Bz + λMnP

n
0 + Lmz + βez +

QrΩz

γe
(3.4)

Bd
ze ≡ Bz + λMnP

n
0 + Lpz + βez +

QdΩz

γe
(3.5)

Br
⊥e ≡ B⊥ + βe⊥ + Lm⊥ +

QrΩ⊥
γe

(3.6)

Bd
⊥e ≡ B⊥ + βe⊥ + Lp⊥ +

QdΩ⊥
γe

, (3.7)

and P n
0 is the steady steady noble gas longitudinal polarization (3.2) and Rd

tot, R
r
tot

are as defined in (2.361) and (2.362). As before, the homogeneous solution to this
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coupled differential equation is

P(t) = P+e
ω+t + P−e

ω−t, (3.8)

where P± and ω± are some constant eigenvectors and eigenvalues of the matrix in

(3.3). The eigenvalues are

ω± = −Q
r(Rdr

ex +Rd
tot) +Qd(Rrd

ex +Rr
tot)− iγe(QdBr

ze +QrBd
ze)±

√
C

2QdQr
, (3.9)

where C = C(Rdr
ex, R

rd
ex, R

d
tot, R

r
tot, B

d
ze, B

r
ze) here is a complicated complex expression.

Using the same strategy as in section 2.7.4 however, we may expand
√
C in powers of

(QrRdr
ex +QdRrd

ex)
−1. As before, the ω+ solution damps extremely quickly and we are

interested in the ω− eigenvalue which, after expanding
√
C, can be approximated as

ω− ≈ −
1

2

[
Rd
tot

Qd
(1 + α) +

Rr
tot

Qr
(1− α)

−iγe
(
Bd
ze

Qd

(
1− ε

Qd
+

δ

Qr

)
+
Br
ze

Qr

(
1 +

ε

Qd
− δ

Qr

))]
, (3.10)

where α is as defined in (2.316) and ε, δ are

ε ≡ QdQrRdr
ex

QrRdr
ex +QdRrd

ex

(3.11)

δ ≡ QdQrRrd
ex

QrRdr
ex +QdRrd

ex

. (3.12)

Substituting Bd
ze, B

r
ze and the various rates in Rd

tot and Rr
tot into (3.10), it is easy

to see by analogy from section 2.7.4 that the effective differential equation we seek is

dPe

dt
= γe

(
B̃ + λMnP̃

n + β̃
e

+ L̃p + L̃m +
Ω

γe

)
×Pe + R̃p(s

p −Pe) + R̃m(sm −Pe)

+Ren
se (Pn −Pe)−Re

sdP
e, (3.13)
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where the effective rates are

R̃p =
Rp

2Qd
(1 + α) Ren

se =
Rd
se

2Qd
(1 + α) +

Rr
se

2Qr
(1− α)

R̃m =
Rm

2Qr
(1− α) Re

sd =
Rd
sd

2Qd
(1 + α) +

Rr
sd

2Qr
(1− α), (3.14)

and the effective fields are

L̃p = Lp

(
1

Qd

+
δ

QdQr

− ε

Q2
d

)
L̃m = Lm

(
1

Qr

− δ

Q2
r

+
ε

QdQr

)
, (3.15)

B̃ = ηB , β̃
e

= ηβe , P̃n = ηPn, (3.16)

with η being defined as

η ≡ Q2
d(Qr − δ)−Q2

rε+QdQr(Qr + δ + ε)

2Q2
dQ

2
r

. (3.17)
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Figure 3.1: Effective dynamics of alkalis in hybrid pumped co-magngetometer.

We note that the effective pumping R̃p and spin-destruction rates Re
sd are identical

to what we found earlier in section 2.7.4 ((2.318) and (2.319)) so that we can write
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(3.13) as a true 3-D vector equation. As in section 2.7.4, we have numerically verified

that (3.13) with the effective rates and fields listed above, is indeed the correct effective

differential equation to use. The solid blue and orange dashed lines in Figure 3.1

are the x-component of the receiver and donor alkali’s polarization obtained from

numerically solving the full 9 coupled ODEs (2.361), (2.362) and (2.356) in response

to an excitation. Once again, we see that in the limit of high spin-exchange, the

electronic polarization of the receiver and donor alkali species precess together in lock

step. This tightly coupled system can be well described by the effective differential

equation (3.13), which when coupled with the noble gas’ differential equation (2.356),

yields the green dash-dot curve in Figure 3.1 in response to the same excitation that

closely approximates the solution from the full 9 coupled ODEs.

The effective differential equation (3.13) does not contain any explicit slowing

down factors since these have been absorbed into the effective fields and rates to

allow for (3.13) to account for the case when Qr 6= Qd. Indeed, the simulation in

Figure 3.1 was performed for Qr = 5 and Qd = 10, which demonstrates that (3.13) is

capable of accounting for two different slowing down factors in the two alkali species.

However, the use of these effective fields is problematic when working analytically

with the noble gas’ differential equation since the effective B̃ in the alkali’s ODE is

in that case not the same as the B in the noble gas’ ODE. In the work of this thesis,

we use K and 87Rb, which both have nuclear spin I = 3/2 and their slowing down

factors are therefore the same. With this simplification of Qr = Qd, we note that η

reduces to 1/Q and similarly, an overall factor of 1/Q can be pulled out from all of

the effective rates and from L̃p, L̃m. Moreover, the correction factors reduce in this

case to

α =
nd − nr
nd + nr

, ε =
Qnr

nr + nd
, δ =

Qnd
nr + nd

, (3.18)
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and we may re-write (3.13) as

dPe

dt
=
γe
Q

(
B + λMnP

n + βe + L̃p + L̃m +
QΩ

γe

)
×Pe +

R̃p(s
p −Pe) + R̃m(sm −Pe)

Q

+
Ren
se (Pn −Pe)−Re

sdP
e

Q
, (3.19)

where B, Pn, and Ω are now the ordinary fields. The light-shifts still have a correction

and are

L̃p = Lp 2

1 +
nr
nd

L̃m = Lm 2

1 +
nd
nr

, (3.20)

and similarly, the effective rates are now

R̃p =
Rp

1 +
nr
nd

Ren
se =

ndR
d
se + nrR

r
se

nd + nr

R̃m =
Rm

1 +
nd
nr

Re
sd =

ndR
d
sd + nrR

r
sd

nd + nr
. (3.21)

For notational brevity, we shall drop the tildes from now on but it should be un-

derstood that when we write Lp,Lm, we actually mean the effective fields L̃p, L̃m

given in (3.20) unless otherwise specified. Similarly, from now on when we write

Rp, Rm, R
en
se , R

e
sd we shall mean R̃p, R̃m, R

en
se , R

e
sd as defined in (3.21). Also, we note

that mathematically, βe, Lp and Lm (we mean the effective light-shifts here) have the

same effect since they all appear in the cross product with Pe but do not appear any-

where else in either the alkali’s ODE or the noble gas’ ODE. Consequently, it makes

sense to define b ≡ βe + Lp + Lm as a convenient place holder for the three other-

wise physically distinct fields. Also, we shall introduce a total electronic relaxation

rate Re
tot = Rp + Rm + Ren

se + Re
sd (again, all of the rates here should be understood

as referring to the effective rates) so that we may finally write the effective coupled
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ODEs for the hybrid pumped alkali-noble gas co-magnetometer as

dPe

dt
=
γe
Q

(
B + λMnP

n + b +
QΩ

γe

)
×Pe +

1

Q
[Rps

p +Rmsm +Ren
seP

n −Re
totP

e]

dPn

dt
= γn

(
B + λM r

eP
e + βn +

Ω

γn

)
×Pn +Rnr

seP
e −Rn

totP
n. (3.22)

Decoupling the longitudinal component as before, the transverse components evolve

as

d

dt

(
P e
⊥

P n
⊥

)
=

(
(−Re

tot + iγeB
e
ze)/Q (Ren

se − iγeλMnP
e
0 )/Q

Rnr
se − iγnλM r

eP
n
0 −Rn

tot + iγnB
n
ze

)(
P e
⊥

P n
⊥

)
+

(
(Rms

m
⊥ +Rps

p
⊥ − iγeBe

⊥eP
e
0 )/Q

−iγnBn
⊥eP

n
0

)
, (3.23)

where we have for convenience defined

Be
ze ≡ Bn +Bz + bz +

QΩz

γe
, Bn

ze ≡ Be +Bz + βnz +
Ωz

γn
(3.24)

Be
⊥e ≡ B⊥ + b⊥ +

QΩ⊥
γe

, Bn
⊥e ≡ B⊥ + βn⊥ +

Ω⊥
γn

(3.25)

Be ≡ λM r
eP

e
0 , Bn ≡ λMnP

n
0 , (3.26)

and P e
0 and P n

0 are the steady state longitudinal alkali and noble gas polarization

from (3.1)2 and (3.2) respectively.

3.1 Steady State Behavior

We asserted at the start of this chapter that the co-magnetometer retains first order

sensitivity to anomalous magnetic-like fields while having a suppressed response to

ordinary magnetic field at the compensation point where a bias magnetic field cancels

out the sum of the alkali and noble-gas magnetization. In this section, we show that

2We note that the rates in (3.1) are the actual rates and not the effective rates defined in (3.14).
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this is indeed the case and we provide an expression for the co-magnetometer’s signal

at the compensation point. Since we measure the orientation of the alkali’s spins by

detecting the optical rotation of a linearly polarized off-resonant probe beam, we are

primarily sensitive to the projection of the alkali’s electronic polarization along the

x-axis. Our signal is therefore proportional to P e
x and we may find its steady state

behavior by setting the l.h.s of (3.23) to zero and solving for the real part of P e
⊥.

Although this is analytically tractable, solving for Re[P e
⊥] yields a great many term

that complicates the analysis. We therefore begin by noting that in the off-diagonal

terms of the matrix in (3.23), the alkali-noble gas spin-exchange rates Ren
se and Rnr

se

are much slower compared to the frequency γeλMnP
e
0 and γnλM

r
eP

n
0 . Consequently,

we may approximate the off-diagonal terms to be purely imaginary. Similarly, since

Rn
tot is much smaller in magnitude compared to γnB

n
ze, we may drop the −Rn

tot in

(3.23). (3.23) then reduces to

d

dt

(
P e
⊥

P n
⊥

)
=

(
(−Re

tot + iγeB
e
ze)/Q −iγeλMnP

e
0 /Q

−iγnλM r
eP

n
0 iγnB

n
ze

)(
P e
⊥

P n
⊥

)
+

(
(Rms

m
⊥ +Rps

p
⊥ − iγeBe

⊥eP
e
0 )/Q

−iγnBn
⊥eP

n
0

)
. (3.27)

Since we pump along the longitudinal z direction, the spins of the atoms are

nominally aligned along Bz and we therefore expect that there will automatically be

no first order response to changes in Bz since a Bz field is unable to produce a torque

on the spins. On the other hand, transverse By and Bx fields will in general cause

the spins to project onto the x-axis and we therefore wish to find a Bz such that the

co-magnetometer’s first order sensitivity to By and Bx vanishes. Mathematically, we

desire to find Bz such that

∂

∂Bx

Re[P e
⊥] =

∂

∂By

Re[P e
⊥] = 0. (3.28)
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Differentiating Re[P e
⊥] w.r.t. Bx, setting it to zero and solving for Bz yields three

distinct values of Bz while repeating the same procedure for By gives two distinct

answers. Conveniently however, there is a common value of Bz such that the first

order sensitivity to Bx and By vanishes:

Bz = −Be −Bn − βnz +
Ωz

γn
. (3.29)

As first pointed out in [178], the compensation point does technically depend on

Ωz, but since that is nominally zero, we may ignore it. We note here that theoretically

it also depends on βnz , a neutron-coupling anomalous field although this quantity is

also nominally zero and we do not, in any case, have control over that quantity.

Experimentally, unless the entire experiment is set up on a rotating platform as in

[152], we also have no control over Ωz and consequently, we shall for practical reasons,

take the compensation point Bc to be Bc = −Be −Bn. We note that Be and Bn are

the effective magnetization that the noble gas and alkali atoms see respectively so

that at the compensation point each species effectively sees a magnetic field that is

equal in magnitude to its own effective magnetization to the other species.

Armed with this definition of the compensation point, we may derive the steady

state behavior of the co-magnetometer at the compensation point. Since we remain

interested in deviations of Bz away from the compensation point, we shall set Bz →

−Bn−Be+Bz so that Bz now represents small deviations away from the compensation

point Bc. Despite the simplifications made, there is still a great many terms in the

steady state solution to (3.27). Consequently, we shall for the sake of brevity only

write down the first order3 terms as well as the leading order B field4 terms since that

is a quantity that we can easily control experimentally and is therefore a quantity

3By first order we mean here terms that only contain one small experimental parameter. Since
Bz has been re-defined as deviations away from the compensation point, we shall consider it to be
small. Essentially, all the fields and Ω/γn will be considered small.

4We mean here terms that only contain B field terms i.e. we do not include mixed terms including
one B field term and other non magnetic terms.
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of interest. Given these qualifications, the steady state solution to (3.27) at the

compensation point is

P e
x =

P e
0γeR

e
tot

Re 2
tot + γ2

e (Bz + βez + Lpz + Lmz )2

×
[
βny − βey − Lpy − Lmy −

Rms
m
x

P e
0γe
− Rps

p
x

P e
0γe

+

(
1

γn
− Q

γe

)
Ωy

+
ByBz

Bn

+
γeBxB

2
z

BnRe
tot

]
. (3.30)

As expected, at the compensation point, there is no first order sensitivity to

any magnetic fields. Nevertheless, as asserted, the co-magnetometer retains first

order sensitivity to the anomalous fields βny and βey in the y-direction, thus making

it a good platform on which to search for anomalous magnetic-like interactions. We

concede, however, that although the co-magnetometer does not have any first order

sensitivity to magnetic fields, it does possess first-order sensitivity to various other

quantities such as light-shifts, rotation and pump/probe misalignment. Of these

effects, pump/probe misalignments are the most significant since there is nominally

no beam traveling in the y-direction and no rotation of the apparatus about the y-

axis. Indeed, as we show in section 4.2.6, the co-magnetometer noise is dominated

by pump and probe beam noise, although we note that the probe beam noise in that

case is an optical rotation noise that is not related to the Rm term in (3.30). We

note that the leading order B field term comes in as a second order ByBz term that

is suppressed by a factor Bn (∼ 3 − 5 mGs) while the leading order Bx term comes

in as third order BxB
2
z term that is suppressed by a factor of Bn and Re

tot/γe ∼ 200

µGs.
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3.2 Sensitivity to Anomalous Fields

The fundamental sensitivity of an atomic magnetometer (and co-magnetometer) de-

pends on contributions from both the photon shot noise and the spin-projection noise

[184, 185]. In general, it can also depend on light-shift induced noise but in our geom-

etry, this contribution can in principle be dropped by ensuring the orthogonality of

the pump and probe beam [184]. The magnetic field sensitivity due to spin-projection

noise is typically given as in (2.117) while the contribution from photon shot noise

scales as 1/
√
N , where N is the number of incoming photons. In the ideal case where

the co-magnetometer’s sensitivity is not limited by technical noise (such as optical

rotation noise due to beam motion through inhomogeneous optical components), it

is desirable to improve the magnetic field sensitivity by detuning the probe beam

and increasing the number of probing photons [186] (without introducing additional

significant relaxation or technical noise from the laser). In this section however, we

shall be mainly interested in comparing the optimum sensitivity of a directly pumped

co-magnetometer versus a hybrid pumped co-magnetometer for a given probe power

and consequently, when we write “optimum sensitivity” we shall mean optimum sen-

sitivity at a given probe power.

The pre-factor on the r.h.s of (3.30) determines the sensitivity of the co-

magnetometer to anomalous fields for a given probe power. If Bz, L
p
z, L

m
z are

all zeroed (and ignoring the anomalous βez term), then the pre-factor reduces to

P e
0γe/R

e
tot. In a directly pumped co-magnetometer, Re

tot = Rp +Rm +Ren
se +Re

sd and

the steady state longitudinal polarization P e
0 is

P e
0 =

Rps
p
z

Rp +Rm +Ren
se +Re

sd

=
Rps

p
z

Rp +Rnp

=
Rps

p
z

Re
tot

, (3.31)

147



where we have defined Rnp ≡ Rm+Ren
se +Re

sd so that the maximum of P e
0 /R

e
tot occurs

when

Rp = Rm +Ren
se +Re

sd = Rnp, (3.32)

and the optimum sensitivity for a directly pumped co-magnetometer is therefore

achieved at an alkali polarization of spz/2 or 50% for spz = 1 circularly polarized

pumping light.

In the case of the hybrid co-magnetometer, the steady state longitudinal alkali

polarization P e
0 is from (3.1)

P e
0 =

Rps
p
z

Rp +Rd
se +Rd

sd +
nr
nd

(Rm +Rr
se +Rr

sd)
, (3.33)

and Re
tot is actually

R̃e
tot =

1

2
(Rp(1 +α) +Rm(1−α) +Rd

se(1 +α) +Rr
se(1−α) +Rd

sd(1 +α) +Rr
sd(1−α)),

(3.34)

where all the rates on the r.h.s are all the original rates here5 and α is as defined in

(2.316). In this case, P e
0 /R̃

e
tot is maximized when Rp is

Rp =
1√
Qd

√
Rd
sd +Rd

se +
nr
nd

(Rm +Rr
sd +Rr

se)

×
√
Qd(Rd

sd +Rd
se) +

nr
nd
Qr(Rm +Rr

sd +Rr
se). (3.35)

For the case of Qr = Qd, this reduces to

Rp = Rd
sd +Rd

se +
nr
nd

(Rm +Rr
se +Rr

sd), (3.36)

5To avoid confusion, we will in this section explicitly place a tilde over rates that are supposed
to be effective rates.
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so that the equilibrium polarization at optimum sensitivity is from (3.33) also, as in

the case of the CW co-magnetometer, 50% for perfectly circularly polarized pump-

ing light. The expression in the general case where Qr 6= Qd is somewhat more

complicated but can be simplified in the limit that nr/nd is sufficiently large so that

Rd
sd +Rd

se �
nr
nd

(Rm +Rr
sd +Rr

se). (3.37)

In that case, (3.35) simplifies to

Rp ≈
nr
nd

√
Qr

Qd

(Rm +Rr
se +Rr

sd), (3.38)

and the equilibrium polarization at optimum sensitivity, under the approximation

(3.37) is therefore from (3.33)

P e
0 =

spz

1 +
1

Rp

nr
nd

(Rm +Rr
se +Rr

se)

≈ spz

1 +

√
Qd

Qr

, (3.39)

where we have substituted (3.38) for Rp in the second line. Evidently, if Qr =

Qd, we recover the exact result (without resorting to (3.37)) that the equilibrium

polarization at optimum sensitivity is 50% for spz = 1. However, in the case where

Qr 6= Qd and for sufficiently large nr/nd ratios so that (3.37) holds, we see that the

equilibrium polarization at optimum sensitivity can be higher than 50% if
√
Qd/Qr <

1, or equivalently, if Qd < Qr. A higher alkali equilibrium polarization at optimum

sensitivity will lead to a higher equilibrium noble gas polarization as well, which all

other things being equal, is desirable since that leads to higher suppression of ordinary

magnetic fields at the compensation point (see (3.30)).
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It is also interesting to compare the hybrid pumped co-magnetometer’s optimum

sensitivity with its directly pumped counterpart. From (3.31) and (3.32), the optimum

sensitivity of the directly pumped co-magnetometer scales as

P e
0

Re
tot

=
Rnps

p
z

Rnp +Rnp

1

Rnp +Rnp

=
spz

4Rnp

. (3.40)

Intuitively, the optimum sensitivity of the directly pumped co-magnetometer improves

as the relaxation rates decreases. For the case of the hybrid pumped co-magnetometer

with Qr = Qd, the optimum sensitivity of the hybrid co-magnetometer can be shown

from (3.33),(3.34) and (3.36) to scale as

P e
0

R̃e
tot

=
(nd + nr)s

p
z

4
[
nd(Rd

se +Rd
sd) + nr(Rm +Rr

se +Rr
sd)
] . (3.41)

To compare this with the directly pumped co-magnetometer in the best of circum-

stances, we may take the limit that Rd
np ≡ Rd

se +Rd
sd → 0, which then gives us

lim
Rdnp→0

P e
0

R̃e
tot

=
spz

4
nr

nd + nr
Rr
np

, (3.42)

where Rr
np ≡ Rm +Rr

se +Rr
sd. For large nr/nd ratios, nr/(nd +nr) ≈ 1 so that in this

case, the hybrid co-magnetometer’s optimum sensitivity scales in the same way as the

directly pumped co-magnetometer (3.40). On the hand, in the limit where Rd
np → 0,

(3.42) suggests that the hybrid co-magnetometer’s sensitivity might for Qr = Qd

scale better than the directly pumped co-magnetometer for smaller nr/nd ratios.

Nevertheless, we note that this somewhat defeats the purpose of hybrid pumping and

is likely to not be accurate since Rd
np’s contribution to (3.42) will become significant

in that case. Indeed, we note that taking the limit Rd
np → 0 to obtain (3.42) from

(3.41) has the same effect as applying the condition(3.37) to (3.41), or in other words,
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taking the limit Rd
np → 0 to obtain (3.42) is similar to making the approximation that

nr/nd � 1, which is inconsistent with smaller nr/nd ratios.

For the more general case where Qr 6= Qd, the expression for P e
0 /R̃

e
tot is somewhat

complicated but can be simplified as before for sufficiently large nr/nd ratios so that

Rd
se +Rd

se �
nr
nd

(
Qr

Qd

+

√
Qr

Qd

)
(Rm +Rr

se +Rr
sd), (3.43)

and

Qd �
nr
nd
Qr, (3.44)

in addition to (3.37) holds. For such large nr/nd ratios, P e
0 /R̃

e
tot for Qr 6= Qd can

then be written as

P e
0

R̃e
tot

≈ spz(
1 +

√
Qd

Qr

)2

Rr
np

. (3.45)

As before, we note that for large nr/nd ratios and for Qr = Qd, the sensitivity

of the hybrid co-magnetometer scales like the directly pumped co-magnetometer

(3.40). However, for
√
Qd/Qr < 1 or equivalently, for Qd < Qr, the hybrid co-

magnetometer’s sensitivity can actually scale slightly better than the directly pumped

co-magnetometer for sufficiently large nr/nd ratios.

We may therefore conclude that for large nr/nd ratios, having Qd < Qr can, all

other things being equal, be beneficial in allowing for a higher equilibrium noble gas

polarization and a more advantageous sensitivity scaling (for the same probe power)

compared to the directly pumped co-magnetometer. However, we note that this

supposed advantage might not be easy to achieve in practice since a larger Qr tend

to translate experimentally into using a heavier alkali atom as the optically thick

receiver species and the heavier alkali atoms have in general higher relaxation rates

compared to their lighter counterparts so that the additional relaxation will likely

more than offset the advantage of having Qd < Qr.
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3.3 Suppression of Low Frequency Magnetic

Fields

Besides having no first order sensitivity to magnetic fields at steady state, the co-

magnetometer also suppresses slow changes to the magnetic field at the compensa-

tion point. To observe this, we may solve for P e
x(t) in the presence of a transverse

oscillating B field from (3.27). Since we are primarily interested in the behavior of

the co-magnetometer to oscillating B fields, we set sm⊥ = sp⊥ = 0 and βn = b = Ω = 0

so that (3.27) becomes

d

dt

(
P e
⊥

P n
⊥

)
=

(
(−Re

tot + iγe(Bn +Bz))/Q −iγeλMnP
e
0 /Q

−iγnλM r
eP

n
0 iγn(Be +Bz)

)(
P e
⊥

P n
⊥

)
+

(
−iγeB⊥P e

0 /Q
−iγnB⊥P n

0

)
. (3.46)

The oscillating B⊥ source term may be written as

B⊥(t) ≡ Bx(t) + iBy(t) =
B0

2
(eiωt + e−iωt) = B0 cos ωt, (3.47)

where in general B0 ∈ C but Bx(t), By(t), ω ∈ R. We expect that the solution will

also have an oscillating form given by the ansatz

P e
⊥(t) ≡ P e

x(t) + iP e
y (t) = P e

+e
iωt + P e

−e
−iωt

P n
⊥(t) ≡ P n

x (t) + iP n
y (t) = P n

+e
iωt + P n

−e
−iωt, (3.48)

where P e
±, P

n
± ∈ C are some unknown amplitudes to be solved and P e

x,y, P
n
x,y, ω ∈ R.

Substituting the source term (3.47) and ansatz (3.48) into the differential equations

(3.46), and making use of the orthogonality of e±iωt, we may solve for P e
± and P n

±

at the compensation point where Bz = −Bn − Be. From (3.48), the signal of the
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co-magnetometer that is proportional to P e
x(t) is given by

P e
x(t) = (Re[P e

+] + Re[P e
−]) cos ωt+ (Im[P e

−]− Im[P e
+]) sin ωt. (3.49)

We note that Re
tot is of order ∼ 100 Hz so that for sufficiently slow changing B

fields such that ω � γnBn ∼ O(10) Hz, ω � γnBn � Re
tot. We therefore expand

denominators in P e
± to first order in ω/(γnBn) and obtain for a slow Bx modulation,

P e
x(t) ≈ P e

0γe
Re
tot

(
ω

γnBn

− 2ω3

γ3
nB

3
n

)
B0 sin ωt

− P e
0γe
Re
tot

(
Qω2

γnBnRe
tot

+
γeBeω

2

γ2
nB

2
nR

e
tot

− 2Qω4

γ3
nB

3
nR

e
tot

)
B0 cos ωt. (3.50)

As discussed in section 3.2, the pre-factor P e
0γe/R

e
tot serves as an overall scale

factor that defines the sensitivity of the co-magnetometer to anomalous magnetic-like

fields. Consequently, we see that the leading response to a slow changing Bx field is

an out-of-phase term that is suppressed by a factor of ω/(γnBn). Similarly, for a slow

modulation of By, we obtain the result

P e
x(t) ≈ −P

e
0γe
Re
tot

(
ω

γnBn

)2

B0 cos ωt− P e
0γe
Re
tot

(
2γeBeω

3

γ3
nB

3
nR

e
tot

+
Qω3

γ2
nB

2
nR

e
tot

)
B0 sin ωt.

(3.51)

Evidently, the co-magnetometer suppresses slow changes to the By field even more

strongly than it does to Bx since the leading term in this case comes in as an in-phase

2nd order term that is suppressed by a factor of [ω/(γnBn)]2. We conclude this

section by remarking that in theory, the co-magnetometer should exhibit no response

to changes in Bz if everything is perfectly aligned. Experimentally however, there is

typically some small response to changes in Bz, which indicates the presence of small

misalignments.
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3.4 Strongly Damped Dynamics

The co-magnetometer exhibits striking dynamics as a function of the longitudinal field

Bz. At high Bz such that Bz � Bn � Be, the signal of the co-magnetometer is weakly

damped and has an effective gyromagnetic ratio of the noble gas species. However, at

the compensation point, the co-magnetometer’s signal is strongly damped and it has

an effective gyromagnetic ratio that has been measured to approach that of the alkali’s

[179]. We may obtain information on the dynamics of the co-magnetometer’s signal

by solving for the homogeneous solution of (3.46), where we have for convenience set

sm⊥ = sp⊥ = 0 and βn = b = Ω = 0 as in the previous section. The homogeneous

solution of (3.46) has the form

P(t) = P+e
λ+t + P−e

λ−t, (3.52)

where λ± are the eigenvalues of the matrix in (3.46), which can be solved to give

λ± =
−Re

tot + iγeB
e
ze + iQγnB

n
ze ±

√
F (Be

ze, B
n
ze)

2Q
, (3.53)

with Be
ze = Bn +Bz, B

n
ze = Be +Bz, and F is here defined as

F = −(iRe
tot + γeB

e
ze +QγnB

n
ze)

2 + 4Qγn(iBn
zeR

e
tot + γeB

e
zeB

n
ze − γeBnBe). (3.54)

For maximal damping of the longer lived solution corresponding to the eigenvalue λ+,

we would like to find a Bz such that Re[
√
F ] is minimal. In general, the square root

of any complex number z = x+ iy can be written as

√
z = ±

√
x+

√
x2 + y2

2

(
1 + i

√
x2 + y2 − x

y

)
, (3.55)
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where x, y ∈ R. The condition for maximal damping is therefore

d

dBz

Re[
√
F ] =

d

dBz


√
Re[F ] +

√
Re[F ]2 + Im[F ]2
√

2

 = 0, (3.56)

from which we obtain

Bz =
−Bnγe +BeQγn

γe

(
1− Qγn

γe

) ≈ −Bn +BeQ
γn
γe
≈ −Bn, (3.57)

where we have dropped the Qγn/γe factors since Q is typically of order 10 and γn is

typically three orders of magnitude smaller than γe. Consequently, we see that the co-

magnetometer’s signal is maximally damped at Bz ≈ −Bn. As defined in section 3.1,

the compensation point Bc where the co-magnetometer’s first order sensitivity to Bx

and By field vanishes is Bc = −Bn −Be. Although the compensation point does not

exactly coincide with the Bz required for maximum damping of the co-magnetometer’s

signal, we note that in practice, these two values are quite close to each other since for

a K-3He co-magnetometer, Be ∼ 10 µGs. Accordingly, by a happy coincidence, the

co-magnetometer’s signal is strongly damped near the compensation point although

it still retains good sensitivity to anomalous magnetic-like fields. As we discuss in

greater detail later, this is a very convenient feature of the co-magnetometer since it

allows us to quickly run quasi-static B field modulations to automatically tune the

compensation point condition.

At high Bz fields such that Bz � Bn � Be, one can also show using (3.54) and

(3.55) that
√
F reduces approximately to

√
F ≈ Re

tot + iBz(Qγn − γe), (3.58)
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and λ+ is consequently

λ+ =
−Re

tot + iγeB
e
ze + iQγnB

n
ze +

√
F (Be

ze, B
n
ze)

2Q

≈
−Re

tot + iγeBz + iQγnBz +
√
F (Be

ze, B
n
ze)

2Q
≈ iγnBz. (3.59)

Similarly, we have for λ− at high Bz

λ− ≈
−Re

tot + iγeBz + iQγnBz −
√
F (Be

ze, B
n
ze)

2Q
≈ −R

e
tot

Q
+ i

γeBz

Q
. (3.60)

Evidently, at high Bz field, the alkali and noble gas polarization decouple from

each other and there are two distinct oscillation frequencies with two distinct damping

rates6. In that case, the λ− eigenmode clearly corresponds to the uncoupled alkali’s

(transverse) polarization while the λ+ mode corresponds to that of the noble gas. As

Bz approaches the compensation point, the noble gas’ λ+ mode experiences maxi-

mal damping as
√
F reaches a minimum while the alkali’s λ− mode simultaneously

experiences minimal damping although the result is far more dramatic for the noble

gas since it has such a long uncoupled transverse relaxation time. Physically, at the

compensation point, each spin species see a real magnetic field that is of the same

magnitude as its own effective magnetization to the other species, which roughly

compensates for the significant difference in the alkali and noble gas’ gyromagnetic

ratio so that at the compensation point, the resonance frequency of each spin species

approach each other. The convergence of these frequencies mean that the two species

can interact strongly with each other and helps give rise to the strongly coupled

dynamics at the compensation point.

6 We note that in general there should be a small but non-zero real damping term in (3.59).
However, since we have neglected that term in (3.46), (3.59) is purely imaginary.
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3.5 Zeroing of Fields

The strongly damped dynamics of the co-magnetometer near the compensation point

allows us to implement a series of quasi-static B field modulations that can automati-

cally (through a LabVIEW program) tune the B fields to render the co-magnetometer

insensitive at first order to various experimental parameters. Of these experimental

parameters, Bz, which depends on the 3He magnetization, is most susceptible to long

term drifts and it is consequently convenient to have a procedure that is capable of

keeping the co-magnetometer at the compensation point (Bz = 0) during long periods

of operation. A set of such automated zeroing routines were devised in [177] and we

give here a quick description of the zeroing routines used in this work to minimize

the co-magnetometer’s response to changes in By and Bz fields.

Since the co-magnetometer exhibits strong damping close to the compensation

point, it quickly returns to the steady state behavior described in (3.30) after a

transient change in an experimental parameter. We can therefore use (3.30) to come

up with a scheme for zeroing the co-magnetometer’s sensitivity to various parameters.

Zeroing of Bz

For example, from (3.30), the co-magnetometer depends on Bz at second order with

the term

P e
x =

P e
0γeR

e
tot

Re 2
tot + γ2

e (Bz + βez + Lpz + Lmz )2

ByBz

Bn

. (3.61)

We note that βez , L
p
z and Lmz are all nominally zero since Lpz is zero on resonance and

the probe beam is nominally along the x. Therefore, if Bz is sufficiently close to zero

so that the second term in the denominator can be neglected, the co-magnetometer’s

second order dependence on Bz becomes

P e
x =

P e
0γe
Re
tot

ByBz

Bn

. (3.62)
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For a sufficiently small ∆By modulation leading to a change ∆P e
x of the signal, we

may approximate the ratio ∆P e
x/∆By as a partial derivative w.r.t By and we therefore

have

∆P e
x

∆By

≈ ∂P e
x

∂By

=
P e
xγe
Re
tot

Bz

Bn

. (3.63)

We may then zero Bz by adjusting Bz to minimize the change in P e
x due to a fixed ∆By

modulation. Experimentally, the B field modulation applied is a smoothed square

wave of the form [177]

Bi(t) = B0 tanh(s sin(ωt)), (3.64)

where s is a dimensionless parameter used to control the sharpness of the transition.

We note that in reality there are other (mixed) second order terms that also depend

linearly on By and so this procedure does not exactly zero Bz. However, what it does

accomplish is to minimize the co-magnetometer’s response to small changes in By,

which is what we desire experimentally. As mentioned earlier, for this procedure to

work, Bz has to be relatively close to zero. Practically, we note that this is most

easily accomplished by exciting a transient and varying Bz to maximize the damping

since as discussed in section 3.4, the co-magnetometer’s signal is maximally damped

close the compensation point.

Zeroing of By

After Bz has been nominally zeroed, we may then zero By using the same procedure

as we used to zero Bz but with the roles of the fields reversed. From (3.30), the

leading order dependence of P e
x on By is ∝ ByBz/Bn and consequently, for a small

modulation ∆Bz, we may write

∆P e
x

∆Bz

≈ ∂P e
x

∂Bz

=
P e
xγe
Re
tot

By

Bn

, (3.65)
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so that as above, we may zero By by adjusting By to minimize the change in P e
x due to

a fixed ∆Bz modulation. The careful reader might have realized that there is in (3.30)

a third order dependence of P e
x on Bz through the BxB

2
z term and consequently, the

change ∆P e
x due to a ∆Bz modulation is not exactly given by (3.65). However, we

note that the BxB
2
z term is suppressed by an additional factor of Re

tot/γe and besides,

its contribution to ∆P e
x can be mitigated by making a symmetric modulation of Bz

about Bz = 0. As before, we note that strictly speaking there are other terms that also

depend linearly on Bz so this procedure doesn’t exactly zero By and is more accurately

understood as one which minimizes the co-magnetometer’s response to linear changes

in Bz. Indeed, the co-magnetometer has a surprising number of (mixed) second-order

terms that depend on Bz at steady state including light-shift terms in both the x and

y directions. Practically speaking, if there is a considerable light-shift term due to the

probe beam in the x direction, By will be adjusted to compensate for that light-shift

and will not be exactly zeroed with this procedure.

Zeroing of Bx

Similarly, after By and Bz have been “zeroed” using the procedures above, we may

attempt to “zero” Bx. With By and Bz nominally zeroed, the change in P e
x due to

an asymmetric modulation of Bz away from Bz = 0 is

∆P e
x =

P e
xγe
Re
tot

γeBx

BnRe
tot

(∆Bz)
2, (3.66)

and we may zero Bx by adjusting Bx to minimize the co-magnetometer’s response

to (∆Bz)
2. We note that this zeroing procedure does depend on Bz and By being

relatively well zeroed and it can be therefore somewhat less reliable compared to the

other two procedures. In particular, as we noted above, the procedure to “zero” By

can in practice leave By with a significant offset if there is considerable light-shift from

159



the probe beam, which will in turn cause this zeroing procedure to fail. In theory, a

perfectly linearly polarized probe beam should cause no light-shift but birefringence

in optical components can give it a slight elliptical polarization that contributes to a

light-shift in the x direction. This can however be sometimes partially compensated

by rotating a λ/4 wave plate or a glass stress plate in the path of the probe beam.

Besides failing due to an improperly zeroed By, this procedure can also fail due to

an improperly zeroed Bz field. This is most frequently due to drifting noble gas

polarization and can be compensated by using a Bz modulation that is bigger in

size compared to the drift of the noble gas’ magnetization during the procedure.

As before, this procedure of “zeroing” Bx can also be thought of as minimizing the

co-magnetometer’s response to (∆Bz)
2.

3.6 Co-magnetometer Calibration

As discussed in section 3.1, the co-magnetometer’s signal, which consists of the x

projection of the alkali’s electronic polarization, is sensitive to anomalous magnetic-

like fields at the compensation point. Experimentally however, we measure a voltage

V that is proportional to P e
x and hence the anomalous field. We would therefore like

to find a calibration constant C such that β = CV , where β here is some anomalous

field. Mathematically, we may from (3.30) write our measured voltage V due to the

anomalous field β as

V = κP e
x = κ

P e
0γe
Re
tot

β, (3.67)

where κ is some optical and electronic gain factor and we are here assuming that the

fields have been zeroed so that Bzγe � Re
tot. Evidently, the calibration factor we seek

is thus

C =
1

κ

Re
tot

P e
0γe

. (3.68)
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As discussed in section 3.5, close to the compensation point, small modulations ∆By

will cause the measured signal to change as

∆V = κ
P e

0γe
Re
tot

Bz

Bn

∆By. (3.69)

If we measure ∆V at two different values of Bz, we may then obtain the desired

calibration constant C as

C =
1

κ

Re
tot

P e
0γe

=
∆By

Bn

Bz,2 −Bz,1

∆V2 −∆V1

. (3.70)

We note that Bn ≈ Bc and Bc is known since it is just the applied longitudinal B field

needed to zero Bz, where by Bz we here mean deviations away from the compensation

point. The calibration constant can therefore be easily obtained while performing the

Bz zeroing procedure described in section 3.5.

Alternatively, the calibration constant may also be measured using a low frequency

Bx modulation due to [152]. From (3.50), the co-magnetometer’s first order out of

phase response to a slow Bx modulation is

V (t) ≈ κ
P e

0γe
Re
tot

ω

γnBn

B0 sin ωt =
1

C

ω

γnBn

B0 sin ωt. (3.71)

Since ω, γn, Bn and B0 are all known, we may also obtain the calibration constant

C by measuring the co-magnetometer’s response to a slow Bx modulation and using

this relation. These two calibration methods typically agree to within 10 − 20 %.

We note that in [152] it is argued that the discrepancy is due to alkali polarization

gradients in the z direction, which systematically decreases the ∆V2 − ∆V1 term in

the denominator of (3.70). Measurements of the earth’s rotation in [152] indicated

that the slow Bx modulation calibration is the more accurate of the two methods.

Consequently, we use the calibration constant obtained from a slow Bx modulation

161



as the definitive calibration in this work. This calibration was also independently

verified by physically inducing a rotation along the y-axis (by floating the optical

table and slowing lifting one end of it) and measuring Ωy (using a tiltmeter) and the

co-magnetometer’s signal simultaneously.
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Chapter 4

Spin Mass Interaction Limiting

Experiment (SMILE)

The K-3He co-magnetometer described in the previous chapters possesses high sensi-

tivity to anomalous fields but has a suppressed response to ordinary magnetic fields,

which makes it particularly well suited to investigate tiny anomalous spin mass inter-

actions that are typically obscured by ordinary magnetic interactions. In this chapter,

we present an experiment designed to find or constrain these interactions using a K-

3He co-magnetometer and two large Pb source masses. We discuss the design and

setup of both the co-magnetometer and source masses before moving on to character-

izations of the co-magnetometer. Studies of various systematic effects and our efforts

to mitigate them will also be discussed. Finally, data analysis of both the signal

and systematics will be presented, culminating in the derivation of new constraints

on gnp g
N
s , the product of the axion’s pseudoscalar coupling to neutrons with its scalar

coupling to nucleons, that represent an order of magnitude improvement over previous

results [49, 50]. These results are currently the most stringent laboratory constrains

of gnp g
N
s for axions with masses between ∼ 10−6−10−8 eV [187]. Similarly, new limits
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on gepg
N
s , the product of the axion’s pseudoscalar coupling to electrons with its scalar

coupling to nucleons, will also be presented.

4.1 Experimental Setup

Figure 4.1 shows a schematic of SMILE along with the pump and probe optical

setups. We note that for illustrative clarity, we have displayed the pump optics (on

the bottom right of Figure 4.1) as though it was further away from the cell (along

the x axis in the figure’s coordinate system which is specified at the top right of the

figure) than the probe optics immediately above it in the figure. In reality, the probe

optics is mounted vertically (along the figure’s specified z axis) on top of the pump

optics so that both sets of optics are enclosed by the same polycarbonate enclosure

(denoted by dashed lines in Figure 4.1) as illustrated by the bottom left insert (note

the different coordinate system of the insert that is specified at the bottom left of the

insert).

The experimental setup of SMILE can be divided into two independent systems:

1) a co-magnetometer system including the co-magnetometer cell, oven/stem heaters,

magnetic shields, vacuum chamber, pump and probe optics, and 2) a source mass

system including the two Pb weight stacks, the mechanical frame that guides the

motion of the weights and all things related to the motor/reduction gear system

necessary to move the weights. We begin this section by first discussing the co-

magnetometer setup before moving on to describe the source masses.

4.1.1 Cell

At the very heart of SMILE is a hand blown spherical aluminosilicate GE180 glass

cell that contains the alkali and noble gas atoms. GE180 was used as the glass of

choice since it resists discoloration by the alkali atoms at our operating temperature
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Figure 4.1: Probe and pump optical setup of SMILE in the x-y plane. Bottom left
insert: Experimental schematic in the y-z plane.

of ∼ 200 ◦C [188] and is less porous to 3He atoms [189] as compared to other common

glass such as Pyrex. The spherical shape is required to obtain high 3He polarization

since the dominant mode of relaxation for the 3He spins is self-relaxation due to B

field gradients generated by its own magnetization, which is eliminated in the case

of an exactly spherical cell. Happily enough, a sphere is also the most natural glass

shape to blow and is the ideal theoretical shape to withstand internal pressure [190].

As described in more detail in section 4.2.3, measurements of the alkali polariza-

tion within our initial glass cells indicated that it was advantageous to use as large

(in diameter) a cell as possible. In our case, the diameter of the cell was limited by

the size of the holes in the magnetic shields though which the cell has to be inserted

into, which is about 15 mm. The manufacture of these cells begins with our esteemed
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glassblower Mike Souza blowing spherical cells from GE180 tubes to our specified

dimensions. We then check the dimensions and optical quality of each cell by shining

a collimated visible laser through the spherical part of the cell and observing the

amount of divergence caused by the sphere, which essentially acts as a weakly diverg-

ing lens1. Shining a visible laser through the cell also allows us to spot “bubbles”

or “streaks” of inhomogeneity within the glass. In addition to checking the optical

divergence through the cell, we also visually inspect the sphericity of the cell’s interior

by immersing it in mineral oil, which allows us to peer into the cell’s interior since

mineral oil has a refractive index that is similar to glass.

Cells that are not rejected due to their optical quality and asphericity then move

on to the next stage of cell manufacture where they are baked to 700 ◦C and then

cooled in a relatively zero B field environment. This is a step that was not typically

done but was performed for the SMILE cells as a way to potentially de-magnetize

magnetic impurities within the glass by heating them past their Curie temperature

and then cooling them in a zero field environment. Although rare, we have observed

instances of extremely fast relaxation of the 3He spins due to strong local magnetic

field gradients that are indicative of magnetized impurities near the surface of the glass

walls (see section 2.8.2 for more details). The efficacy of this procedure is uncertain

since we did not perform a systematic study to evaluate it but since adopting this

step, we have not encountered a magnetized cell. In the event that a cell does become

magnetized however, it may be de-gaussed by subjecting it to an oscillating magnetic

field that increases in magnitude before slowing returning back to zero although we

note that the success of this procedure depends on the coercivity of the magnetic

impurity and the magnitude of the de-gaussing field.

1The amount of divergence is a function of the thickness of the glass walls. In general, we want the
thinnest possible (least divergence) cell that is capable of withstanding ∼ 15 atm of internal pressure
at our operating temperature of around 200 ◦C. That a spherical glass cell with wall thickness of ∼
0.5 mm can withstand that amount of pressure never ceases to amaze this author.

166



To vacuum

KCl+RbCl+Ca

Figure 4.2: Diagram of a typical cell string. Insert: Schematic diagram of a SMILE
cell.

After the cells are done baking in a zero field environment, they are handed back

to the glassblower who connects them to a glass cell “string”, a schematic of which

is shown in Figure 4.2, that is then connected to a vacuum system and evacuated.

Before sealing off the glass cell string, Ca granules along with the correct proportion

of KCl and 87RbCl2 is added to the end of the string as indicated in Figure 4.2. In

SMILE, we employ hybrid optical pumping (described in greater detail in an earlier

section) where a dense, optically thick K vapor is spin polarized via spin-exchange

collisions with an optically thin 87Rb vapor. To accomplish this discrepancy in partial

vapor pressure at the operating temperature, small amounts of 87RbCl is added to

KCl so as to achieve a 87Rb:K ratio of about 0.002.

The evacuated cell string is then baked at a moderately high temperature∼ 300 ◦C

for about a week to allow impurities on the surface of the glass to outgas, after which K

and 87Rb may be liberated by reacting the KCl and 87RbCl salts with the Ca granules

using a low temperature flame. Once liberated, the resulting alkali vapor can then be

2In early testing, we had used CsCl but it was found that Cs’s higher spin relaxation rate was
causing K to also have more spin relaxation (since they are both in spin temperature equilibrium).
Consequently, the decision was made to switch to 87Rb.
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chased through the ‘U’-tube (see Figure 4.2) (which serves to trap Ca particles) into

each individual cell with the flame. The final step of the cell manufacture process

is to fill each individual cell with the appropriate buffer gases and to “pull” each of

them off the cell string by melting the glass stem by which they are connected to the

cell string with a high temperature flame. If done correctly, the melted glass forms

a seal that traps the alkali atoms and buffer gases within the cell without exposing

them to atmosphere.

To selectively fill each cell with the correct amount of buffer gas, we first fill the

entire cell string with the appropriate gas and then submerge an individual cell in

a cryogenic dewar filled with liquid 4He3. In the case of the N2 buffer gas, which is

added to quench excited alkali atoms (see section 2.7.2), all of the N2 previously in

the cell string freezes in the cell that is submerged in liquid 4He. This may be verified

by checking that the pressure in the cell string goes to zero (or more accurately the

baseline vacuum pressure). Once all of the N2 gas has frozen in the cell, the cell string

is then filled with 3He by expanding it from a known initial pressure and volume.

Although 3He does not freeze like N2 at this temperature, it does get concentrated

within the cold cell, which may be estimated by measuring the discrepancy of the

pressure in the cell string from its expected value after the expansion of 3He into it.

Once sufficient 3He is estimated to be within the cell, the cell is “pulled-off” the cell

string by melting the stem that connects it to the cell string with a high temperature

flame. This is a somewhat delicate process that involves heating the stem up to ∼

1500 ◦C while simultaneously keeping most of the cell a few centimeters below at

∼ -268 ◦C4. As the stem beings to melt, the cell will begin to drop so the dewar

has to be simultaneously lowered while the stem is melted to ensure that the flame

can continue to heat the stem. Due to stresses that develop within the glass during

3We note here that cells in Figure 4.2 are staggered and spaced apart to provide sufficient clearance
so that only one cell will be submerged in the dewar at any one time.

4This author is always amazed at how glass can withstand such abuses.
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this process, it is important to anneal (with a lower temperature flame) the stem in

between melting it. An improperly annealed stem will tend to crack once the cell

returns to room temperature and is subjected to an internal pressure of ∼ 10 atm.

Indeed, the stem is the weakest part of the cell and is almost always the point of

failure in failed cells. We note here that it is somewhat important for the stem to

have a small initial diameter (this needs to be specified to the glassblower) of ∼ 2 - 3

mm because thinner stems have less thermal mass and tend to anneal better. Once

the cells are all pulled off, the surviving cells are then stress-tested by placing them

in an oven and heating them to slightly above our operating temperature of 200 ◦C

for a day to weed out bad cells.

We note that the cell manufacture process outlined above means that the cells

will inevitably have a stem that will cause them to deviate from perfect sphericity,

which as mentioned above, would be detrimental to the relaxation rate of 3He. To

correct for this, the alkali droplet in the cell is typically chased with a hot air gun

into the neck to plug it. This entails melting the alkali droplet (with the hot air) and

tapping the droplet into the correct position. This author has found it easiest to hold

the stem of the cell with a glove (for thermal insulation) and getting the droplet to

move by tapping his hand (not the cell!) on a lab bench. The position of this droplet

may be controlled by keeping the bulb and stem of the cell at different temperatures

during co-magnetometer operation and creating a pressure gradient between the two

regions. For this to work with a reasonable temperature gradient, the volume of the

stem should not be much smaller than the volume of the bulb, which is why cells used

in SMILE have an additional cylindrical bulb in their stems (see insert of Figure 4.2).

Initially, we overestimated the size of this cylindrical bulb, which led to the droplet

moving too easily due to temperature fluctuations. This was later corrected for and

the diameter of this cylindrical bulb is around 4mm.
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Figure 4.3: Comparison of a SMILE (right) cell with a more ‘conventional’ spherical
cell (left).

Figure 4.3 shows a SMILE cell on the right in contrast to a “usual” spherical

co-magnetometer cell. We note that the SMILE cell is larger and that it has the

aforementioned cylindrical bulb with an alkali droplet placed right at the neck to

plug the stem.

4.1.2 Oven

The main oven that heats up the spherical bulb of the co-magnetometer cell is made

out of a 1”×1”×1” boron nitride cube, which possesses high thermal conductivity and

is non-magnetic. Optical access for the probe beam is provided by a drilled through-

hole from one side to another while another orthogonal through-hole provides access

for the pump beam and cell. Within the coil form (the structure supporting the

magnetic field coils) inside the innermost ferrite shield, the oven sits in a square lip

that has been cut into a rectangular G-75 plate that has tapped holes on its sides for

4 PEEK screws to hold onto the oven as it sits inside the lip. Meanwhile, the G-7

5We use G-7 here since it has a maximum continuous operating temperature of 220 ◦C.
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plate is itself secured to the lid of the coil form by means of appropriate spacers and

PEEK screws.

Rather than using twisted resistive wires for heating, thick film heater panels,

which can have their resistive traces printed much closer to each other than a pair

of wires can be twisted together, were used instead since the close proximity of the

traces ensures good cancellation of the B field they produce at the position of the

co-magnetometer cell. Each 0.25”×1” panel has two solder pads at one end of its

long side that allows external wires to be connected to it. High temperature solder

(rated to above 220 ◦C) was used to form the solder joints to ensure that the joints

did not fail during operation. Similarly, the heater panels were soldered to magnet

wires since they have high temperature tolerance and thin insulation, which allows

us to twist them together tightly to reduce the net B field they produce within the

co-magnetometer cell.

Despite the use of high temperature solder however, we found that the solder joints

were not reliable and were prone to failing. In particular, we have, by measuring

the resistance of the heater panels, observed one too many instance in which some

heater panels would fail at a low temperature but become operable again at higher

temperature or vice versa6, which suggests that the solder joints are only making

electrical connections intermittently. We believe that this is due to repeated thermal

cycling and unequal thermal expansion coefficients between the solder pad and solder,

which stresses the joint until it eventually fails. Also, since the solder pads are on the

ends of the heater panel, there is not much mechanical support and strain relief for

the wires. We have mitigated these problems by soldering and securing the wires in

a way depicted in Figure 4.4. Rather than soldering the wires away from the heater

panel, we instead solder them so that they initially run towards the other end, which

allows us to provide some mechanical support to them by bonding them to the panel

6These panels will eventually fail altogether so this is just the first sign of trouble.
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RTV
Solder

Figure 4.4: Recommended way to connect thick film heater panels.

with (Dow Corning 736) high temperature Room-Temperature-Vulcanizing (RTV)

silicone that is rated to 260 ◦C. After a short distance, the (twisted) wires are bent

180◦ back so that they run away from the panel again. A second application of RTV

on top of the first secures the wire in this configuration, which helps to reduce stress

on the solder joint even when the wires are tugged on the other end. We have found

this method of connecting the wires to the heater panels to be fairly robust. Also,

we note that it is helpful to use solder flux in the soldering process since the high

temperature involved in soldering the high temperature solder causes rapid oxidation

that is detrimental to the quality of the solder joint.

Initially, the heaters were inserted into slits that were cut into the boron ni-

tride oven and bonded together with a high temperature, high thermal conductivity

aluminum nitride based potting adhesive (Aremco’s CeramacastTM 675-N). Unfor-

tunately, since some of these heaters failed and were difficult to remove from the

slits without damaging the oven (boron nitride is a rather soft material), additional

heaters were added to the sides of the oven to compensate for the loss of power. A

combination of aluminum nitride and RTV7 holds these additional heater panels in

place. This added bulk however, has the unintended effect of causing the oven to not

sit as intended in the square lip of the G-7 rectangular plate, making it somewhat

less rigidly held by the PEEK screws. The heater panels are connected in parallel

and have an effective series resistance of 30 Ω.

It is typical after long periods of continuous operation for alkali vapor to condense

on the coldest part of the cell. Ideally, the stem should be the coldest part of the

7Aluminum nitride does not bond too well with boron nitride so it’s important to use some RTV
as well since we don’t the heater panels falling off the oven during operation.
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cell but unfortunately, this is not always the case in practice. In particular, the

parts of the cell along the laser beams are often most likely to see condensation since

they also, by virtue of the holes made in the oven to provide for the optical access,

lose the most amount of heat via black-body radiation to the exterior of the oven.

Annoyingly enough, these are also the areas of the cell where condensation is most

detrimental since it reduces optical transmission through the cell. This problem is

especially severe for small ovens where the optical access is close to the cell since that

increases the solid angle through which black body radiation can escape.

Rather than using a larger oven with thermal shields (which increases power re-

quirements) to help prevent condensation, we decided to use GaP covered windows as

a means of preventing condensation on the cells [191]. A combination of GaP and glass

was used since GaP has high thermal conductivity and is transparent at the probe

wavelength of 795 nm. However, since GaP’s transparency to infrared radiation also

allows a good fraction of black body radiation from within the oven to escape, it

is paired with a glass substrate that is less transparent to infrared radiation above

795 nm. The windows in SMILE were expertly made by Nezih Dural and featured a

polished circular Pyrex substrate with a slightly smaller (in diameter) thin GaP wafer

attached on top of it by carefully placing RTV around the edges of the wafer and

the top surface of the Pyrex. RTV was used since it is flexible even after curing and

would allow for mismatchs in the thermal expansion coefficients of Pyrex and GaP.

The window is then placed into a circular depression cut into the oven and a second

layer of aluminum nitride potting adhesive is added on top of the RTV and oven to

secure the window to the oven. We note that although GaP is transparent to infrared

radiation, it has a high refractive index of 3.2 at those frequencies and there is conse-

quently large reflective losses at its interface with air/vacuum. It is therefore crucial

to apply an appropriate anti-reflection coating on its surface to reduce these losses.

The quality of these coatings can vary from one supplier to another. For SMILE, we
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had two high quality coating with a transmission of 99% or higher and a lower quality

coating with a transmission of 86%. The two wafers that had transmissions of over

99% were used for the probe windows while the one with lower transmission was used

for the pump window since obtaining a good probe beam transmission is somewhat

more crucial to obtaining a good sensitivity8. We note that the coatings which had

transmissions of over 99% did not cover the entire area of the wafer and so there is a

somewhat small (centered) circular area in the wafer that the probe beam has to go

through in order to obtain high transmission.

A MP108FD power amplifier chip supplies the oven’s heaters with AC currents at

120 kHz, which is well above the bandwidth of the co-magnetometer. Blocking capac-

itors on both the input and output of the amplifier ensure that only AC currents are

passed to the oven heaters while temperature sensing of the oven is accomplished by a

Honeywell 112-105PAJ-B01 1 MΩ (at room temperature) platinum-iridium thermis-

tor that is buried with thermally conductive aluminium nitride cement inside a drilled

hole of the boron nitride oven. It is desirable to use a high resistance thermistor to

reduce the sensing current, which could potentially generate a bias DC magnetic field

at the position of the cell. Similarly, platinum-iridium was chosen as the material of

choice since it is non-magnetic. The thermistor is connected via a four-wire configura-

tion to a CryoCon 32B controller that sends in a 10 µA DC excitation current. Since

the CryoCon controller is unable to measure a thermistor with a 1 MΩ resistor, we

added a 249 kΩ resistor in parallel to it and entered a custom calibration curve into

the controller. The analog output of the controller is sent to an AN633AN multiplier

that multiplies it with a reference 120 kHz signal from a function generator, which

then goes into the input of the MP108FD power amplifier. To prevent a current

overload that might accidentally destroy the oven’s panel heaters, a resistor divider

8Essentially, every probe photon that passes through the cell carries a measurement of the atoms’
spin but it also contributes to the relaxation of the atoms so it is desirable to “make every single
photon count” by collecting all of them into the detector.
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before the amplifier ensures that a full-scale output from the controller would only

causes a maximum voltage output of 86 Vpk-pk
9.

4.1.3 Stem heater and cell mount

During operation, the co-magnetometer cell is surrounded by an oven, an innermost

ferrite magnetic shield and three additional µ-metal shields within the vacuum cham-

ber. In theory, the co-magnetometer cell can be placed within the oven by opening

each layer of shielding progressively, fixing the cell in position, and then closing back

each layer of shielding. However, this is a major hassle and is especially tricky in

SMILE where there is not much access to the inside of the vacuum chamber due to

the proximity of the weights. To make inserting/removing a cell easier, a cell mount,

made mostly out of a PEEK tube that is vacuum sealed at one end by an O-ring,

holds on to the cell on the other end with an on-axis boron nitride stem heater. This

allows us to insert the cell from outside the vacuum chamber through a series of holes

in the magnetic shields to its proper position within the oven without the hassle of

opening the vacuum chamber and magnetic shields. Moreover, it also allows us to

independently control the temperature of the stem and spherical bulb of the cell by

independently controlling the temperature of the stem and oven heater respectively10.

Wires from the boron nitride stem heater run inside the PEEK tube and may be ac-

cessed through a home-made vacuum feed-through at the end the tube. PEEK was

chosen as the material of choice here since it is non-magnetic and can withstand a

continuous operating temperature of 260 ◦C.

The stem heater, for reasons elaborated above in our discussion of the oven in

section 4.1.2, comprises of a boron nitride piece that has been machined with two

9We note that this is actually close to the maximum voltage output of the amplifier since the
amplifier is powered by ± 50 V DC power supplies.

10We assume that the temperature of the spherical bulb of the cell is mainly given by the tem-
perature of the oven and that the temperature of the stem of the cell is primarily given by the
temperature of the stem cell heater.
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slots for two thick film panel heaters. These heating panels are connected in parallel

and have an effective series resistance of 58 Ω. Temperature sensing, like the oven,

is accomplished with a Honeywell 112-105PAJ-B01 1 MΩ (at room temperature)

platinum-iridium thermistor that is positioned and read-out in a similar fashion as

that of the oven’s thermistor described in section 4.1.2. Since the CryoCon 32B

temperature controller has two independent control loops, the oven and stem heater’s

temperature can be independently controlled with one controller that puts out two

separate analog control voltages. The stem’s panel heaters are, like the oven’s panel

heaters, driven by amplified AC currents from the same 120 kHz reference signal

to avoid any strange interference effects. This is accomplished by multiplying the

stem’s analog control voltage from the controller with the same 120 kHz reference

signal using another AN633AN multiplier and sending it to a home-built push-pull

amplifier. In principle, a similar MP108FD power amplifier as that used for the oven

may be used here as well. However, to save on unnecessary labor, an existing home-

built push-pull amplifier was used instead. Unlike a MP108FD power amplifier, the

push-pull amplifier is is unable to drive a load with high resistance. Consequently,

the output of the push-pull amplifier is sent to to a step-up transformer that then

drives the heater panels. To prevent the stem heater panels from burning out due

to an accidental current overload, an appropriate winding ratio for the transformer

was chosen so that the maximum output voltage across a 58 Ω resistor is less than

86 Vpk-pk. We note that use of the transformer ensures the stem’s heater panels are

always AC-coupled.

As noted in section 4.1.1, the position of the alkali droplet is chased via a hot

air gun into the neck of the cell before insertion into the vacuum chamber and is

subject to change once the temperature rises above the alkali’s melting point. To

ensure that the liquid droplet remains in roughly the same position during the heat

up to operating temperature, we have found that it is crucial to ensure (for SMILE
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cells) that the oven is always roughly 12 ◦C hotter than the stem heater once the

alkali has melted. Operationally, we have found that this is most easily accomplished

by first establishing the appropriate temperature difference while the temperatures

are still below the alkali’s melting point and then ramping both the oven and stem

heater’s temperature up to their operating temperatures at the same rate using the

CryoCon’s ramp control mode. We typically use a ramp rate of 1 ◦C/min. It is

sometimes necessary to fine tune the PID parameters to ensure that the ramp is

closely followed by both control loops. A LabVIEW program that allows us to read

and control both control loops on the CryoCon controller via GPIB was written to

help with the monitoring and controlling of the oven and stem heater’s temperatures.

4.1.4 Magnetic shields and vacuum chamber

To have avoided detection thus far, any anomalous spin-mass interactions must of

necessity be much smaller than a magnetic interaction. Consequently, it is crucial to

shield the co-magnetometer cell from random and systematic magnetic interactions

if SMILE is to stand a chance at detecting a tiny anomalous spin-mass interaction.

Moreover, for the co-magnetometer to achieve high sensitivity, it needs to be in the

SERF regime, which requires the alkali atoms to be in a relatively low B field envi-

ronment11. Accordingly, magnetic shielding is also required to shield the atoms from

Earth’s magnetic field. Magnetic shielding of a volume is typically accomplished

by the use of high permeability material, such as µ-metal, to divert external B fields

around the shielded volume [192]. Although µ-metal possesses extremely high perme-

ability, the magnetic noise within their enclosed volume is typically limited to 1− 10

fT/
√

Hz due to inherent Johnson currents within the material [180, 193]. A shielding

system that only incorporates µ-metals would therefore subject the co-magnetometer

11More precisely, to be in the SERF regime, the precession frequency of the atoms in the B field
should be much smaller than the rate of spin-exchange collisions (which is proportional to the alkali
density). At typical number densities of ∼ 1013 − 1014 cm−3 alkali atoms, this means that B must
be much less than Earth’s magnetic field.
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to a magnetic noise floor at that level. However, this problem can be mitigated by us-

ing high resistivity magnetic material such as ferrite, which has considerably smaller

intrinsic Johnson currents and therefore lower magnetic noise [194]. In SMILE, we

employ 3 outer µ-metal shields but the innermost shield is made out of a ferrite

material.

Magnetic shielding in the case of SMILE is complicated by the need for electrical

and optical access (i.e. holes in the shields) to the shielded volume and the competing

requirement that the weights be placed as closed as possible to the co-magnetometer

cell, which reduces the space available for magnetic shielding12. There is consequently

a trade-off between the amount of magnetic shielding available and the sensitivity

of the experiment to anomalous spin-mass interactions. Fortunately, the optimum

air-gap between two layers of finite length cylindrical shields is significantly smaller

compared to two layers of infinitely long cylindrical shields [195], which implies that

it is possible to have a compact set of shields that does not overly sacrifice either

magnetic shielding or sensitivity to anomalous spin mass interactions. Furthermore,

the presence of holes within the shields can be mitigated by increasing the air gap

between the shields [196] although this does has the effect of increasing the overall

volume of the shields to the detriment of SMILE’s sensitivity to anomalous spin-mass

interactions.

For simple geometries such as infinitely long cylindrical shields, there are exact

analytical formulas that give the transverse shielding factors of the shields. Infinitely

long cylindrical shields do not, of course, exist but there are nevertheless approximate

analytical formulas that give the radial and transverse shielding factors of multi-layer

cylindrical magnetic shields [197, 198]. To optimize the dimensions of the shields,

we used these analytical formulas as a starting point and then used the commer-

12We note that this is because the strength of the spin-mass interaction falls off exponentially
with the distance of the weights to the cell for an axion-like particle with non-zero mass.
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cially available Ansoft Maxwell13 finite-element package to numerically calculate the

shielding factor at the position of the co-magnetometer’s cell for various shielding

geometries. Assuming that the co-magnetometer will have at least an inherent factor

of 10 suppression at DC (see section 4.2.4), our goal was to have a total magnetic

suppression of at least 1 × 108 so that a 1 µGs external field will be suppressed to

only 1 aT in the co-magnetometer.

For practical purposes, we attempted to achieve the target suppression factor

within the radius of a standard vacuum flange so that the vacuum chamber, consisting

simply of two vacuum flanges and an appropriately sized cylindrical tube, can be

made out of mostly standard off-the-shelf components. It turns out we were able to,

including the inherent suppression from the co-magnetometer, exceed our suppression

target while still having the outermost µ-metal shield fit within a standard ISO-200

(metric) K-style vacuum flange since the final simulated suppression of all our shields

was 1.3× 108 and 3.6× 107 in the radial and axial directions respectively.

In SMILE, the cylindrical vacuum chamber and magnetic shields were positioned

so that their longitudinal axes were parallel to the vertical. Figure 4.5 shows a (ro-

tated) schematic diagram of the 3 outer µ-metal shields as well as the inner ferrite

shield. The beige rectangular blocks and cylindrical disk in Figure 4.5 are Delrin

spacers that determine the vertical spacing between the vacuum chamber and mag-

netic shields while the four 3/8” diameter green G-10 rods that fit through holes in

the bottom end cap of each µ-metal shield provides horizontal alignment between the

chamber and shields. The green G-10 rods are threaded on either end and are screwed

into the bottom vacuum flange. We note that the G-10 rods do not go through holes

in the bottom end cap of the ferrite but rather, the ferrite sits snugly in the middle

of all 4 G-10 rods. Good mechanical (and ideally magnetic) contact between the

13Ansoft Maxwell was used since we already had a license for it back then. We note that there is
a highly capable general open-source FEM package in Python (FEniCS) that would be able to do
the job equally well. Indeed, this author has found FEniCS to be quite useful in simulating various
non-uniformities and diffusion within a co-magnetometer cell.

179



Pump Beam
Probe Beam

Figure 4.5: Exploded view of magnetic shields.

polished ferrite’s end caps and body is accomplished by screwing four brass nuts into

the threaded top of the four G-10 rods that then press down gently on the ferrite’s

top lid. To ensure good mechanical/magnetic contact between the µ-metal end caps

and cylindrical bodies, the µ-metal end caps were fabricated to tightly enclose the

bodies of the µ-metal shields14. Due however to this tight tolerance, it is necessary to

secure the bodies of the shields to the vacuum chamber so that the top end caps can

be separately removed. This is accomplished by having two G-10 screws fit through

two holes, located orthogonal to the holes for the probe beam (see Figure 4.5) in the

sides of the shields, and screwed into a threaded blind hole in the vacuum chamber.

Electrical wires and cooling water for the ferrite15 are brought through two larger

18 mm holes at the bottom of each µ-metal bottom end cap. Wires that carry

larger currents such as the wires for the oven’s heaters and the de-gaussing wires are

14We note that this is not possible with ferrites since they are considerably more brittle.
15The cooling water is to ensure that the ferrite, which is closest to the oven, does not get too

hot. For the ferrite to be an effective magnetic shield, it has to be in a ferromagnetic phase.
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all brought up through one hole while wires for the all the magnetic field coils are

brought up through the other hole to minimize electrical cross-talk between them.

These wires are connected to electrical feed-throughs located in the bottom ISO-200

vacuum flange, through two Fischer connectors. To further reduce electrical cross-

talk, the oven and de-gaussing wires are fed through a 4-pin DEE 103 A053-130

hermetic Fischer panel receptacle located on one side of the bottom vacuum flange

while all magnetic field coil wires are fed through a 12-pin DEE 103 A062-130 hermetic

Fischer panel receptacle located on the other side of the flange. Connections to these

receptacles on the air side of the flange is accomplished by a Fischer 4-pin S 103

A053-130 and 12-pin S 103 A062-130 plug. To de-gauss the shields, the de-gaussing

wires have to go through the top end caps of all the µ-metal shields, which is a

little tricky to accomplish since there is only one (axial) hole in each top end cap

that is already being used by the cell mount to insert the cell. Nevertheless, the de-

gaussing connection through the top end caps of the µ-metal shields can be made by

placing a thin cylindrical conducting shell within the axial hole of the top end caps

which extends through all 3 µ-metal shields. Care was taken to insulate the shell

with Kapton tape so as to avoid current flowing through the shields themselves. To

complete the de-gaussing circuit, the top flange of the vacuum chamber has additional

electrical feed-throughs that allow de-gaussing currents flowing in from the bottom

of the vacuum chamber to exit via the top.

4.1.5 Probe setup

In SMILE, we search for anomalous spin-mass interactions by measuring the spin

orientations of spin-polarized atoms while modulating the position of two large nearby

source masses that should, for non-zero anomalous spin-mass coupling, cause the spin

orientation of the atoms to be correlated with the position of the masses. To measure

the spin orientation of the atoms, we send a linearly polarized off resonance probe
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beam through the cell, which according to (2.226) will undergo optical rotation due

projections of the atoms’ spin along its direction of travel.

A detailed schematic of SMILE’s probe beam optical setup is presented in Figure

4.1 and we elaborate further on it in this section. As depicted in Figure 4.1, the

11 mW, 769.53 nm (blue detuned from K’s D1 line) probe beam is supplied by a

single-mode Photodigm distributed Bragg reflector (DBR) laser that comes packaged

together with a thermo-electric cooler (TEC) in a TO-8 can package. To shield the

laser from electromagnetic interference from the motor (see section 4.5.1 for more

discussion), the laser is mounted inside a rectangular aluminum box that is grounded

via the laser cable; electrical insulation of the laser, its mount and the aluminum

box from the optical table is accomplished with a ceramic spacer. An additional

circuit inside the box filters the laser current using inductors (protected with flyback

diodes) and capacitors. To further mitigate electromagnetic noise, the shields on the

TEC/laser cables were all appropriately connected so that they are only grounded

at one end and do not form any ground loops. The laser and its attendant optics

are all mounted on a Thorlabs PBH11102 breadboard and enclosed with a large

polycarbonate enclosure to minimize convective air currents that are detrimental to

the probe beam’s optical rotation noise (see section 4.2.6 for more details).

An optical isolator right outside the laser isolates the laser from stray incoming

reflections that might otherwise cause instability in its lasing mode. After the passing

through the isolator, the probe beam passes through a λ/2 wave-plate and is reflected

off two mirrors that direct it towards the cell. Since reflections off the mirror surfaces

can, due to their different reflectivities for s and p polarized light, potentially mess

up the light’s linear polarization, the light’s polarization is cleaned up with a Glan-

Taylor linear polarizer after the mirrors. The probe beam then travels through a

Hinds photo-elastic modulator (PEM) and λ/4 wave-plate that together modulates

the light’s plane of polarization at 50 kHz. After the λ/4 wave-plate, the beam is
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transmitted through a deviator, which consists of a fixed and translating lens in a

refractive index matching liquid that together allow for inline steering of the beam.

Finally, before entering a vacuum tube and leaving the polycarbonate enclosure, a

beam sampler picks off a tiny fraction of the beam and sends it to a quadrant photo-

diode for position and intensity monitoring.

After leaving the initial enclosure, the probe beam enters the vacuum tube and

travels through the oven and cell in the vacuum chamber. A collimation lens right

outside the vacuum chamber’s window slow down the divergence of the laser beam

(the cell acts as a weakly diverging lens) and directs it into another vacuum tube

that ends in a second polycarbonate enclosure where the polarization of the light

is analyzed by a crossed Glan-Taylor linear polarizer. A photo-diode measures the

power of the transmitted beam while rejected light from the polarizer is directed into

another quadrant photo-diode for further position and intensity monitoring.

Detection electronics

To achieve high optical rotation sensitivity, we employ a narrow bandwidth lock-in

technique that greatly reduces our sensitivity to environmental noise at frequencies

other than multiples of the lock-in reference frequency. Physically, this is accom-

plished by carrying the desired optical rotation signal on top of a 50 kHz optical

rotation modulation that is then demodulated later with a lock-in amplifier. As men-

tioned above, the 50 kHz modulation is achieved with a combination of a PEM and

λ/4 wave-plate. For this to work, the retardation axis of the PEM should be oriented

45◦ with respect to the light’s polarization while the fast-axis of the λ/4 wave-plate

ought to be aligned with the initial polarization of the light. To see this, we note

that we may, using the formalism of Jones calculus, describe the (vertically) linearly
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polarized probe beam as

Ei =

(
0
1

)
E0e

i(kz−ωt) →
(

0
1

)
E0, (4.1)

where we have dropped the overall phase factor since it is the same for both the x

and y components. We note that the exp(i(kz − ωt)) phase convention means that a

retardation is given by a positive argument so that a λ/4 wave-plate with its fast-axis

aligned to the vertical (slow-axis aligned to the horizontal) may be represented as

Λ =

(
eiπ/2 0

0 1

)
. (4.2)

In general, the axes of the optical components will be misaligned from the initial

polarization of the light, which we may use to define our axes so that (4.1) will always

hold. These misalignments may be accounted for by introducing the rotation operator

in 2D

R(θ) =

(
cos θ − sin θ
sin θ cos θ

)
, (4.3)

and recalling that the rotation for any operator O is given by Õ = R(θ)OR−1(θ). The

effect of the PEM, which applies a time-varying retardation δ(t) = A cosωmt along

its retardation axis is therefore

M = R(θm + π/4)

(
eiδ(t) 0

0 1

)
R−1(θm + π/4), (4.4)

where θm is some arbitrary misalignment. Similarly, the effect of the λ/4 wave-plate

and final polarizer can then, including arbitrary misalignments, be respectively given
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by the operators

Λ = R(θl)

(
eiπ/2 0

0 1

)
R−1(θl), (4.5)

Π = R(θπ)

(
1 0
0 0

)
R−1(θπ). (4.6)

In the absence of misalignments, the polarization vector of the light after passing

through the PEM and λ/4 wave-plate is then

Ef = Λ ·M · Ei =
E0

2

(
i
(
−1 + eiδ

)
1 + eiδ

)
= E0 e

iδ/2

(
sin δ(t)/2
cos δ(t)/2

)
, (4.7)

so that the net effect of the PEM and λ/4 wave-plate is to rotate the linearly po-

larized light’s plane of polarization by a time varying angle δ(t)/2 with respect to

the vertical at the modulation frequency ωm of the PEM. According to (2.226), a

non-zero projection of the alkali atoms’ spin in the direction of the linearly polarized,

off resonant probe beam rotates the beam’s polarization. Consequently, the effect of

the atoms may be simply represented by R(θs) and the transmitted E-field through

the final polarizer is therefore

Et = Π ·R(θs) · Λ ·M · Ei. (4.8)

For small PEM modulation amplitude and misalignment angles so that δ, θm, θl, θπ �

1, the (time-averaged) transmitted power is given to first order in the angles by

P =
1

2
E∗ · E ≈ E2

0

8
δ2 +

E2
0

2
δ(θl − θπ + θs) + C

= P0
A2

8
cos(2ωmt) + P0A cos(ωmt)(θl − θπ + θs) + C + P0

A2

2
, (4.9)

where we have used C in the first line to represent terms that are independent of

the time varying modulation amplitude δ, and have used P0 ≡ E2
0/2 in the second
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line to represent the power of the initial beam. From (4.9) we see that to first order,

the measured transmitted power contains time-varying modulations at the first and

second harmonic of the PEM’s modulation frequency. Moreover, the amplitude of

the first harmonic is proportional to θs, the optical rotation due to the atoms, and

to θl, θπ, the misalignment angles of the λ/4 wave-plate and final polarizer respec-

tively. Evidently, our signal is contained in the amplitude of the first harmonic of

the transmitted power. Furthermore, it is obvious that we may easily calibrate our

optical rotation signal by simply rotating either the λ/4 wave-plate or final polarizer

by a known amount and measuring the change in the amplitude of the first harmonic.

Lastly, we note that since the second harmonic of the transmitted power is propor-

tional to P0 but not to any angles, it is a good proxy for measuring the initial power

of the probe beam.

Before moving on, we note that in principle, the modulation of the probe beam’s

plane of polarization can also be accomplished by a Faraday modulator consisting of

a transparent material with a large Verdet constant (such as terbium gallium garnet)

surrounded by a coil driven with AC currents. Indeed, one such device was used early

on in SMILE but was replaced by the PEM/λ/4 wave-plate combination because a

Faraday modulator required significant currents for generating the necessary magnetic

fields, which in turn heated the air surrounding it and created convection currents.

As discussed in more detail in section 4.2.6, these air currents are detrimental to

the probe beam’s optical rotation noise. Moreover, due again to the large currents

involved, it is difficult to modulate the beam’s polarization by more than a few kHz

using a Faraday modulator, whereas the PEM’s mechanical resonance is at a much

higher 50 kHz frequency where there is typically less environmental noise.

We measure the transmitted power (4.9) with a photo-diode that is reverse biased

with a 9V battery to ensure it operates in the photo-current mode with low capaci-

tance and high bandwidth. A home-built 2 stage photo-diode amplifier consisting of
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Figure 4.6: Circuit diagram of probe beam’s photo-diode amplifier.

a transimpedance amplifier coupled to an inverting amplifier turns the photo-current

into a voltage that is then sent to a SRS 830 lock-in amplifier for de-modulation. Fig-

ure 4.6 shows the circuit schematic (for brevity, power supply bypassing capacitors

are not shown). We note that to reduce additional stray capacitance, the amplifier is

mounted together with the photo-diode and is connected to the photo-diode by just

one BNC connector. To prevent making a ground loop, the photo-diode amplifier is

powered from a floating 15 V DC power supply that is then grounded via the shell of

the BNC cable to the lock-in amplifier, which as depicted in Figure 4.6, is connected

to ground via a 10 kΩ resistor16. Similarly, ceramic spacers help to electrically insu-

late the photo-diode and its amplifier from the grounded optical table. It’s important

to not leave the photo-diode case floating since it would then serve as an antenna

that could pick up environmental noise and re-broadcast it into the diode’s circuitry.

Consequently, we tie it to the +9V supplied by the battery that reverse biases the

photo-diode. Since we only need a bandwidth of 100 kHz (second harmonic of the

PEM’s modulation frequency), the amplifiers in Figure 4.6 rolls off their gain after

133 kHz.

16This corresponds to the “floating” ground option on the SRS 830 lock-in amplifier.
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Optical alignment

Good optical alignment of the probe beam is important for various reasons. Firstly,

to achieve optimum sensitivity, we need to attempt to collect all the photons that

went through the cell since these photons have already contributed (at a small level)

to the relaxation of the atoms and should not be “wasted”. It is therefore evident that

good alignment between the initial beam, cell, and final photo-diode is important.

Secondly, good optical alignment is important to minimizing polarization noise in

the probe beam due to the spherical nature of the cell. As discussed and illustrated

in [177], the probe beam’s polarization can undergo optical rotation due to different

reflectivities for s and p polarized light across the curved surface of the cell. Motion of

the beam across the curved surface of the cell can therefore translate into unwanted

optical rotation noise. However, this effect can be minimized by ensuring that the

beam passes through the center of this cell (historically called the “sweet spot”) where

this effect, to first order, disappears [177].

In [177], it was shown using the ABCDEF formalism [199] that an appropriately

chosen fixed and translating lens pair, placed at the correct distance apart from each

other and the cell, can help to keep the beam’s position on the cell fixed while allowing

its angle to be changed (with a deviator or mirror before the lens pair). This should,

in theory, minimize changes to the beam’s position on the cell, and furthermore, in

[177, 178], active feedback using a piezo mirror and a quadrant photo-diode (placed

at the equivalent position of the cell) was also employed to reduce beam motion

on the cell. During an early stage of SMILE, a similar optical setup was employed.

However, we did not find a substantial reduction in the probe noise because as further

discussed in Figure 4.19 and section 4.2.6, most of the additional (above the photon

shot-noise level) noise is due to optical rotation caused by beam motion through

vacuum windows with inhomogeneous birefringence.
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Figure 4.7: Measured probe noise with and without cell.

Indeed, as Figure 4.7 demonstrates, when the probe beam is properly aligned

(without using the scheme in [177]), there is no appreciable difference in the probe

noise with or without the cell inserted, which indicates that optical rotation due to

beam motion through the cell is negligible in SMILE. On the other hand, significantly

lower probe noise can be obtained by removing the vacuum windows (see Figure

4.19). Consequently, we eventually favored the simpler probe optical setup depicted

in Figure 4.1 rather than the more elaborate setups of [177, 178]. This author has

found that it is typically sufficient to align the probe laser to the cell using the old-

fashioned technique of first aligning two irises on the breadboard to the cell (with a

clear line of sight to the bread board on the other side) and then aligning the probe

laser beam to the irises. Usually, this rough alignment is enough to get the beam

in close proximity to the “sweet-spot”, which can then be found by modulating the

position of the beam and attempting to minimize the response (from the lock-in)

while changing the equilibrium position of the probe beam on the cell.
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4.1.6 Pump setup

As alluded to in section 2.7, the thermal spin polarization of our alkali atoms is

woefully insufficient for use in an experiment designed to constrain anomalous spin-

mass interactions. Consequently, the atoms have to be spin polarized via circularly

polarized resonant light. In SMILE however, we employ, as mentioned in section 4.1.1,

a hybrid pumping technique where we spin polarize an optically thin 87Rb vapor that

then spin polarizes an optically dense K vapor via spin-exchange collisions. The use

of this technique allows us to produce a more uniform alkali polarization since most of

the pumping light is able to propagate through the cell without significant attenuation

from the optically thin 87Rb vapor. However, on the flip side, since the 87Rb vapor is

optically thin, most of the pump light is not absorbed in the vapor and is “wasted”

after it exits the cell. Consequently, hybrid pumping requires significantly more laser

power compared to a direct optical pumping scheme. Further adding to the power

requirement woes is the fact that the pump beam is, for reasons explained more fully

in section 4.2.6, sent through an acoustic-optic modulator (AOM) and coupled into a

single mode polarization-maintaining fiber (PMF), which results in a significant loss

of power due to less than ideal coupling efficiencies.

To meet the power demands of SMILE, we use a 3W 795 nm tapered amplifier

(TA) from m2k (now DILAS) to amplify light from a single-mode 795 nm Photodigm

DBR seed laser in a master-oscillator power amplifier (MOPA) setup. The tapered

structure of the amplifier enables high output power (by decreasing the optical power

density at the output facet that could otherwise cause catastrophic optical damage)

while still maintaining the narrow linewidth of the seed laser. As discussed in greater

detail in section 4.2.6, the TA, which generates significant heat requires water cooling

and tends to produce convection currents that causes unwanted beam deflections.

Consequently, for this and other reasons detailed in section 4.2.6, the TA is housed

in a separate polycarbonate enclosure from the probe beam optics (see Figure 4.1)
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and is then coupled into that enclosure through a single mode PMF. Although the

PMF decouples the output beam’s position stability from convection currents in the

TA’s enclosure and ensures a nice Gaussian beam profile, its output intensity can still

vary significantly since beam deflections and other environmental noise in the TA’s

enclosure will affect the fiber’s coupling efficiency and hence output intensity. To

stabilize the output fiber’s intensity, we therefore sample the output beam and send

it to a quadrant photo-diode where its measured intensity is used in tandem with

an AOM placed before the input fiber coupler to control the laser power coupling

into the fiber. Nominally, the beam coupling into the fiber is aligned with the zeroth

order diffraction mode of the AOM. However, during operation we deliberately waste

some laser power by applying a RF voltage to the AOM, which causes some of the

laser beam to diffract into the first order mode that does not couple into the fiber.

This then allows us to stabilize the PMF’s output intensity by controlling the total

input power into the fiber with the AOM that can either send more or less light

into the zeroth order diffraction mode that is coupling into the fiber. Although it

may seem easier to control the fiber’s output intensity by directly controlling the

amplifier’s current, we note the output power of a TA does not always vary linearly

with laser current and “kinks” in the output power have been known to form at high

current densities [200], which makes stabilizing the output intensity by varying the

laser current tricky. We have observed these “kinks” and have therefore decided to

implement the intensity feedback with an AOM instead. The use of a PMF together

with a intensity feedback did help to greatly reduce noise from the pump beam (see

section 4.2.6). Nevertheless, this particular implementation of the pump beam has

its own pitfalls and challenges that we further discuss below.

Firstly, since we need the pump beam to be circularly polarized, it is essential for

the optical fiber to preserve the linear polarization of the input beam so that upon

its exit from the fiber, we can convert it to a circular polarization by means of a λ/4
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wave-plate. A PMF nominally preserves the linear polarization of the input beam but

for it to work well, the polarization angle of the input beam has to match one of two

polarization modes within the fiber that has been specifically designed to have a large

refractive index differential. Otherwise, both polarization modes will be excited and

the large refractive index differential will in general produce elliptically polarized light

that is sensitive to mechanical stress and temperature fluctuations. Although a linear

polarizer at the fiber’s output cleans up the output beam’s polarization, this is still

undesirable because it leads to erratic swings of the transmitted power that makes

it difficult for the AOM to stabilize the (linearly polarized) output power. Indeed, if

the polarization angle of the input beam is not matched to the polarization axes of

the fiber, gently touching the fiber will cause a slow but significant fluctuation of the

output power (after a linear polarizer) due to the heating from a human finger.

To align the input polarization of the laser to the fiber’s axes, we note that the

optical rotation at the output depends on the phase difference accumulated in the

two polarization modes of the fiber. Since the phase accumulated in one mode by

traveling through length l of the fiber is simply kl = 2πnf/cl, the phase difference

between the two modes is just

∆φ =
2πfl∆n

c
, (4.10)

where ∆n is the refractive index difference between the 2 modes, which is typically

∼ 0.0001. (4.10) suggests a relatively simple way to tune the input polarization

angle. According to (4.10), a frequency modulation of just 8 GHz will result in a

phase difference of about 1◦ in a 1 m long fiber. Considering that the Photodigm

DBR lasers have a frequency/temperature transfer function of ∼ 30 GHz/◦C, it is

relatively easy to observe an appreciable modulation in the phase difference, which

translates into a power modulation after a linear polarizer, by modulating the seed
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laser’s temperature. The polarization angle of the input beam can then be tuned

by rotating a λ/2 wave-plate placed in front of the input fiber coupler to minimize

the transmission fluctuations of the output beam through a linear polarizer while the

seed laser’s temperature is modulated. We note however, that this process needs to

be iterated a number of times since it is possible that the output polarization has,

during the tuning process, rotated orthogonal to the final polarizer. Consequently,

the linear polarizer should be rotated to maximize the transmission through it and

the process repeated to ensure that the minimum indeed corresponds to an aligned

input polarization.

Besides taking care to align the polarization of the input beam into the PMF, it

is also important to have a reasonably good coupling efficiency into the single-mode

PMF to meet the pump power requirements of SMILE. To obtain high coupling ef-

ficiency, the input beam should be Gaussian and have roughly the right size, which

will allow the focusing lens of the fiber coupler to focus the incoming beam into the

tiny core of the fiber. However, due to filamentation processes [201] within the am-

plifier chip, the output beam’s intensity profile from the TA is not exactly Gaussian

and the beam is not quite diffraction limited. Furthermore, due to the highly asym-

metric dimensions of the TA’s output facet, the emerging beam is highly astigmatic,

which is detrimental to its coupling efficiency to the PMF since it means that the

focusing lens can only correctly focus one aspect of the incoming beam into the fiber.

The astigmatism of the TA’s output can be partially corrected by carefully selecting

the focal lengths of both the initial aspheric and secondary cylindrical lens used to

(respectively) collimate the fast and slow divergence axes of the output beam. Nev-

ertheless, since it is not possible to fully correct for this, an additional cylindrical

telescope (before the AOM in Figure 4.1) has to be employed to provide finer control

of the beam’s aspect ratio at the input fiber coupler. With these aids, we were able to

achieve a coupling efficiency of around 35%, which is by no means impressive but par
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for the course with tapered amplifiers [202] (although we note that somewhat higher

efficiencies are possible [203]). We note that the beam profile of the TA changes

with amplifier current and therefore, final adjustments ought to be performed at the

intended operating current.

Similar to the probe laser, both the pump DBR seed laser and TA are all electri-

cally insulated from the grounded optical table by means of ceramic spacers. Their

cases are both grounded via their laser cables and care was taken to ensure that the

shields of the laser and TEC cables are appropriately tied so that there are no ground

loops. The DBR laser is isolated from the TA with two optical isolaters17, and the

TA is itself isolated from stray reflections with another two optical isolators. We use

a single mode PMF with angled-polished contacts (APC)18 to ensure that most of the

reflected beam that does not get coupled into the fiber is reflected off at an angle and

does not return to the TA. As elaborated in section 4.2.6, there is by design minimal

optics on the output side of the fiber. After exiting the fiber, the light is directed by

two mirrors to exit the polycarbonate enclosure through a vacuum tube and it even-

tually hits a 45◦ mirror under the vacuum chamber that reflects it up into the cell.

Before the beam leaves the enclosure, a linear polarizer cleans up the polarization of

the light after the mirrors and a λ/4 wave-plate then creates the necessary circular

polarization. As mentioned above, a beam sampler also samples the pump beam and

sends it into quadrant photo-diode at an equivalent position as the cell for position

and power monitoring/feedback.

We conclude this section by remarking that in SMILE, the alignment of the probe

and pump beam into the vacuum chamber is somewhat more complicated since both

the probe and pump laser have to exit the same enclosure at fixed holes. Since it is

not possible to easily align the pump optics once it is enclosed by the polycarbonate

17We note that for amplification to occur, the output of the DBR laser has to be co-linear with
the spontaneous emission of the TA, which means that without the isolators, the TA’s spontaneous
emission will be directly entering the DBR’s laser cavity which can lead to unwelcome feedback.

18Similarly, the fiber coupler is designed to mate with APC fibers.
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enclosure, we drilled two 0.75” diameter holes in a strip of aluminum to mimic the

position of the optical access holes in the enclosure and used that as a guide on the

optical table to ensure that the probe and pump laser will indeed exit the enclosure

cleanly without clipping on any surfaces. The horizontal alignment of the enclosure

is determined by the orientation of the fixed 45◦ degree mirror under the vacuum

chamber that usually reflects the pump beam up into the cell. This author has found

it easiest to determine this horizontal alignment by sending in the pump light from

the reverse direction (i.e. from the top of the vacuum chamber when the cell is not

in place) using a custom made fiber mount attached to the vacuum chamber that

centers it to the oven and sends it straight down to the 45◦ mirror below, which then

reflects it towards the aluminum strip that can then be moved to mark the correct

horizontal alignment of the enclosure. With the position of the enclosure marked,

the path of the pump beam can then be further marked with another two irises and

the pump beam (traveling towards the vacuum chamber) can now be aligned to be

co-linear with these irises and the hole in the aluminum strip. Similarly, the probe

optics should be adjusted to ensure that the probe beam will exit through the center

of its hole in the aluminum strip.

4.1.7 Source masses

In SMILE, we search for anomalous spin-mass interactions between two 250 kg Pb

source masses, comprised of multiple lead bricks with an overall dimension of 30 cm

× 36 cm × 20 cm, and spin polarized atoms in a K-3He co-magnetometer vapor

cell. The masses are situated along the sensitive y-axis of the co-magnetometer (see

Figure 4.1) and the faces of the bricks are located approximately 14 cm away from

the vapor cell. Since the spin-mass interaction falls off exponentially for a finite mass

axion, it is advantageous to use a dense material that will maximize the number of
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interacting nucleons in close proximity to the spin polarized atoms. Pb ended up

being the material of choice since it is dense, non-magnetic and readily available.

To eliminate spurious signals not related to the source masses, we would like to

correlate the co-magnetometer’s signal with the change in the spin-mass interaction

due to (1.35). This can be accomplished by correlating the co-magnetometer’s signal

in between reversals of the mass’ position since the spin-mass interaction is, according

to (1.35), directional with respect to the position of the mass (relative to the spins of

the atoms). In principle, this reversal of the mass’ position can be accomplished with

just one source mass. For example, an apparatus can be constructed to rotate a single

mass about the co-magnetometer’s cell but this approach can potentially introduce

additional systematic effects related to the position of the mass since the mechanical

load in the laboratory due to the mass would be markedly different in between each

mass position reversal. To alleviate this problem, we chose to use two source masses

that are alternately raised and lowered from the ceiling of the laboratory. Attaching

the masses to the ceiling reduces its mechanical coupling to the co-magnetometer

(on the ground) while the scheme of alternately raising and lowering the masses

ensures that the load on the ceiling is identical during the data collection period

between each mass position reversal. Although such a scheme eliminates possible

systematic effects stemming from the load of the masses on the room, the presence of

the second source mass does reduce the (possible) energy shift due to anomalous spin-

mass interactions. The distance over which to raise and lower the masses is therefore

dictated by how much reduction in energy shift one is willing to tolerate. For an

axion mass of 20 cm and the dimensions of our system, our calculations indicate that

our final raising/lowering distance of 50 cm will result in less than 5% decrease in

energy shift, which was deemed by us to be acceptable.

Since the signal of the continuously pumped K-3He co-magnetometer is a DC

signal that is susceptible to drifts, it is desirable to operate at as high of a frequency
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as possible. The operating frequency of SMILE is, in theory, limited by how fast

the mechanical apparatus is capable of moving the two source masses, and therefore

pushing the maximum operating frequency of SMILE higher translates into designing

a system capable of moving the masses as quickly as possible. Although we eventually

ran SMILE at a slower frequency, the mechanical apparatus was initially designed to

move the weights over 50 cm in about 1 s. To do so, we attached the two weights to

each other via two Amsteel Blue fiber ropes that each go over a set of nylon pulleys and

are coiled around a central aluminum driveshaft that is rotated by a 4 kW Yaskawa

SGMG-44A servo motor coupled to a 5:1 Wittenstein Alpha SP 140S-MC1-5-1K1

planetary reduction gear (see Figure 4.9). By attaching the weights to each other,

each weight serves as a counter-weight for the other so that the motor does not have

to work against gravity in lifting the weights but only has to overcome friction and

inertia. To prevent the weights from swinging excessively during motion, each weight

stack has 8 delrin rollers that slides up and down a 90◦ aluminum angle guide rail.

The guide rails are suspended from a support structure mounted to the ceiling and is

braced at the bottom by cross-bars that connect them to each other without touching

the optical table or any other component on it. Additional side braces also help to

secure the guide rails to the sides of the room (see Figure 4.8).

We note that since systematic magnetic interactions was another major concern

during the design of the source masses, the apparatus was made, as much as possible,

out of non-magnetic materials. For example, we used non-magnetic fiber ropes instead

of steel cables, nylon pulleys instead of steel pulleys, delrin rollers instead of steel ball

bearings and almost all of the support structure was made out of aluminum. In cases

where strength or galling was a concern, brass was used. Nevertheless, when strength

was of utmost concern, such as when mounting the structure to the ceiling, standard

steel fasteners were used. However, we note that these steel fasteners are all located

high above the co-magnetometer close to the ceiling, and in any case, their positions
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Figure 4.8: Picture of source masses suspended from ceiling (left), one of the weight
stacks (top right), and an empty vacuum chamber with its µ-metal shields opened
(bottom right).
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Figure 4.9: Picture of the old driveshaft coupled to the reduction gear/servo motor
(left) and the new driveshaft as used in SMILE (right).

do not change under a position reversal of the weights so it is unlikely that they will

contribute to a magnetic interaction that is correlated with the position of the weights.

Moreover, we also designed the dimensions of the drive shaft to be such that the motor

and reduction gear spin an integer number of revolutions19 in moving the weights from

one extremal position to another, which should reduce possible magnetic correlations

due to the position of the motor/gear. We note however that the hysteresis of soft

magnetic material within the motor/gear means that the B field they produce will

not be exactly the same after every position reversal even though the motor/gear

might indeed have returned to the same position. To counteract this and to further

reduce the magnitude of the magnetic fields produced by the motor/gear, we also

mounted a µ-metal shield over the motor and gear that is visible in Figure 4.8 (left).

One of the challenges of SMILE was ensuring the reliability of the ropes over long

periods of operation. Since a run can easily have thousands of position reversals, the

fiber ropes need to be able withstand considerable wear. Unfortunately, we found

during initial runs of SMILE that the ropes wore out relatively quickly and we wound

up replacing them multiple times during the course of the entire experiment. There

were multiple reasons for this. Firstly, the initial driveshaft had grooves that were

1910 for the motor and 2 for the reduction gear.
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cut into it to guide the ropes as they wound and un-wound around the shaft since

there were concerns initially that the ropes might either slide on top of each other

or creep unpredictably up and down the shaft during operation. However, the edges

of these grooves were too sharp and were responsible for much of the abrasion we

observed in the ropes. Eventually, we replaced the grooved driveshaft with a smooth

bore shaft that decreased the rate of wear on the ropes and in the end, it turns out

that our initial concerns were unfounded; there was so much friction between the

ropes and shaft that the ropes do not creep up and down the shaft but rather trace

out predictable positions on the shaft as they repeatedly wind and unwind around it.

Figure 4.9 shows both the old and new driveshaft.

Secondly, we initially used off-the-shelf mounted pulleys to lift the weights, which

turned out to be problematic because there was insufficient side clearance between

the mount and ropes that lead to the sides of the mount abrading the ropes. We

note that under normal circumstances when the rope leaves the pulley in the plane

of the pulley, the side clearances would have been sufficient. However, since the rope

does not slide on top of itself but is rather winding/un-winding over fixed positions

on the shaft, it is clear that the angle at which it leaves the pulley must change

and consequently, there are times when the side clearances become insufficient and

the rope abrades against the side of the mount. Furthermore, the initial pulleys we

obtained were too small and contributed to bending wear of the ropes, since as the

rope is bent, the outer fibers are stretched more and accordingly, more load is placed

on them, which contributes to their premature wear. To correct for these problems,

we eventually used stand alone larger nylon pulleys and machined our own pulley

mounts to have sufficient clearance for the ropes throughout their entire range of

motion20. These pulleys rotate around flanged and regular ball bearings (available

20Figure 4.9 (right) shows both the old and new pulleys. Notice that the Amsteel Blue ropes are
attached to the larger, white nylon pulleys with a custom pulley mount whereas two of the thinner
nylon ropes are attached to the older off-the-shelf pulley mounts. As discussed in section 4.1.8, these
two nylon ropes serve as backup ropes to ensure that the weights are always connected to each other.
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from McMaster-Carr) that are supported by a shoulder screw that also acts as the

axis of rotation. To keep the flanged ball bearings from hitting the sides of the mount,

thin shim metal washers are used to delicately fill the space in between the flange

and the sides of the mount. Although this works relatively well, we note that this is

somewhat unsatisfactory since the ball bearings do grind against the shim metal and

will eventually wear them out. We note that McMaster-Carr now sells flanged ball

bearings with extended inner rings that could eliminate this problem if an additional

mechanism is provided for the mount to securely hold onto the extended inner ring.

One possibility would be to tap one side of the mount and have a through-hole on

the other side so that a screw can be used to slightly decrease the gap between the

sides of the mount and thereby grip onto the extended inner ring securely.

4.1.8 Safety features and interlocks

It is evident that bad things can happen when 250 kg stacks of Pb bricks are constantly

moving up and down a narrow space with plenty of sensitive equipment nearby but no

human to supervise the automated dance. Besides concerns about systematic effects

stemming from mechanical and magnetic couplings, safety was also an important early

consideration during the design phase of the source masses. In particular, there was

a very real danger of the Amsteel Blue ropes suddenly failing during motion, which

will, barring any other intervention, result in the weights catastrophically crashing

into the optical table below them. This concern has proven to be especially prescience

since a severely abraded Amsteel Blue rope did partially fail during operation once

but thankfully no one was hurt and nothing else was damaged.

Key to stopping the weights from crashing into the optical table below is to prevent

them from free-falling. As mentioned in section 4.1.7, two Amsteel Blue fiber ropes

attach both weights to each other so that they serve as counter-weights to each

other. In the event that these ropes break however, it is important that the weights
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are still connected to each other so that neither of them free-fall down towards the

optical table. Consequently, as part of the safety design, there are two additional

nylon ropes that attach the two weights together without coiling around the main

driveshaft. During operation, the attachment point for these ropes are adjusted so

that they are only under slight tension, which allows them to quickly provide the

necessary tension to keep the two weights attached together should the Amsteel Blue

ropes fail. We note that since these nylon ropes do not coil around the driveshaft and

are under minimal tension during regular operation, they do not get abraded like the

Amsteel Blue ropes. With a counter-weight attached, the weights do not accelerate

down towards the optical table but if they were in motion before the Amsteel Blue

ropes snapped, they would still have to be stopped. To stop the weights, two high

stretch nylon ropes attached from the support structure above catch the weights if

they fall below their usual limits. Since the ropes are fairly elastic, the weights are

gradually slowed down and do not impart a huge impulse to the ropes or structure.

These ropes have been sized to stop the weights in about 6”. Figure 4.9 (right) shows

these four additional safety ropes; the inner two are the thicker ones responsible for

stopping the weights and the outer two that go over the pulleys are responsible for

keeping the weights connected to each other.

Besides these physical safeguards, we employed additional monitoring to stop

and abort all motor operation in the event of an impact of the weights with the

optical table or vacuum chamber. To achieve this, we modified a wireless home alarm

system to deactivate the motor upon receiving an “alarm” from one of its sensors

that we have deployed on the optical table and vacuum chamber. The home alarm

sensors are essentially vibration sensors that transmit an “alarm” signal to a receiver

if they detect excessive vibration. Upon receipt of the alarm signal from a sensor,

the system receiver opens21 a normally closed switch (schematically depicted as S1

21We have schematically represented this as a traditional reed relay with the coil in Figure 4.10
producing the necessary magnetic field but we note that in reality, these relays are solid-state relays.
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Figure 4.10: Diagram of motor’s safety interlock circuit.

and S2 in Figure 4.10), which if opened, deactivates the motor and the receiver so

that additional alarm signals will not change the state of the switch. This last step is

unfortunately necessary because the alarm system receiver’s circuitry is such that one

cannot make the switch latch. Technically, the receiver only toggles the switch from

one state to another upon receipt of a alarm signal from the sensor. Since we want to

permanently (until a human figures out what is going on) deactivate the motor after

an impact, this is undesirable for us. Consequently, we modified the circuit to latch

by making the receiver also kill its own power (from a 15 V regulator powered from

X-19 in Figure 4.10) upon receipt of an alarm signal. To reset the receiver, we have

also added a “Reset” switch that is normally open but may be closed to restart the

receiver after it trips. Upon restarting, the receiver closes the switches S1 and S2,

after which the reset switch should be re-opened to ensure that the interlock works

as intended.

We note that the safety interlock circuit in Figure 4.10 essentially works by dis-

rupting the same circuit that the SMC-2000-1 controller does when it receives a text

command, from the motor computer via an optically coupled DB-9 connection, to

deactivate the motor. Essentially, for the amplifier to be activated, a photo-transistor

(schematically represented by the LED/photo-transistor combination in Figure 4.10)

in between the amplifier’s 1CN-47/1CN-40 terminals has to be turned on. This is
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Figure 4.11: Diagram of motor’s brake interlock circuit.

typically accomplished by connecting the X-19/X-11 terminals of the SMC-2000-1

to the 1CN-47/1CN-40 terminals on the amplifier respectively so that the amplifier

may be turned on/off when the SMC-2000-1 sets X11 to 0 V (on) or 24 V (off). By

disrupting the otherwise constant 24V supply from the X-19 terminal of the SMC-

2000-1 controller, the safety interlock circuit is able to deactivate the amplifier using

the same circuit as the SMC-2000-1 controller.

If the motor is deactivated while it is moving, it applies an emergency brake to the

spinning rotor by deliberately shorting its coils, but what happens next depends on

how the amplifier was programmed. In our case, we have programmed the amplifier

to turn off a photo-transistor between its 1CN-27/1CN-28 terminals (schematically

depicted as the LED/photo-transistor in Figure 4.11) once the motor has slowed down

sufficiently, which we then use as part of a separate brake interlock circuit to engage

the mechanical brakes of the motor. If the motor is deactivated while stationary, it

does not apply an emergency brake but turns off the aforementioned photo-transistor

before deactivating. Figure 4.11 shows a schematic of the brake interlock circuit. We

note that when the photo-transistor is off, the coil C1 is de-energized and switch S1

opens, which de-energizes the brake coils and cause the mechanical brake to engage.

As in the case of the safety interlock, there is also a manual switch that allows us to

manually de-energize the brake coils and engage the brakes.
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4.2 Co-magnetometer Characterization

In order to optimize the performance of the co-magnetometer, it is frequently

necessary to characterize its properties. For example, the sensitivity of the co-

magnetometer is dependent on both its alkali polarization and relaxation rates. Mea-

surements of these numbers enable us to quantify how ideally the co-magnetometer

is performing and can frequently suggest areas of improvement. In this section, we

present techniques and measurements used to characterize the co-magnetometer.

4.2.1 Density measurement

The density of alkali atoms in the vapor cell is a quantity that is frequently needed in

the calculation of many other parameters such as the spin polarization of the atoms

and various other rates that appear in the Bloch equations. Its value may be estimated

through empirical formulae such as (2.1) and (2.2) that relate the temperature of the

vapor to the alkali density but since we only measure the temperature of the oven,

the empirical formulae are only valid to the extent that the oven and cell are in

thermal equilibrium. Besides, there is an inherent uncertainty about the accuracy of

the empirical formulae and it is therefore frequently desirable to measure the density

of the alkali vapor independently. In the sections below, I outline a few methods that

has proven useful in the experimental measurement of the alkali density.

Optical absorption of linearly polarized light

As discussed in section 2.6.6, linearly polarized light with intensity I(z) traveling

through an alkali vapor is attenuated as

dI

dz
= −nσI, (4.11)
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where n is the number density of alkali atoms and σ is the absorption cross-section

given by

σ = refoscc
Γtot

(ν − ν0)2 + (Γtot)
2 , (4.12)

where re here is the classical electron radius, fosc is the oscillator strength, and ν, ν0

and Γtot are the laser frequency, transition frequency and transition HWHM in non-

angular units respectively. From (4.11), the intensity of a linearly polarized probe

beam traveling through the vapor is

I(ν, z) = I0 e
−nσ(ν)z, (4.13)

where I0 is the incident intensity of the beam. For an on-resonant beam with ν = ν0,

the equation above may be re-written as

n = − Γtot
crefoscL

log

[
I (ν0, L)

I0

]
, (4.14)

thus allowing for a determination of the number density n given the length L of

the vapor cell, the incident intensity I0, and the transmitted on-resonant intensity

I(ν0, L). In practice, since σ(ν) is strongly peaked around the transition frequency

ν0, the incident intensity may be approximated as the transmitted intensity of a

sufficiently detuned beam I0 ≈ I(νoff , L) so that

n ≈ − Γtot
crefoscL

log

[
I (ν0, L)

I (νoff , L)

]
. (4.15)

Using the transmitted intensity of an off-resonant beam I(νoff , L) is convenient

since in reality, the on-resonance transmitted intensity I(ν0, L) is also attenuated by

scattering off optical components that is then canceled by dividing it with I(νoff , L).

We also note that since there is some variation of transmitted laser power as a function
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of laser frequency22, to obtain a clean absorption spectrum it is best to normalize the

actual absorption spectrum with the measured transmitted intensity in the absence

of any alkali atoms (i.e. when the cell is cold).

Experimentally, we only measure I(ν, L) so to obtain Γtot we need to fit (4.12)

to log I(ω, L), which from (4.13), is proportional to σ(ω). Figure 4.12 is a typical

absorption spectrum from a high pressure co-magnetometer cell.

1

1.5

2

2.5

389 389.2 389.4 389.6

σ
(ν

)
(a

.u
.)

Frequency (THz)

Data
Fit, Γtot: 75 GHz

nK = 5.7× 1013 cm−3

n3He = 2.5× 1020 cm−3

Figure 4.12: Typical absorption spectrum of a high pressure co-magnetometer cell.
This was measured at an oven temperature of 184.6 ◦C.

Measuring Γtot not only gives us information about the alkali number density

but it also tells us the number density of the noble gas species since Γtot in a high

pressure co-magnetometer cell is dominated by pressure broadening from the noble

gas. The pressure broadening rates of various noble gas species on alkali atoms have

been experimentally measured and they allow us to extract the noble gas number

density from the absorption spectrum of the alkali vapor.

As measured in [204], the FWHM ∆ν of K and Rb’s absorption spectrum broadens

as a function of temperature T (in Kelvins) and number density n (in amagats) of

22This is due to at least two reasons. Firstly, the laser frequency of laser diodes is tuned by tuning
their temperatures and there is variation of laser power with temperature. Secondly, there can be
interferences due to some optical components that will be dependent on the laser frequency.
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3He as:

∆ν = αn

(
T

353 K

)ε
+ β, (4.16)

where α, ε and β are as given in Table 4.1 below. Using these numbers, we may calcu-

late the number density of 3He in a K-3He co-magnetometer cell from an absorption

spectrum of K, as was done in Figure 4.12.

Species α (GHz/amg) ε β (GHz) Reference
Rb D1 18.31± 0.07 0.26± 0.04 −0.19± 0.13 [204]
Rb D2 20.51± 0.08 0.39± 0.04 −0.35± 0.15 [204]
K D1 14.26± 0.09 0.44± 0.06 0.04± 0.11 [204]
K D2 19.59± 0.10 0.39± 0.05 0.11± 0.13 [204]

Table 4.1: Pressure broadening rates with 3He for K and Rb.

4.2.2 Relaxation measurements

One of the crucial, fundamental quantities that determine the sensitivity of the co-

magnetometer is the relaxation rate of the alkali atoms since the overall sensitivity of

the co-magnetometer scales as P e
z /R

e
tot, where Re

tot = Re
sd +Ren

se +Rp +Rm is the sum

of the spin-destruction, spin-exchange and pumping rates from both the pump (Rp)

and probe (Rm) lasers23. The spin-destruction rate is itself a sum of the relaxation

rates due to alkali-buffer gas spin-rotation collisions as well as alkali-alkali spin-axis

collisions. In the absence of any transverse fields, the longitudinal alkali polarization

from (3.22) evolves approximately as

dP e
z

dt
=

1

Q(P e
0 )

[Rps
p
z +Rms

m
z +Ren

seP
n
z − (Rp +Rm +Ren

se +Re
sd)P

e
z ] . (4.17)

23In the context of the hybrid pumped co-magnetometer, these rates should all be viewed as the
effective rates (see chapter 3).
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At low (or zero) noble-gas polarization, which is easily accomplished experimen-

tally by decreasing the pumping light intensity so that there is hardly any noble-gas

polarization build up, the alkali atoms decay in the dark as

dP e
z

dt
= − 1

Q(P e
0 )

(Rm +Ren
se +Re

sd)P
e
z . (4.18)

Since the slowing down factor Q(P e
0 ) is not a constant, the solution to the equation

above is, strictly speaking, not a simple exponential (see section 2.7.4 and 2.10).

Nevertheless, at low alkali polarization, which may once again be accomplished by

using weak pumping light or considering only the tail end of the decay, we may take

the low polarization limit of Q(P e
0 ) and assume it is a constant. In that case, the

decay of the alkali longitudinal polarization is simply

P e
z (t) ≈ P0e

−(Rm+Rense+Resd)t/Q = P0e
−t/T1 , (4.19)

so that measuring the time constant T1 of the alkali longitudinal decay is a measure of

the relaxation rates Re
cm = Rm +Ren

se +Re
sd. Experimentally, we measure the optical

rotation of the linearly polarized off-resonant probe beam, which is only sensitive to

P e
x . Consequently, in order to see a decay, we need to tilt the longitudinal B field in the

x-z plane by applying a sufficiently large Bx field. Also, since Rm must of necessity be

non-zero during the measurements, we note that obtaining the collisional relaxation

rates Re
co = Ren

se +Re
sd from T1 measurements require performing a few measurements

at successively lower probe intensities so that the results can be extrapolated to

zero probe intensity. Once Re
co has been determined, Rm, the relaxation rate due

to the probe beam at its operating intensity, may be determined by repeating the

measurement with the probe beam at its operating intensity and taking the difference

between the new relaxation rate Re
cm = Rm +Re

co and Re
co.
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At low pumping intensity so that Q(P e
0 ) may be approximated with its low polar-

ization limit during steady state, we may also measure Rp by measuring the pump-up

time constant of the longitudinal alkali polarization. Since Rp is proportional to the

pump power, we may express Rp (and by extension the other rates) as a function

of the pump power by measuring Rp in the manner described above at given pump

powers.
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Figure 4.13: K T1 measurement.

Figure 4.13 shows a measurement of the pump and decay time constants of the

alkali atoms in the limit of low pump and probe intensities, which is evident in the

relatively poor signal-to-noise ratio and the relatively small change in signal level

when the pump is on/off. The blue dashed and green dash-dot lines are respectively

fits to the signal when the pump beam is on and off. We note that in this case, the

signal becomes more negative24 when the pump beam is on. Experimentally, this is

measured by tilting the longitudinal B field and modulating the pump laser amplifier

24This is arbitrary and depends on the projection of the B field and the x-axis.
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with an appropriately smoothed25 square wave while measuring the optical rotation

of the probe beam.

4.2.3 Polarization measurement

For Qr = Qd, the hybrid continuously pumped co-magnetometer ideally achieves

maximum sensitivity at an alkali polarization of 50% (see section 3.2) while the pulsed

co-magnetometer26 benefits from fully polarizing the alkali atoms with each laser

pulse. Alkali polarization measurements are therefore important diagnostic tools.

Here, we describe two common methods for measuring the alkali polarization in a

continuously pumped co-magnetometer.

Optical rotation of linearly polarized light

A linearly polarized, off-resonant probe beam undergoes Faraday rotation when

transversing through a vapor of polarized alkali atoms. From section 2.6.4, the

magnitude of this rotation for a linearly polarized off-resonant probe beam traveling

along the x-axis through a cell of length L is

θFR =
1

2
nrecP

e
xL

(
fD1

ν − νD1

(ν − νD1)2 +
(
ΓD1
tot

)2 −
1

2
fD2

ν − νD2

(ν − νD2)2 +
(
ΓD2
tot

)2

)
, (4.20)

where n is the number density of alkali atoms, re is the classical electron radius, c

is the speed of light, P e
x is the x-component of the alkali polarization, ν is the laser

frequency and Γ
D1,2

tot is the transition’s HWHM in non-angular units. fD1 and fD2

are the oscillator strengths for the D1 and D2 transitions while νD1 and νD2 are the

transition frequencies (in non-angular units) of those transitions. Experimentally,

25It needs to be sufficiently smooth for the PID loop on the laser controller to follow. An ap-
propriately chosen RC filter is usually sufficient to do the job. Alternatively, if there is an AOM
along the path of the pump beam, it can also be used to (more cleanly) modulate the pump beam
intensity.

26To be described in chapter 5.
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the alkali atoms are nominally polarized in the z direction and P e
x = 0. To obtain

a projection of Pe in the x-direction, we apply a sufficiently large B field in the x-z

plane since for a sufficiently large B field, the spins of the alkali atoms are parallel to

the field. In that case, P e
x = P e sin(φ), where φ is the angle such that tan(φ) = Bx/Bz.

Equation (4.20) may then be re-written as

P e =
2θFR
nrecL

√
B2
x +B2

z

Bx

1

fD1D (D1)− 1
2
fD2D (D2)

, (4.21)

where we have, for convenience, made the definition

D(j) ≡ ν − νj
(ν − νj)2 +

(
Γjtot
)2 , j = D1,D2. (4.22)

The condition that the B field is sufficiently large may be verified by performing

the polarization measurements at different values of φ and checking that the measured

polarization is indeed the same. To use (4.20), we require a measurement of the

Faraday rotation angle θFR in angular units. Since we typically measure that angle

as a voltage output from the lock-in, using (4.20) also requires us to perform an

optical calibration relating the voltage measured from the lock-in and actual amount

of optical rotation of the light. Such an optical calibration may be easily performed by

measuring the change in voltage from the lock-in’s output as we change the angular

orientation of the final polarizer in the probe setup. We note that this calibration

depends both on the gain of the electronic detection circuit as well as the intensity

of the probe beam.

The alkali polarization measured by this method is an ensemble average across the

atoms in the path of the probe beam. This can be different from the average polariza-

tion across the entire volume of the cell. In the next sub-section, we present another

measurement technique that allows one to measure the average alkali polarization

over the cell.
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Frequency shift of noble gas

At the compensation point, the dynamics of the alkali and noble gas spins are highly

coupled and damped. However, far away from the compensation point, the spins of

the alkali and noble gas atoms are decoupled and we can think of them as independent

of each other (see section 3.4). Nevertheless, spin-exchange collisions between alkali

and noble gas atoms will continue to cause the noble gas atoms to experience an

effective, enhanced magnetic field

Be = λMeP
e, (4.23)

where λ and Me are as defined from (2.87) and (2.355) respectively

λ =
8π

3
κ0 (c.g.s) =

2

3
κ0 (S.I.) (4.24)

Me = naµB (c.g.s) = naµ0µB (S.I), (4.25)

with Pe as the alkali polarization so that λ is the geometric factor to obtain the

magnetic field from a uniformly magnetized sphere with magnetization Me due to

fully polarized alkali atoms that is enhanced by the factor κ0 which is given at the

end of section 2.3.2. At sufficiently large B field (away from the compensation point)

so that the noble gas spins are effectively decoupled from the alkali atoms, applying

a tipping pulse will cause the noble gas spins to precess in the sum of the (ordinary)

Bz and effective Be
z fields at the (non-angular) rate

f =
γn
2π

(Bz +Be
z) . (4.26)

The sign of P e
z may be easily reversed by changing the polarity of the circularly

polarized pumping light, which is experimentally accomplished by simply rotating a

quarter-wave plate by 90◦. The frequency shift of the noble gas precession due to
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different polarities of the circularly polarized pumping light is therefore

∆f =
γn
2π

2Be
z =

γn
π
λM eP e

z , (4.27)

which may be re-written to give P e
z as

P e =
∆fπ

γnλM e
=

3π∆f

2γnκ0naµ0µB
(S.I)

=
3∆f

8γnκ0naµB
(c.g.s). (4.28)

We note that P e as measured in this way is a measure of the volume averaged

alkali polarization in the cell as opposed to a line-averaged polarization along the

path of the probe beam when using the optical rotation method described in the

previous section. Ideally, in a uniformly polarized cell, both methods should give the

same result; conversely, discrepancy between the two methods is a measure of the

polarization non-uniformity within the cell.
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Figure 4.14: K polarization measurements as a function of pump power.

Figure 4.14 shows the measured K polarization (on the left axis) as a function of

pumping power in a cell that is ∼ 10 mm in diameter using the two methods described
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above. Red ’+’ points denote measurements using the frequency shift method whereas

blue ’x’ points correspond to measurements using the optical rotation method. Green

and purple dotted lines are exponential fits to the data points. By separately mea-

suring the decay and pump-up time of the alkali atoms at a given pump power27, we

can measure Re
cm, the rate of relaxation due to collisions and the probe beam, and

set it at the appropriate place on the pump power axis. Since the sensitivity of the

co-magnetometer is proportional to P e/(Rp + Re
cm), we may also plot (on the right

axis) the sensitivity of the co-magnetometer as a function of pump power. The red

solid line depicts the sensitivity of the co-magnetometer using polarization measure-

ments from the frequency shift method while the blue dashed line shows the same

but with polarization measurements from the optical rotation method.

In an ideal co-magnetometer, optimum sensitivity is achieved at Rp = Re
cm and

at that pumping rate, P e
z = 0.5 since the steady state longitudinal polarization is

P e
z =

Rp

Rp +Re
cm

. (4.29)

However, to the extent that diffusion to the walls is significant and requires an

additional term in the denominator of (4.29)28, this relation will not hold. We note

that in Figure 4.14 above, the optimum sensitivity occurs at an alkali polarization

between 30 to 40%, indicating that loss of polarization due to alkali diffusion to the

wall is not insignificant. As a result of this measurements, a new batch of larger cells

(whose size were limited by the holes in the magnetic shields) were made to decrease

the effects of diffusion.

27This will be further elaborated in a later section.
28We note that experimentally, Re

cm, which is determined by the decay time of the alkali, does
not include relaxation of the alkali atoms due to diffusion.
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4.2.4 Magnetic suppression measurement

One of the attractive features of the co-magnetometer is that it possesses suppressed

response to ordinary magnetic fields while retaining sensitivity to anomalous fields at

the compensation point. We may experimentally measure the amount of ”inherent”

suppression by deliberately modulating the B field inside the innermost ferrite shield

and measuring the normalized response of the co-magnetometer signal as a function of

the frequency of the B field modulation. In general, the co-magnetometer’s response

to a sinusoidal modulation of a B field consists of both an in-phase amplitude X

and an out-of-phase amplitude Y . Here we define the normalized magnetic field

response as the ratio of the total calibrated (in magnetic field units) co-magnetometer

response (R =
√
X2 + Y 2) to the amplitude of the B field modulation. A normalized

magnetic field response smaller than 1 will therefore imply that the co-magnetometer

is suppressing changes to the B field.
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Figure 4.15: Measured co-magnetometer B field suppression.

Figure 4.15 shows the result of such a measurement for a 3He compensation field

of 5.8 mGs. The orange solid line is the theoretical response for a modulation in

Bx if only the first-order contribution (ω/γnBn) to the co-magnetometer’s response
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is included. We note that as expected, the magnetic field suppression increases at

lower frequencies but that the actual Bx response is larger than the first order limit

since there are, in reality, higher-order contributions to the co-magnetometer’s re-

sponse. Indeed, if there was insignificant contributions from higher order terms, the

co-magnetometer’s response should be purely out-of-phase with the Bx modulation

but experimentally, it was observed that there is a non-zero in-phase component to

the co-magnetometer’s response, indicating that higher-order contributions are not

insignificant. We also note that in theory, the co-magnetometer should not exhibit

any sensitivity to small changes in Bz since that is nominally orthogonal to the probe

beam. The fact that the co-magnetometer does retain sensitivity to Bz is an indica-

tion of misalignment between the field coils and laser beams.

The measurement above measures the ”inherent” magnetic field suppression of the

co-magnetometer and does not take into account the suppression provided by multiple

layers of external magnetic shields surrounding the co-magnetometer vapor cell. In

this experiment, the co-magnetometer vapor cell is surrounded by a high resistivity

ferrite shield, followed by three more layers of µ metal shields that together provide

a simulated suppression of 1.3 × 108 and 3.6 × 107 in the radial and axial directions

respectively. The total suppression of external magnetic fields may be measured by

using a large coil around the apparatus to apply a known amount of magnetic field

and measuring the corresponding co-magnetometer response.

Figure 4.16 shows an example of such a measurement. In this case, a large coil

was placed around the apparatus to produce a magnetic field in the x direction,

which as Figure 4.15 shows, has the worst amount of inherent suppression. Since

the total magnetic suppression is expected to be extremely large (∼ 108) and the co-

magnetometer’s response is conversely extremely small, we periodically turn on/off

the Bx magnetic field and then search for a correlation in the co-magnetometer signal

after many periods. The data analysis used to extract out the signal’s correlation
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Figure 4.16: Measured total Bx suppression.

is exactly the same as in the actual experiment and is described in greater detail in

section 4.4. In Figure 4.16 the applied magnetic field is simultaneously measured by

a fluxgate and is subjected to the same data analysis for comparison with the signal’s

correlation in order to extract the total suppression of the experiment to external Bx

fields. We note that the Bx correlation plotted on the left axis of Figure 4.16 is in

units of µT while the signal’s correlation plotted on the right axis is in units of fT.

Computing the ratio of the measured Bx to signal’s correlation during the first two

second while the Bx field is on gives us a total measured suppression of 6.3× 108 for

external Bx fields. Total suppression in the other two components are expected to be

even higher.

4.2.5 Mean photon spin

The mean photon spin s is a quantity that affects how well the incoming light is able

to pump the atoms and it also determines the magnitude of the vector light-shift on

the atoms. Its value may be experimentally measured by measuring the modulation

of transmitted intensity through a polarizer as the polarizer is rotated 180◦. Indeed,
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we note that the electric field of a plane wave may be written as

E = Re
[
êE0e

−iωt] , (4.30)

where the complex polarization vector ê is

ê = cos(φ)x̂ + i sin(φ)ŷ, (4.31)

so that the transmitted E field through a polarizer with polarization axis η =

cos(θ)x̂ + sin(θ)ŷ is

Et = η · E = cos(θ) cos(φ) cos(ωt) + sin(θ) sin(φ) sin(ωt), (4.32)

and the transmitted (time-averaged) intensity is therefore proportional to

〈
E2
t

〉
=

1

2

(
cos2(θ) cos2(φ) + sin2(θ) sin2(φ)

)
. (4.33)

Since θ describes the polarization axis of the polarizer, we may without loss of

generality restrict it to the range θ ∈ [0, π). It is then easy to show that (4.33) has

two stationary points at θ = 0 and θ = π/2. Differentiating (4.33) twice at these

points yield

d2 〈E2
t 〉

d θ2

∣∣∣∣
θ=0

= − cos(2φ) (4.34)

d2 〈E2
t 〉

d θ2

∣∣∣∣
θ=

π
2

= cos(2φ), (4.35)
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so that if θ = 0 is a maxima, then θ = π/2 is a minima or vice versa. We may define

the modulation depth m as

m ≡ max(It)−min(It)

max(It)
, (4.36)

where It is the transmitted intensity and max(It),min(It) are the maximum/minimum

transmitted intensity as the polarizer is rotated 180◦. Without loss of generality, we

may assume that cos(2φ) > 029, so that θ = 0 is a local maximum. In that case, the

modulation depth m becomes

m =
1
2

(
cos2 φ− sin2 φ

)
1
2

cos2 φ
= 1− tan2 φ, (4.37)

but since from (A.16) s ≡ e∗ × e/i = sin(2φ)ẑ, we have

s = 2

√
1−m

2−m
. (4.38)
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Figure 4.17: Mean photon spin as a function of modulation depth.

29If cos(2φ) < 0, we simply have a sign flip but since we’re more interested in the magnitude of s,
this does not really matter.
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Figure 4.17 above shows a plot of the magnitude of the mean photon spin s as

a function of the modulation depth m as derived in (4.38). We note that s is non-

linearly related to m. It is common to achieve a modulation depth of 0.5 or less,

corresponding to a mean photon spin of ≈ 0.943 or higher. A modulation depth of

0.2 gives a mean photon spin of ≈ 0.994.

4.2.6 Co-magnetometer noise

An important part of any precision measurement is the identification and elimina-

tion of unwanted noise in the signal of interest. For the co-magnetometer, we may

broadly divide its noise into three categories: a purely electronic component stem-

ming from the detection electronics, optical noise from the probe laser, and of course,

spin noise from the atoms. Figure 4.18 shows measurements of the electronic, probe

(plus electronic), and full co-magnetometer (electronic+probe+spin) noise in effective

magnetic field units. In the sub-sections below, we discuss this measurement of the

co-magnetometer’s noise, delineate various sources of noise contributing to each of

the aforementioned components and describe steps we have taken to mitigate noise

from these sources.

Electronic noise

Since we require the use of our detection electronics in any measurement, the elec-

tronic noise is in some sense the ”baseline” noise. Practically speaking, we would like

our overall noise to not be dominated by the ”baseline” electronic noise. Since inco-

herent noise is summed in quadrature, it is typically sufficient to have the electronic

noise a factor of 3 to 4 smaller than the optical noise. Experimentally, this is typically

relatively easily accomplished by ensuring good optical transmission and detection of

the probe beam while having sufficient gain in the electronic circuit so that the noise
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Figure 4.18: Measured effective magnetic noise of the co-magnetometer.

due to the probe beam’s photon shot noise is 3 - 4 times larger than the electronic

noise floor.

In SMILE, we measure the spin orientation of the alkali atoms via optical rotation

of a linearly polarized off-resonant probe beam (see section 2.6.4). To measure this

optical rotation, linearly polarized light from the probe beam is modulated at a carrier

frequency of 50 kHz, sent through the co-magnetometer cell, and then analyzed by a

linear polarizer and photo-diode. The photo-diode converts incoming photons into a

photo-current that is then converted to a voltage with a home-built transimpedance

amplifier and fed into a SRS 830 lock-in amplifier, which de-modulates the signal.

Finally, a computer acquires the de-modulated signal in the form of an analog voltage

from the lock-in amplifier using a National Instruments data acquisition card.

Electronic noise can therefore arise from the transimpedance amplifier circuit,

the lock-in amplifier and the data acquisition card. We note that noise on the data

acquisition card is typically limited by the card’s bit noise and is rarely a limiting

problem so that the major sources of electronic noise are from the transimpedance

amplifier and lock-in amplifier. In SMILE, our electronic noise is limited by that
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from the lock-in amplifier and lower electronic noise can be attained by using a higher

gain setting on the lock-in amplifier but that results in its phase sensitive detectors

overloading due to the large second harmonic component of the signal. In principle,

this problem can be solved by either implementing a notch filter tuned to 100 kHz or

by rolling off the gain from the transimpedance amplifier more sharply after 50 kHz.

Nevertheless, these steps were not taken since our overall noise was not, as shown in

Figure 4.18, dominated by the electronic noise.

Probe noise

The use of a linear polarizer and photo-diode to analyze the light’s polarization means

that the optical noise is sensitive to both the intensity and polarization noise in the

laser beam. Due to the discrete nature of light, the intensity noise is always limited

by the photon shot noise. Although, additional intensity noise due to fluctuations of

the laser current is possible, in SMILE, the intensity noise is roughly limited by the

photon shot noise, which may be estimated by knowing the transimpedance of the

transimpedance amplifier circuit and measuring the power of the probe laser entering

the photo-diode. Ideally, the total optical noise would just be limited to the white

photon shot noise. However, as shown in Figure 4.18, the optical noise is in reality

pink (i.e. has a strong 1/f dependence) with a corner frequency of ∼ 0.5 Hz. We note

that the roll off at around 10 Hz is due to the low-pass filter of the lock-in amplifier

and that the flat region from ∼ 0.5 to 10 Hz is consistent with noise due to white

photon shot noise. Measurement of the total intensity noise by deliberately detuning

the reference frequency of the lock-in away from 50 kHz yields a white noise spectrum,

which indicates that the observed 1/f noise is due to polarization noise. We believe

that this polarization noise is due mostly to beam motion through optical components

with inhomogeneous birefringence that results in optical rotation of the light. More

specifically, measurements indicate that the offending optical components are mostly
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the windows on the vacuum chamber. Indeed, as Figure 4.19 demonstrates, there is a

substantial reduction of the probe’s 1/f noise when the vacuum windows are removed

(green dash-dot line) as compared to when they are on (solid red and dashed blue).

Furthermore, the measured probe noise can vary depending on how much each of

the 4 screws holding the window in place is tightened. For example, in Figure 4.19,

the solid red line corresponds to a measurement with the screws tightened and the

dashed blue line corresponds to a measurement in which each screw has been ”tuned”

to reduce the probe noise. We note however, that it was not ultimately possible, to

achieve the same low noise level with the windows on as without the windows.
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Figure 4.19: Measured noise from probe beam under different conditions.

The measurements in Figure 4.19 indicate that the source of the 1/f polarization

noise is due to beam motion through optical components with inhomogenous bire-

fringence. One way to reduce this noise is to reduce the inhomogeneity of the optical

components such as by ”tuning” the tightness of each screw. A parallel strategy

would be to reduce the beam motion in the first place. A major source of beam

pointing instability is due to convection air currents that result in air density and

hence refractive index fluctuations that deflects the path of a laser beam. This can
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be significantly reduced by enclosing the optics in polycabonate boxes and sending

the laser into the vacuum can through vacuum tubes. We note here that some of

the tubes in SMILE were accidentally broken/cracked during the course of the ex-

periment so that they are no longer under vacuum but it appears that enclosing the

air in that region is sufficient since we did not observe a significant increase in noise

between using tubes filled with air versus using truly vacuum tubes. Indeed, the

onset of convection in a volume with its length much larger than its height h and its

top surface at a temperature ∆T cooler than its bottom surfaces can be predicted by

calculating the dimensionless Rayleigh number, which is given by

Ra =
ρh3g

ηα
β∆T, (4.39)

where g is the earth’s gravitational acceleration and η, ρ, α and β are respectively

here the viscosity, density, thermal diffusivity and thermal expansion coefficient of the

fluid. If the Rayleigh number is above the critical value of ∼ 1708 [205], convection

rather than diffusion becomes the primary mode of energy transfer. Nominally, the

temperature of the glass vacuum tube sitting in air should be the same everywhere

but if we assume a temperature gradient of 0.01 ◦C, this gives us a Rayleigh number

of ∼ 1000, which is just under the critical value. However, a more conservative,

larger temperature gradient of 0.1 ◦C will obviously be above the critical value. It

is therefore likely that the cracked tubes did have some convection currents in them

but they were likely not of a sufficiently big magnitude to adversely affect the noise.

On the other hand, it is evident that plugging in the numbers for the polycarbonate

boxes will yield a Rayleigh number many orders of magnitude above the critical value,

which implies that convection is almost certainly still occurring within them30.

30To make matters worse, we note that the bottom surface of the enclosure is the steel skin of
the optical table whereas the top surface is a polycarbonate sheet and it’s therefore quite likely that
the two surfaces will have a temperature difference greater than 0.1 ◦C due to their vastly different
thermal conductivities
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Besides reducing convective air current, it is also possible to reduce beam motion

due to convective air currents by replacing air with 4He, since 4He has a smaller

refractive index compared to air, which makes their refractive index fluctuations due

to convective currents smaller compared to air. However, since 4He can rapidly leak

out of the box, it is challenging to fill the box with sufficient amount of 4He without

causing additional mixing/movement of the air/4He within the box, which would

introduce additional noise. Despite multiple attempts to fill the boxes with 4He with

variable flow rates, we were unable to reduce the probe noise by filling the optical

enclosures with 4He. An alternative to filling the enclosure with 4He is to place the

optics entirely within a low vacuum as was done in [206], but this would entail a fairly

major upgrade and was not done.

We note that the probe noise in Figure 4.18 is, despite our best effort, unfortu-

nately worst compared to [178], which maintained a flat level of ∼ 1 fT/
√

Hz up till

0.1 Hz. We now suggest a few reasons for why this might be the case and point out

possible improvements in the hopes that it’ll prove useful for upgrades in the future.

Firstly, the measurements in Figure 4.19 suggest an easy path towards reducing

the probe’s 1/f noise: replacing the vacuum chamber’s windows to glass that have

very low stress-induced birefringence. In particular, some dense flint glass like SF57

are known to have extremely low stress optical co-efficients [207, 208] and have stress-

induced birefringence that are two orders of magnitude smaller as compared to Pyrex

or BK-7 [209]. If the measurements in Figure 4.19 are any indication, this change will

likely bring the probe noise down to the level of the green dash-dot line in Figure 4.19,

which we note, is not far from the probe noise level in [178] that also incidentally did

not have to deal with stress-induced bireringence of vacuum windows since in that

case, the co-magnetometer cell was not placed in a vacuum. Besides changing the

vacuum windows, it is also possible that having a windowless oven with appropriately

sized thermal shields (to prevent condensation of alkali atoms on the sides of the
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cell facing the optical access ports) will be better than using an oven with gallium

phosphide windows since stress on these windows due to thermal expansion might

induce additional inhomogenous birefringence that will contribute to optical rotation

noise from beam motion. Moreover, having a windowless oven will also increase the

overall optical transmission of the probe beam, which will aid in improving the overall

probe sensitivity.

Secondly, a parallel strategy would be to reduce the beam motion. Unfortunately,

it is not always obvious what is causing the beam to move but a safe bet is to

decrease the optical path length of the probe laser as much as possible. In SMILE, the

placement of the optics is complicated by the presence of the weight stacks and care

obviously needs to be taken to avoid the weights accidentally slamming into an optical

breadboard. In this work, we mounted all of the probe optics on off-the shelf Thorlabs

PBH11102 2’×1’×2.4” rectangular breadboards; all of the probe optics before the

beam enters the vacuum chamber was mounted on one breadboard and all of the

optics after the vacuum chamber was mounted on another breadboard. However, the

use of these rectangular breadboards placed constraints on the enclosure surrounding

the optics that are detrimental in a few ways. For example, since the breadboard was

not sufficiently large to mount all of the optics and have an enclosure on top of it, the

probe optics and the pump optics below them on the main optical table have to share

the same enclosure that had to be made sufficiently large in order to enclose the entire

PBH11102 breadboard comfortably (see Figure 4.1). The large size of the enclosure

meant that it was not possible for it (and the breadboard) to approach too close to

the vacuum chamber without hitting the weights, which increased the overall optical

path length. Perhaps more importantly, the large volume of the enclosure significantly

increases the Rayleigh number (we remark that from (4.39) it scales as the cube of

the dimension), which implies that convection rather than diffusion is much more

likely to be the dominant mode of heat transport, which can in turn adversely affect
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beam pointing stability. We therefore believe that a custom breadboard with sufficient

space for its own enclosure on top of it and possessing dimensions designed to conform

around the vacuum chamber and weights would prove beneficial in reducing the probe

noise. Moreover, in that scenario, increasing the height of the breadboard above the

main optical table, which allows for the use of shorter optical posts and consequently a

shorter enclosure, would probably also aid in further reducing convection. Currently,

increasing the height of the breadboard is of no avail since the height of the enclosure,

which sits on the main optical table, is determined by the height of the cell above

the main optical table. We note that in [177, 178], the height of the optics and

the enclosures surrounding them are all much shorter as compared to this work.

In addition to helping keep convection down, having shorter optical posts is also

advantageous in making the optics more mechanically stable.

Lastly, since (natural) convection is ultimately due to temperature gradients, it is

possible that reducing temperature gradients by passively and/or actively stabilizing

the air temperature around the experiment might be beneficial and in any case, as

discussed later in sections 4.5.3 and 4.5.2, temperature gradients were discovered

to have deleterious systematic effects so some sort of temperature stabilization will

likely prove useful. We note that thermal instability in [177] was also an issue and

that active/passive thermal stabilization was eventually employed.

Spin noise

Polarization noise in the probe beam can be due to purely optical effects as described

above, or they can also stem from spin noise from alkali atoms that is then translated

into an optical rotation/polarization noise in the probe beam. These two causes may

be easily distinguished by either going to a high Bz field, which effectively ”pins”

the spins of the atoms to the field and suppresses any spin noise, or by cooling down

the cell. Spin noise from the atoms are typically either due to magnetic noise within
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the innermost ferrite shield or to noise from the pump beam that is polarizing the

atoms’ spin. Unfortunately, it is not always easy to directly differentiate between

these two plausible causes, especially if both causes are affecting the atoms at a

similar level. Nevertheless, in the case where one cause is dominant, it is possible to

pinpoint the troublemaker. Essentially, this entails having a calibrated sensor that

measures the noise of an experimental parameter that could be responsible for the

observed spin noise. If the calibrated noise of the experimental parameter is much

less than the observed spin noise, then it can be safely concluded that it is not the

transgressor. The calibration of the sensor may be accomplished by applying an

appropriate excitation and measuring the response of both the co-magnetometer and

sensor’s signal. For example, in the case of noise due to misalignments of the pump

beam, a piezo mirror can be moved and the response from the co-magnetometer and

a quadrant photo-diode measuring a sample of the pump beam can be simultaneously

recorded to calibrate the quadrant photo-diode. Obviously, this method only works if

the experimental parameter is easily measurable but unfortunately this is not always

the case.

For example, magnetic noise within the innermost ferrite shield can come from

Johnson currents within it, which is not easily measurable. This is particularly an-

noying since by design, the ferrite shield has a high resistivity, which translates to low

Johnson currents and small magnetic noise. Therefore, it can be quite challenging to

characterize its performance with an off-the-shelf commercial magnetometer. On the

other hand, there are other sources that can contribute to the magnetic field noise

within the ferrite that are more easily measurable such as the DC currents that are

applied to the magnetic field coils and the AC currents that power the oven and stem

heaters. The DC currents are most easily measured by measuring the voltage across

as large a resistor as feasible (while still allowing the current/voltage source to supply

the operating current) using a digital multimeter (DMM) with 6 or 7 digits precision.
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Thanks to the co-magnetometer’s suppression of magnetic fields (see section 4.2.4),

the actual amount of real magnetic field required to cause noise at the 1 fT level is

significantly larger, which allows a DMM with 6 to 7 digits precision to constrain

possible magnetic field noise at the 1 fT level due to currents flowing across a resistor

of a few or tens of kΩ. Similarly, the magnitude of the AC currents flowing into the

oven/stem heaters can be measured by measuring the voltage across the heaters and

de-modulating it with a lock-in amplifier. Our measurements of the noise from the

currents in the coils and the oven/stem heaters were insufficient to explain the spin

noise observed in Figure 4.18. However, as Figure 4.20 shows, initial measurements

of the calibrated noise due to the pump beam were large enough to explain the spin

noise in Figure 4.18.
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Figure 4.20: Measured calibrated noise from pump position detector.

The large (effective) magnetic noise measured by the pump quadrant photo-diode

in Figure 4.20 led to a complete revamp of the pump optics. Previously, when the

data in Figure 4.20 was taken, the pump seed laser, tapered amplifier (TA) and all

other pump optics was located underneath the probe optics in the same enclosure.

Amplified light from the TA was then directed through a vacuum tube to a 45◦ deg
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mirror underneath the vacuum chamber that reflected it up into the cell without

any form of filtering and/or feedback. We now believe that this arrangement was

undesirable for multiple reasons.

Firstly, the output of the tapered amplifier is prone to undergo filamentation

due to non-linear light-matter interactions within the amplifier chip at high current

densities [201], which translates to a time varying spatial intensity profile that will

in turn lead to polarization noise across the cell. Secondly, even though the tapered

amplifier is mostly cooled through a water-cooled heat-exchanger, it still inevitably

causes convection currents whether through heating or cooling (due to the incoming

cold water), which deflect the laser beam and results in polarization noise of the

atoms, since to a good approximation, the atoms are polarized along the direction of

the pump laser beam at the compensation point. Moreover, the relatively long optical

path from the pump seed laser to the cell allows for considerable beam deflections.

To address these issues, we decided to move the pump seed laser and TA into a

separate section of the optical table with its own enclosure. Amplified light there is

then coupled into a single-mode polarization maintaining fiber (PMF) whose output

is located inside the original enclosure close to the entrance of the vacuum tube

to minimize the optical path length of the beam after it exits the fiber. A beam

sampler picks off a fraction of the beam before it enters the vacuum tube and sends

it to a quadrant photo-diode, which monitors the beam’s position and intensity. The

measured intensity of the sampled fiber’s output is then fed back to an acoustic-optic

modulator (AOM) placed before the input of the fiber to stabilize the output intensity

of the fiber. In this way, the spatial profile of the pump beam is fixed by the single-

mode fiber and its output intensity is controlled and stabilized via active feedback.

Furthermore, the effective optical path length is decreased in this setup, which will

also help to mitigate polarization noise due to beam motion.
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Figure 4.21: Pump noise after fiber upgrade.

Figure 4.21 demonstrates the significant improvement in pump noise after the

upgrades were performed. Comparing the improved probe31 and pump noise in Fig-

ure 4.19 and 4.21, we believe that the total co-magnetometer noise in Figure 4.18

is mostly a sum of the improved probe and pump noise which are both contribut-

ing to the total noise at roughly the same level. Consequently, both the pump and

probe noise have to be improved in order to see further significant improvement of

the total co-magnetometer noise. We have suggested several strategies to further

improve the probe noise in the section above and we believe that some of the same

strategies will also aid in further reducing the pump noise. In particular, we believe

that the residual 1/f noise in the pump’s position is due to convective air currents

and can be further reduced by re-designing the way the vacuum chamber is mounted

on the main optical table so that there is sufficient access under the vacuum cham-

31The ”improved probe noise” here refers to the dashed blue ’Windows loosely on’ plot in Figure
4.19, which is the same plot labeled ’Probe’ in Figure 4.18.
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ber to move the output of the fiber directly (or almost directly) under the vacuum

chamber. This would significantly reduce the path length of the beam after its exit

from the fiber and minimize polarization noise due to the pump beam’s motion. A

even better (albeit slightly more ambitious) strategy would be to use a cage system

attached from the vacuum chamber’s window port to hold lens tubes that contain

the output of the fiber and other necessary optical components including a λ/4 wave

plate and polarizer. The alignment of the beam should in principle be guaranteed by

the mechanical placement of the cage system and the cage/lens tube system ensures

minimal volume and temperature gradient for convection to occur within the path of

the pump beam. We note however, that this configuration might make it somewhat

more tricky to sample the pump beam and to direct that sample into a quadrant

photo-diode, although it is not impossible if there is sufficient access at the bottom

of the vacuum chamber.

4.3 Experimental Procedure

Running SMILE, which involves simultaneously measuring a sensitive co-magnetometer

and a host of other sensors while modulating the positions of two ∼ 250 kg Pb weights

centimeters away for long periods of time without active human supervision and only

partial one-way communication between the weights and co-magnetometer, requires

some sophistication that we elaborate here in this section.

Before we get into the details, we sketch out the basic sequence of events in a

SMILE data run. Data from the co-magnetometer and various other sensors are

gathered in regular records of 312 s during which the position of the weights are mod-

ulated and after which the co-magnetometer performs an automated zeroing routine

to ensure that all fields remain well zeroed. After the zeroing is completed, the cycle

repeats. Since the spin-mass interaction is directional with respect to the position of
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the weights, reversing the position of the weights should reverse the sign of the inter-

action, which translates to a reversal in the orientation of the spins and a concomitant

reversal in the co-magnetometer’s signal. This modulation scheme therefore allows

us to search for tiny anomalous spin-mass interactions by looking for correlations

between the signal and the position of the weights.

In order to minimize any possible (non-anomalous) correlation between the posi-

tion of the weights and the co-magnetometer, it is desirable to separate the control

of each on different computers. Accordingly, we have a “motor computer” that is

dedicated to controlling and recording the position of the weights and another “co-

magnetometer computer” that is dedicated to controlling the co-magnetometer and

measuring its signal together with all other diagnostic sensors. There is only unidi-

rectional communication from the co-magnetometer computer to the motor computer

using LabVIEW’s Network Streams, in which the co-magnetometer computer sends

a single boolean value that instructs the motor computer to execute a fixed pre-

determined number of position reversals and to save data associated with this motion

into file. An odd number (31) of reversals is chosen so that each 312 seconds data

record begins with the weights in an opposite orientation from the preceding record.

Since the co-magnetometer computer simply sends a single boolean value, it is blind

to the number of reversals or the position of the weights. The motor moves the

weights in 5 seconds and waits for another 5 seconds before reversing the positions

of the weights. Data from the last 2 seconds of the wait time was used to search for

correlations with the position of the weights. We note that the length of the data ac-

quisition record on the co-magnetometer computer must be appropriately set so that

the motor finishes all of its position reversals before data acquisition ceases on the

co-magnetometer computer32. Time stamps (in sidereal days since 12:00 PM January

32We also note that since the trigger is sent from the co-magnetometer computer to the motor
computer, the co-magnetometer computer has already started acquiring data before the weights
move.
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1st 200033) of both the co-magnetometer and motor’s data allow us to later verify that

this is indeed the case. For the time stamps on both computers to be meaningful, the

clocks of both computers must be synchronized to a reference clock. This is separately

accomplished in both the co-magnetometer and motor computer by their respective

LabVIEW programs that synchronizes their computers’ clocks before/after each 312s

data record to a NIST time server using the Network Time Protocol (NTP), which

by taking into account the round-trip delay, is accurate to a few ms.

Experimentally, a SMILE data run always involve first running the co-

magnetometer computer’s LabVIEW program to zero out the magnetic fields

and to ensure that the co-magnetometer is running smoothly under conditions that

are optimal. Once optimal conditions have been established, various experimental

settings on the co-magnetometer’s computer should be checked. Firstly, multiple

options related to data acquisition should be set accordingly. In this experiment, we

utilize 3 NI-DAQ cards for simultaneous acquisition and generation of analog signals.

The 3 PCI cards are synchronized via a Real-Time System Integration (RTSI)

ribbon cable and can acquire/generate signals that are all hardware synchronized

with each other. To accomplish this, a low-level LabVIEW sub-VI used in previous

experiments to synchronize two cards was generalized to allow for the synchronization

of an arbitrary number of PCI cards, along with numerable other features such as

the ability to trigger (with a set delay if desired) on an external signal or to export

a start trigger TTL signal. All of the synchronization is invisibly handled by the

sub-VI but the user has to set a few parameters in the experiment’s preference file34

such as the sampling rate, the (global virtual) channels to acquire data from, and of

course, the names of the files that the data would be saved to.

33This was chosen for historical reasons.
34This is saved in a LabVIEW binary file that comes along with a dedicated LabVIEW program,

inherited and modified from previous experiments, to allow for its modification.
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In principle, each different DAQ card can acquire data at a separate rate35 (a high

frequency time-base is synchronized between them, which can then be separately di-

vided down to achieve the desired sampling rate) but since this is unnecessary for

our purposes, a “global” sampling rate is set for all three cards in the preference file.

We typically sample data at a rate of 200 Hz. Since we collect data over days and

weeks continuously for over 30 channels, the size of the data files can rapidly swell.

Consequently, we average and down sample the acquired data before saving them.

Traditionally, data from each DAQ card is saved into a separate binary file with its

own down sampled rate and we have followed this convention. Unlike previous exper-

iments however, we have centralized the data acquisition settings in the preferences

file to allow for an arbitrary number of devices to be used. The user now specifies, for

each device, the global virtual channels (with physical channels on the same device)

to acquire, the precision to save the data in, the appropriate calibration (if any), the

down sampled rate for that device and a filename suffix. Raw binary data file names

have a “SMILE” prefix, followed by a sidereal day identifier and a device suffix. To

keep the I/O of the data files fast, they are typically kept below a GB, after which a

new data file is created. A sidereal day identifier, which is essentially a time stamp

of when the data file was created, differentiates between files containing data from

the same device. New data files for all devices can be easily created by pushing a

button in the main co-magnetometer LabVIEW program. Besides these parameters,

the length of the data taking record36 and the exact zeroing sequence after each data

taking record must also be set in the aforementioned file.

35However, we note that individual analog input channels on a single DAQ card must all acquire
data at the same rate since there is only one analog input sample clock per M/S series NI-DAQ
card.

36As mentioned above, this has to be longer than the time it takes for the motor to complete its
pre-determined number of position reversals.
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Besides acquiring data from various DAQ cards, we also acquire data from two

additional Keithley digital multi-meters that have a resolution of 6 - 7 digits37, which

we typically use to measure quantities such as currents flowing into the magnetic

field coils. Unlike previous experiments, data acquisition is all centralized in one

LabVIEW VI38 that acquires data from all the DAQ cards as well as peripheral

devices such as the Keithley multi-meters. Since it is not possible to synchronize the

onboard clocks of the DAQ cards with the Keithley multi-meters, the multi-meters

are programmed (through the LabVIEW VI) to acquire samples over a fixed interval39

on receiving a trigger signal from the DAQ cards. This interval must be appropriately

set in the data acquisition VI so that the weights complete all their position reversals

before the Keithley multi-meters stop recording. All other parameters relevant to

the operation of the multi-meters may be set in the data acquisition VI and the user

may specify which physical terminal on the DAQ card to export the trigger signal

to. Data acquired by the multi-meters are stored on onboard buffers that are then

transferred to the co-magnetometer computer after acquisition has completed. Given

a specified resolution (and hence sampling rate), there is therefore a finite interval

that the multi-meters can acquire data for before running out of memory.

Once these parameters on the co-magnetometer’s computer has been set, the mo-

tor has to next be configured on the motor computer. The Yaskawa SGMG-44A

servo motor used to move the weights is powered by a servo amplifier that is in turn

controlled by a Yaskawa SMC-2000-1 motion controller that can be programmed by

a computer via a serial interface. This serial interface is connected to the motor

computer through an optically isolated DB-9 interface that allows for electrical iso-

lation between the motor circuitry and the computers, which are both connected to

37We note that a typical ± 10 V 16-bit NI-DAQ card only has a voltage resolution of 0.3 mV
whereas these DMMs can measure at the level of a µV.

38This makes it easier to maintain the code.
39We note that the sampling rate is dependent on the resolution requested since the meter performs

some averaging in order to obtain the requested resolution. The number of samples acquired is
therefore dependent on both the specified resolution and interval.
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Figure 4.22: Pb weight stack’s displacement as a function of time.

the same uninterruptible power supply (UPS). In order to smoothly move the weights

from one extremal position to another, we upload a custom profile to the SMC-2000-1

controller so that the linear acceleration of the weights starts and ends at zero. More

precisely, the desired acceleration of the weights is

a(t) = A0 sin

(
2π

T
t

)
, 0 ≤ t ≤ T (4.40)

where T is the time for the motion to complete so that given a total displacement L

traveled in time T , A0 is given by

A0 =
2Lπ

T 2
. (4.41)

The linear displacement from integrating (4.40) twice (with A0 as given above) is

y(t) = L

(
t

T
− 1

2π
sin

(
2π

T
t

))
, (4.42)

which as Fig 4.22 shows, changes smoothly from one extremal position to another.
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To set up the motor for running SMILE, a contour profile derived from (4.42)

has to be uploaded to the SMC-2000-1 given the total (angular) displacement40 and

the time to complete the motion. In addition to these two parameters, the user

also has to specify the time step for the contour profile and the sampling rate for

recording various quantities such as the actual position, error and torque during the

motion, which are limited by the amount of memory on the SMC-2000-1. With these

quantities specified, the user may upload the contour profile to the SMC-2000-1 with

the push of a single button from the motor computer’s LabVIEW program. Since

the dimensions of the system was designed such that the motor rotates 10 revolutions

between each extremal position, the total angular displacement is typically 3600◦,

while T was chosen to be 5 seconds although the motor can, in principle, move the

weights to their extremal positions in about a second. Before starting a SMILE data

run, the number of position reversals, the wait time after each position reversal41 and

the appropriate sidereal day identifier42 also needs to be entered.

Once the contour profile has been uploaded, the weights need to be moved to

their initial positions to await the trigger signal from the co-magnetometer computer.

However, for safety reasons, a software over-travel safety limit has to first be progra-

matically activated in the LabVIEW program. Since the over-travel is defined relative

to the motor’s current position, the safety limit should be activated with the weights

at equal height above the optical table before the motor is rotated 1800◦ to bring

them to their initial extremal positions to await the trigger signal. Finally, a switch

in the program should be flipped to enable contour motion and the motor turned off.

Upon receipt of a “trigger” command from the co-magnetometer computer, the motor

computer’s LabVIEW program checks to ensure that: 1) the safety limits have been

40The LabVIEW program performs the necessary conversions required so that the SMC-2000-1
gets displacements in units of encoder counts.

41We note that these two quantities, together with the time to complete the move has to be
appropriately set in light of the data taking interval on the co-magnetometer’s computer.

42This should match the sidereal day identifier on the co-magnetometer computer.
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engaged, 2) the weights are in their initial position and 3) that contour motion has

been enabled, before telling the SMC-2000-1 to execute it’s pre-programmed contour.

The motor LabVIEW VI tracks the position of the weights and depending on their

positions, tells the SMC-2000-1 to either execute a “forward” or “rearward” contour.

As part of an additional layer of safety to prevent unintentional movement of the

weights, a push button on the co-magnetometer computer’s data acquisition VI has

to be pushed in order for the co-magnetometer computer to send out a trigger signal

to the motor computer. Lastly, a network stream connection needs to be established

between the two computers, which may be accomplished from the co-magnetometer

computer’s main LabVIEW VI. A (LabVIEW front panel) LED on each computer

lights up if the connection was successful (otherwise, one might try again or restart

the motor computer’s VI). A SMILE data run can now begin by pushing a button on

the co-magnetometer computer to start the experiment. If everything works normally,

the user then turns off the lights in the room and exits it. Despite the use of black-

out fabric to cover the optical boxes, SMILE ran under the cover of darkness because

changes in ambient light due to the positions of the weights can result in photodiode

signals being correlated with the position of the weights.

Since the spin-mass interaction is directional with respect to the direction of the

spins, its sign should be reversed upon the reversal of the atoms’ spins. Conversely,

spurious effects that do not couple to the atoms’ spins (such as optical effects) retain

the same sign under such a reversal, which may be accomplished by switching the

polarity of the pumping light and the direction of the bias magnetic field. In a co-

magnetometer, the polarity of the pumping light is fixed by the direction of the bias

field so that only two, B+ and B−, configurations are possible. We ran SMILE in

both configurations in order to cancel out any spurious effects that do not couple to

the spins of the atoms.
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4.4 Data Analysis

As discussed in section 4.3, the raw data from SMILE is saved in binary files that is

then analyzed later for correlations with the position of the weights. Time-stamped

raw data from the co-magnetometer’s signal as well as a host of other diagnostic

sensors are recorded by the co-magnetometer computer while position and torque

data from the motor is recorded by the SMC-2000-1 and then transmitted to the

motor computer after each position reversal of the weights43. Upon receipt of the

data from the SMC-2000-1, the motor computer time-stamps it with the appropri-

ate value so that data from the motor can be compared with data recorded by the

co-magnetometer computer. Comparison of the two data sets allow us to look for

correlations in the signal after the weights have fully come to a rest in their extremal

positions (instead of while they are in motion, although we shall also frequently look

for correlations during the motion to understand the source of various systematic

effects). In the sections below, we discuss the methods we used to analyze the data

from SMILE. Data analysis in this section was performed using Octave.

4.4.1 String analysis

Since we are looking for a correlation in the signal due to a binary change in the

position of the weights, one simple way of determining the correlation is to simply

take the difference of the co-magnetometer’s signal when the weights are in opposite

orientation and dividing that difference by two. Although this is a valid way of

performing the analysis, it is susceptible to drifts in the signal. Instead, we employ

a string analysis that was first introduced in the context of a search for a neutron

electric dipole moment [210]. The basic idea is to the note that the signal y(t) is a

43We note that in addition to the amount of memory on the SMC-2000-1, the wait time also limits
the amount of data the SMC-2000-1 should save during each position reversal since the SMC-2000-1
has to finish sending the data before the wait time expires otherwise the actual wait time will be
longer than that which was specified.
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function of a spin-mass term A(t) that flips sign after each position reversal of the

weights, and a drift term that may be expressed as a polynomial (as a function of

time) of arbitrary degree. More specifically, we can write y(t) as

y(t) = A(t) +
M∑
n=0

Cnt
n, (4.43)

where Cn are unknown co-efficients of the the drift polynomial of degree M . Now

suppose that the weights reverse positions at regular intervals ∆t and that we measure

y(t) at regular intervals of ∆t so that yi = y(i∆t), i = 0, 1, 2, 3, . . . and a = A(0).

Then we may write the ith measurement of y as

yi = (−1)ia+
M∑
n=0

Cn(∆t)nin. (4.44)

This implies that if we make m measurements of y, we would have a system of

m equations that would allow us to cancel out m − 1 drift terms, or equivalently, a

drift polynomial of degree m − 2. The price to pay for this is that we only obtain

one measurement of a for every m measurements of y. We define a measurement of a

from m measurements of y as a m point string. If we define aj as the jth measurement

of a from {yj, . . . , yj+m−1} measurements of y, then we may write that for a m-point

string,

yj+i = (−1)i+jaj +
m−2∑
n=0

cni
n, i ∈ [0,m− 1] ∩ Z, (4.45)

where we have defined cn ≡ Cn(∆t)n for convenience. Since the coefficients cn are

unknown, we hope to find m constants Bi, i = 0, . . . ,m− 1 such that

m−1∑
i=0

m−2∑
n=0

Bicni
n =

m−2∑
n=0

cn

m−1∑
i=0

Bii
n = 0. (4.46)
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The constants Bi may be obtained by considering the binomial expansion of (1+x)m−1

(1 + x)m−1 =
m−1∑
i=0

(
m− 1

i

)
xi, (4.47)

which implies that

(
x
d

dx

)n
(1 + x)m−1 =

m−1∑
i=0

(
m− 1

i

)
inxi. (4.48)

For n ∈ [0,m−1]∩Z, all the terms on the l.h.s contain the term (1+x), which means

that (
x
d

dx

)n
(1 + x)m−1

∣∣∣∣
x=−1

= 0 =
m−1∑
i=0

(
m− 1

i

)
(−1)i︸ ︷︷ ︸

Bi

in, (4.49)

where we have explicitly identified the coefficient Bi in the last equality after com-

parison with (4.46). Multiplying (4.45) by Bi, summing and re-arranging, we obtain

aj =
(−1)j

2m−1

m−1∑
i=0

(−1)i
(
m− 1

i

)
yi+j, (4.50)

for the jth measurement of a m point string. If the uncertainty of each measurement

yi is δyi, then by standard error propagation44, the uncertainty of aj is

δaj =
1

2m−1

√√√√m−1∑
i=0

(
m− 1

i

)2

(δyi+j)
2. (4.51)

We note that each individual aj is a measurement of the correlation of the signal

with the position of the weights. Given N measurements of aj, each with an un-

certainty δaj, we may compute their weighted average a and the uncertainty of that

average, which would give us a best estimate on the correlation of the signal with the

position of the weights. In general, the weighted average of any set of N independent

44We assume that each yi measurement is independent of each other.
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measurements {x1, . . . , xN} is [211]

x =

∑N
i=1wixi∑N
i=1 wi

, (4.52)

where the weights wi are given by wi = 1/(δxi)
2, and the uncertainty of x is

δx =
1√∑N
i=1wi

=
1√∑N
i=1

1
(δxi)

2

. (4.53)

In the case where the uncertainty of each measurement δxi is the same, i.e. δxi = δx

∀ i, then (4.53) reduces to

δx =
δx√
N
, (4.54)

so that making N independent measurements of the same quantity decreases the

uncertainty of their mean by
√
N . However, since a m-point string aj is defined as

the jth measurement of a from m measurements of y, {yj, . . . , yj+m−1}, the strings aj

and aj+1 will in general consist of m− 1 overlapping y measurements. Consequently,

each aj is not an independent measurement of a and the uncertainty of the mean δa

from (4.53) has to be modified by a correction factor f0.

As argued in [152], the grouping of m measurements of y into a m point string

cancels out a systematic bias but the final statistical uncertainty of the measurement

of the correlation should be the same as in the naive case where each correlation

measurement bj is simply bj = (y2j−1 − y2j)/2 since we are ultimately looking at the

same set of data. For simplicity, we consider the case where there are N measurements

of y, y1, . . . , yN , where N ∈ 2N. In this case, we have for the naive case

δbj =
1

2

√
(δy2j−1)2 + (δy2j)2, (4.55)
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and consequently,

δb =
1√∑N
i=1

1
(δbi)

2

=
1√∑N/2

j=1
4

(δy2j−1)2+(δy2j)
2

≈ δy√
N
, (4.56)

where we have in the last step made the approximation that the uncertainty for each

yi measurement is the same and is given by δy.

In contrast, substituting (4.51) into (4.53), we obtain that for a m-point string,

the uncertainty of the weighted average δa is

δa =
1∑N−m+1

j=1 4m−1 1∑m−1
i=0 (m−1

i )
2
(δyi+j)

2

≈ δy
√
β
√
N −m+ 1

, (4.57)

where we have again made the approximation that the uncertainty for each yi is δy

in the last step, and β is, using the Chu-Vandermonde’s identity,

β = 4m−1 1∑m−1
i=0

(
m−1
i

)2 = 4m−1 1(
2(m−1)
m−1

) = 4m−1 (m− 1)! (m− 1)!

(2m− 2)!
. (4.58)

From the argument above, we require a correction factor f0 such that δa f0 = δb.

Evidently then, for a m-point string, the correction factor f0 is

f0 = 2m−1

√
N −m+ 1

N

√
(m− 1)! (m− 1)!

(2m− 2)!
, (4.59)

where N here is the total number of y measurements.

Given N measurements yi, each with uncertainty δyi for i = 1, . . . , N , we can then

form N − m + 1 m-point strings that are each given by (4.50) and with an uncer-

tainty that is given by (4.51). The best estimate of the correlation with respect to

the position of the weights from those N measurements of y is the weighted average

of the N −m + 1 strings, a, given by (4.52) (with x → a) and with an uncertainty

δa that is given by (4.53) (with x → a) multiplied by the correction factor f0 from
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(4.59). Despite the use of strings to remove background drifts however, a non-zero

background typically remains, which often leads to an underestimation of uncertain-

ties. To compensate for this, the uncertainty in the weighted average δa is therefore

further scaled by the square root of the reduced chi-square χ̃2 of the strings.

In general, for a set of N measurements {x1, . . . , xN} where the expected value is

given by the weighted average x, we may define χ̃2 = χ2/d = χ2/(N − 1) as45

χ̃2 =
1

N − 1

N∑
j=1

(
xj − x
δxj

)2

. (4.60)

Accordingly, the χ̃2 for N −m+ 1 m-point strings from N measurements of y is

χ̃2 =
1

N −m

N−m+1∑
j=1

(
aj − a
δaj

)2

, (4.61)

and the final, corrected uncertainty δa is

δa =
f0

√
χ̃2√∑N−m+1

j=1
1

(δaj)
2

, (4.62)

where χ̃2 is as (4.61) and f0 is as (4.59).

In the analysis of SMILE, we mostly work with 3-point strings since higher-order

strings did not significantly improve the end result. For convenience, we explicitly

list here the relevant equations for 3-point strings:

aj =
(−1)j

4
(yj − 2yj+1 + yj+2) (4.63)

δaj =
1

4

√
(δyj)2 + 4(δyj+1)2 + (δyj+2)2 (4.64)

f0 =

√
N − 2

N

4√
6
. (4.65)

45We note that the degree of freedom d is d = N − 1 since calculating x gives us one constraint.
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Figure 4.23: Representative experimental sequence.

Experimentally, we measure the co-magnetometer’s signal continuously and obtain

each yi measurement by windowing the data appropriately during the analysis. Figure

4.23 shows the co-magnetometer’s signal of a typical data run, calibrated in magnetic

units and plotted on the left axis. Also plotted in Figure 4.23 is the motor’s position,

plotted on the right axis, and the window used to obtain each yi measurement. We

note that the motor position alternates between two binary levels corresponding to

the two extremal positions of the weights. By design, when the motor position is

at one of these extremal positions, one weight stack is close to the co-magnetometer

while the other is far away and vice versa when the motor moves to its other extremal

position. Each yi measurement, labeled “binned data” (orange filled boxes) in Figure

4.23, is formed by averaging the co-magnetometer’s signal within the data window.

We estimate the uncertainty of each yi measurement as the standard deviation of the

points within that data window, divided by the square root of the number of points
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within the window46. After obtaining these yi measurements, 3-point strings are

generated as described above. Once the strings have been generated, one can average

the strings within each record (defined as the 312 s of data taking in between each

automated zeroing of the magnetic fields) to obtain the best estimate of the correlation

from each record before further combining all of these estimates in a single data file

(which we will call a data run) to get a best estimate of the correlation from a data

run. Since the intermediate step is somewhat superfluous, we do not perform the

average at the level of a single record but directly calculate the best estimate from all

the strings in a single data file using the procedure outlined above. Estimates of the

correlation from multiple runs (including runs with different polarity of the pumping

light/bias magnetic field) are then combined to derive the final result for SMILE.

4.4.2 Time resolved correlations and fluctuations

The procedure described in the section above gives us the correlation of the signal

(from the co-magnetometer or any other sensor) with the position of the weights at

a particular point in the motor’s period. For example, in Figure 4.23, the strings

formed from the “binned data” (denoted by the orange filled squares) are a measure

of the co-magnetometer’s signal correlation with the position of the weights at the

end of the motor’s period when the weights have come to a rest at their extremal

positions. In the final analysis for SMILE, that is what we are primarily interested

in since we are searching for a correlation of the signal with the extremal position of

the weights where one weight stack is close to the co-magnetometer while the other

has been removed far away. However, we are frequently interested in studying the

correlation of signals, from both the co-magnetometer and other sensors, as a function

of the time during the motor’s period to better understand how the motion/position

46We assume that each measurement by the DAQ is an independent measurement and estimate
the uncertainty of each individual measurement by the standard deviation of all the measurements
in the data window.
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of the weights affects the experiment. This may be easily accomplished by simply

translating the data window and repeating the string analysis outlined above for yi

measurements made at different points within the motor’s period.

Figure 4.24 shows the result of such an analysis for both the co-magnetometer’s

signal (plotted on the left axis) and the measured external B field just vertically

above the co-magnetometer (plotted on the right axis) for one of SMILE’s data run.

As described in section 4.3, the motor moves for 5 seconds and then waits for 5

seconds. It is interesting to observe that during the middle of the motor’s motion (∼

2.5 s), there is a large, noticeable peak correlation of the external B fields (primarily

By and Bz) of the order of tens of nT that dies away after the motor comes to a rest.

As is consistent with the measured suppression of the co-magnetometer to external

B fields however, the co-magnetometer’s signal does not register any correlation at

the level of 0.1 fT.
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Figure 4.24: Time resolved correlations of the signal and external B field.

Translating the data window as described above allows one to study the correlation

of any signal with the position of the weights as a function of the motor’s period over

an entire data run. This analysis is particularly good at picking out tiny but consistent
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correlations that faithfully repeat themselves over every motor period but they can

average out intermittent fluctuations that affect the signal only occasionally. Such

transient events can remain undetected using the methods described above while still

adversely affecting the experiment and it is therefore imperative for us to search for

such events using other methods. Clearly, any such methods will require that we

do not average over the entire data file since we would lose all temporal resolution

in that case. Besides, since we are looking for transient events, averaging over long

times where the event does not occur will further wash out the effect of a transient.

On the other hand, without any averaging at all, we would have a limited ability to

detect small events.
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Figure 4.25: Averaged fluctuations of the optical’s table tilt.

A compromise can be made by realizing that there are two relevant time scales

involved: the motor period (typically 10 s) and the much longer time scale of a data

run (typically over a few days). It is therefore reasonable to expect that there may be
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Figure 4.26: Averaged fluctuations of the co-magnetometer’s signal corresponding to
Fig 4.25.

events that are transient with respect to a data run but are yet long compared to a

single motor period so that they persist over the duration of a few motor periods. Our

resolution to such events may then be increased by applying, for each measurement in

a motor period, a moving average over an adjustable number of motor periods. This

yields an average measurement of a signal, as a function of time within a motor period,

that is short compared to the duration of a data run that can then be plotted as a

function of time on the time scale of a data run to check for events that are transient

with respect to a data run but short compared to a motor period. However, since the

signal of any sensor is bound to drift significantly over the time scale of a data run,

such a “global” plot will not be very instructive unless that drift is corrected. Since

we are primarily interested in transients that are a result of the motion of the weights,

one way to subtract this drift is to subtract the mean value of the averaged signal

described above over a motor period. The result will therefore be an averaged (over
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a few motor periods) fluctuation of the signal from its local background as a function

of time within a motor period that can then be plotted as a function of time on the

larger time scale of a data run. This technique therefore allows for the detection of

events that are transient with respect to a data run but long compared to a single

motor period.

Figures 4.25 and 4.26 show the result of applying this analysis on the signal from a

tiltmeter mounted on the optical table and the co-magnetometer. We note that data

in both these plots are taken simultaneously from the same run and that the data

presented cover the same time range from ∼ sidereal days 6444.8 to 6446.0 (time flows

vertically downward on these plots). We see that from sidereal days 6444.8 onward,

the signal begins to exhibit an anomalous fluctuation at 5 s in the motor period, which

corresponds to end of the weights’ motion. Although less obvious, a similar pattern

can be seen in the data from the y-axis of the tiltmeter. This similarity grows in time

until it becomes extremely obvious by (sidereal day) 6446.0 that the two are related.

It turns out that the weights have in this run started to very slightly (note that we

are measuring the tilt in nrads) touch a plate mounted on the optical table that was

supporting the vacuum chamber. The early discovery of this problem through an

analysis of the data allowed us to prematurely terminate the run and prevented a

catastrophic accident of having the weights slam into the optical table.

4.5 Systematic Effects

Systematic effects are perhaps the bane of any precision measurement since they are

difficult to distinguish from an actual signature of the phenomenon under investi-

gation. To mitigate systematic effects, SMILE was performed with the spin polar-

izations of the atoms oriented in opposite directions, which helps us to cancel out

systematic effects that are symmetric with respect to the polarity47 of the spins since

47We mean by polarity here whether or not the spins are (nominally) in the + or − z direction.
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a true spin-mass interaction is asymmetric to the spins’ polarity. Nevertheless, there

remains a large class of interactions that cannot be canceled out in this way. Indeed,

any interaction with the spins that result from a dot product with the spins in the

Hamiltonian (e.g. B ·S) are asymmetric with respect to the polarity of the spins and

will not be canceled out by running SMILE with both polarities. Consequently, it is

necessary to understand, reduce and quantify this class of systematic effects to ensure

that it does not corrupt the result of the experiment. In the sub-sections below, we

delineate some of the more troublesome effects that we have discovered in the course

of this experiment and describe the steps that we have taken to mitigate them. Since

many of these effects are small, it is frequently necessary to use the data analysis

techniques described in section 4.4 to measure and study them.

4.5.1 Electromagnetic interference

Given the large measured suppression of the experiment to external magnetic fields

described in section 4.2.4, it was with some surprise that initial operation of SMILE

revealed that the servo motor used to move the Pb weight stacks was capable of

significantly affecting the co-magnetometer’s signal. For example, turning on the

servo motor would cause a DC shift in the co-magnetometer’s signal and cause spikes

to appear in the previously quiet signal. It was known from previous testing of

the servo motor that it produces a DC magnetic field at the location of the co-

magnetometer when turned on but the measured magnitude of it was far too small

to explain the DC shift observed in the signal given the experiment’s suppression of

external magnetic fields.

Low-pass filters

The cause of the DC shift was eventually traced to an innocuously looking home-

built filter box taken over from previous experiments that we were using to filter the

253



−

+
INA1211 µF Vout

2 MΩ

2.5 kΩ

−
+Vin

Figure 4.27: Original circuit for the B field coils utilizing an instrumentation amplifier.

currents going into the magnetic field coils of the co-magnetometer. Since we operate

at low magnetic fields, it is typically sufficient to supply 10 mA or less to the coils,

which can be supplied directly from the analog output of our NI-DAQ cards with a

suitable resistor placed in series with the coils. However, since the voltage from the

DAQ card can be susceptible to noise, the analog output voltage from the DAQ card

is instead fed into the aforementioned filter box, which essentially consist of a voltage

buffer that also serves as a low-pass filter, the output of which is then connected in

series to an appropriately chosen resistor before going into the coils. Schematically,

the original circuit diagram for the old filter box are as shown in Figure 4.27. Note

that INA121 is an instrumentation amplifier rather than an op-amp. Its external gain

can be set by a single external resistor (not shown) from values between 1 to 10000.

A gain of 1 is used in Figure 4.27.

Vin in Figure 4.27 can be the voltage of any of the four analog outputs typically

used to control the magnetic fields inside the co-magnetometer. Since Bx and By are

nominally zero, they have considerably less dynamic range compared to Bz, which

has to compensate for the noble gas’ magnetization. Consequently, it suffices to

have one analog output voltage each to control the currents in the Bx and By coils.

Accordingly, after filtering, Vout in Figure 4.27 for the Bx and By outputs are then

directly connected in series to an appropriately sized resistor followed by the coils.

On the other hand, two analog outputs are usually used to control the Bz current

due to its larger dynamic range. After filtering, Vc and Vf , the filtered outputs from
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Figure 4.28: Bz coil circuit.

Fig 4.27 are combined as in Figure 4.28, where the current in the coils IL is given by

IL =

[
1 +

RL

Rc

+
RL

Rf

]−1(
Vc
Rc

+
Vf
Rf

)
≈
(
Vc
Rc

+
Vf
Rf

)
, (4.66)

so that for Rc, Rf >> RL, the current IL is approximately the sum of the currents in

the Rc and Rf resistors. Since RL, the resistance of the coil, is typically only a few

ohms, and Rc ∼ 200Ω, Rf ∼ 40 kΩ, this approximation is quite good.

We note here that the SPDT switch in Figure 4.27 allows us to have a filter

with two different time constants. During operation of the co-magnetometer, the

SPDT switch is connected to the 2 MΩ resistor as shown in Figure 4.27 to give a

low cut-off frequency. However, during zeroing of the co-magnetometer when we

need to change the magnetic fields quickly, the SPDT switch connects with the 1.4

kΩ resistor instead. Experimentally, the SPDT switch is a mechanical relay that

is controlled (after buffering) by another voltage analog output from the computer.

INA121 was the instrumentation amplifier of choice due to its low noise and low input

bias current48, which allows for the use of the large 2 MΩ resistor without causing

too much of an output voltage offset.

Although this circuit design worked sufficiently well in previous experiments, it

has a significant flaw that would prove to be problematic in this experiment. Indeed,

the filter as implemented has poor common-mode rejection ratio (CMRR) since the

impedance that the inverting and non-inverting terminal see is vastly different. More-

over, as is typical of FET-input amplifiers, the INA121 has protective diodes on its

48The INA121 uses FET input-amplifiers, which have extremely small bias currents.
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Figure 4.29: Ideal circuit for B field coils.

inputs that can inadvertently rectify high frequency noise on its input into a DC sig-

nal. Due to the use of switching power supplies, the motor’s servo amplifier produces

high frequency switching noise when turned on that is then rectified by the protective

diodes in the INA121 input terminals to give a constant DC output voltage offset,

which then translated into a DC shift in the magnetic field and a corresponding DC

shift in the co-magnetometer’s signal. One way to add (low-pass) filtering with an

instrumentation amplifier like the INA121 while still retaining high CMRR is shown

in Figure 4.29.

In Figure 4.29, the two SPDT switches are controlled by the same analog output

voltage. Consequently, they both switch at the same time, which ensures that the

impedance seen by both the inverting and non-inverting terminal of the INA121 is

always the same. Moreover, this circuit design balances the input voltage offset caused

by the input bias currents so that in theory, resistors larger than 2 MΩ can also be

used. Capacitor C1 in between the input terminals filters out common-mode noise

while capacitors C2 on each input rejects high frequency differential noise. Power
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Figure 4.30: Actual filter and buffer circuit for the magnetic field coils.

bypassing capacitors C3 and C4 placed near the power pins also help filter out noise

from the power lines. We note that the f−3dB frequency for this filter is somewhat

different from the simpler filter in Figure 4.27. Indeed, it is not difficult to show

by applying Kirchoff’s laws and performing some algebra that the magnitude of the

voltage VC1 across the capacitor C1 is49

|VC1| =
Vin√

1 + ω2R2
1 (C2 + 2C1)2

, (4.67)

so that the cut-off frequency is

f−3dB =
1

2πR1 (C2 + 2C1)
. (4.68)

Although the circuit in Figure 4.29 would be ideal, it would require twice the

number of SPDT switches and resistors on the circuit board, which the existing

board could not accommodate. Even though building an entirely new filter circuit

was not difficult, it was moderately laborious and time consuming. Consequently, we

settled for a compromise that worked sufficiently well. The actual circuit used in the

experiment is shown in Figure 4.30.

49We assume an ideal amplifier and that the SPDT switches are connected to the R1 resistors.
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We note that in the actual circuit, a single resistor of 560 Ω is50 placed on the

inverting input instead of having another SPDT switch and the corresponding 2

MΩ/1.5 kΩ resistor due to spatial constraints on the board. Also, only one (ceramic)

power bypassing capacitor is used closed to the pins (there are two larger electrolytic

capacitors that filter the shared power line for all the chips) due again to spatial

constraints.

Analog inputs

In addition to affecting the low-pass filters in the magnetic field circuits, the high fre-

quency switching noise from the motor’s amplifier can also couple to the data acquisi-

tion systems and cause additional noise in the data. To mitigate this, passive low-pass

filters similar to that depicted in Figure 4.29 were added in the electronic breakout

box before the National Instrument programmable gain amplifier (NI-PGIA)51 to fil-

ter out any noise picked up by the cables. Since these data acquisition (DAQ) cards

have only one NI-PGIA, they are unable to perform truly simultaneous measure-

ments of different analog inputs. Rather, they use a multiplexer to quickly connect

the PGIA to different analog input channels. The cross-talk from one physical chan-

nel to another is therefore dependent on the sampling rate and the settling time after

each switch by the multiplexer. Since the passive low-pass filters effectively increases

the source impedance52, it is crucial to choose a resistor that does not drastically

increase the source impedance to the detriment of the settling time in between each

physical channel (and by extension, the amount of cross-talk between distinct phys-

ical channels). A filter with the resistor/capacitor values in Figure 4.31 was used in

50This value was chosen by trial and error to provide sufficient impedance on the inverting terminal
so that there was no visible change in offset when the filter is turned on/off while the motor amplifier
is turned on.

51We use National Instruments M and S series data acquisition cards for data acquisition. Analog
inputs to these cards are all fed to a NI-PGIA before being digitized.

52We note that this will not be a problem if active filters are used. However, building active filters
for the over 30+ channels used in this experiment is prohibitively time consuming. In the end, the
passive filters, chosen appropriately, work sufficiently well.
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Figure 4.31: Low-pass filter used before NI-PGIA.

this experiment, which have a f−3dB ≈ 50 Hz. We note that as in the case of the

INA121, it is important to retain high CMRR by employing a balanced filter. Since

we typically sample at 200 Hz, the filters in Figure 4.31 also act as anti-aliasing filters.

Ground loops

By Faraday’s law of induction, a changing magnetic flux through a loop of wire induces

a voltage along the length of the wire that is proportional to both the rate of change of

magnetic field and the area of the loop. This is frequently a source of much annoyance

when the “loop” is formed by ground connections between different equipment since

high frequency magnetic noise, which is not easily shielded, can then induce voltage

differences on a supposedly common “ground” line that changes over time. Twisted

wire pairs and co-axial cables reduce this coupling by minimizing the relevant loop

area but the area covered by an inadvertent ground loop can be quite significant and

it is therefore important to avoid such loops by making ground connections carefully.

Physically, this implies that each equipment should only be grounded via one source.

In this experiment, the optical table is grounded via a single braid that is screwed

down onto the table on one end and connected to the building ground on the other

end. Equipment placed on the optical table can therefore be grounded either via

their power cables (which is preferable) or by electrical contact with the table. Many
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unintentional ground loop connections are formed when an equipment is grounded

both by its power cable and its contact with the optical table. For example, the

Hinds photoelastic modulator (PEM) optical head is grounded via its connection to

the electronic head. However, it can also be grounded via electrical contact with

the optical table through the optical post used to support it on the optical table. To

avoid this problem, Kapton tape was used to carefully isolate it from the table. Other

prominent equipment that are susceptible to this problem include lasers, photo-diodes

and quadrant photo-diodes. For all of these equipment, a one inch ceramic spacer

was used to electrically isolate them from the optical table. The Edwards vacuum

gauge measuring the vacuum pressure inside the vacuum chamber was another source

of such a ground loop connection since it is grounded both by virtue of its electrical

contact with the optical table through the vacuum chamber and its own power cable.

Since the vacuum pressure is a relatively unimportant measurement for us once the

vacuum chamber has been pumped down, we simply disconnect the vacuum gauge’s

power cable during the experiment to eliminate the ground loop associated with it.

We have also found that the Jewell Instruments tiltmeter used in this experiment can

have a ∼ 4 MΩ connection to the optical table through its legs when it is turned on

that can be mitigated by placing Kapton tape on its legs.

Ground loop connections can also be formed in a data acquisition channel if the

reference line is grounded at both the source/sensor and at one input of the acqui-

sition instrumentation amplifier. To eliminate such loops, the reference line should

be grounded at either the source or at the input of the acquisition instrumentation

amplifier53. Since we typically use differential analog inputs on our NI-DAQ cards to

acquire analog voltages (which means that the reference line is not grounded at the

input of the NI instrumentation amplifier), this implies that most sources should be

grounded on their end. The exception to this is the signal photodiode since its output

53We note that the reference line should not be left floating since in that case, it may float beyond
the amplifier’s rails.
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does not go directly to the NI-DAQ card but is first sent to a SRS 830 DSP lock-in

amplifier for demodulation. The SRS 830 DSP lock-in amplifier’s input configuration

ties the shell of the input cable to ground either via a 10 Ω (ground option) or a 10

kΩ (float option) resistor. Accordingly, the signal photodiode’s reference should be

left floating on its end to avoid a ground loop.

Accidental ground loop connections may also be formed by electrical contact be-

tween copper braids, which are typically used to provide extra shielding for sensitive

cables, and another electrically grounded surface. Ideally, these braids should be cov-

ered with either electrical or Kapton tape to ensure that no such accidental electrical

contact can occur.

During our campaign to remove all ground loops from the experiment, we also

uncovered an unexpected ground loop connection involving the motor, which should

be nominally grounded only via its power cable from the servo motor amplifier. How-

ever, unbeknownst to us (initially), the support frame to which it is attached and

that is suspended from the ceiling was also separately grounded even though it had

no contact, electrical or otherwise, with any objects below. Evidently, one (or more)

of the eight 5/8” bolts that suspend the entire structure from the ceiling is in contact

with a rebar rod in the reinforced concrete ceiling, which is tied to earth ground.

Since the motor and reduction gear are only supported via an adapter plate that is

held by screws from the aluminum support structure, to break this ground loop it

should, in theory, be sufficient to break this electrical connection. However, there was

an additional sneaky electrical connection because the rubber shaft coupler, which

couples the gear to the aluminum drive shaft, turns out to also be conductive. Conse-

quently, to break up this insidious ground loop we had to not only use electrical tape

to insulate the rubber from the aluminum driveshaft, but we also had to insulate
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the adapter plate from the aluminum support structure by placing thin insulating

washers between them54.

Additional shielding

To further suppress the effects of the motor amplifier’s electromagnetic interference,

sensitive cables were equipped with clamp-on ferrite beads to reject high-frequency

common-mode noise and they are shielded with additional tinned copper braids. We

note here that for these braids (or any other conductor used for this purpose) to

provide shielding, they must be grounded on one and only one end. If the braid is

left floating, it simply acts as an antenna that can re-radiate and couple more noise

into the wires it was supposed to shield. If the braid is grounded on two ends, it

forms a ground loop and can cause the same problem. For co-axial cables without an

additional separate shield, it is crucial that the shell is grounded (i.e. the signal is

referenced to ground) to prevent excessive (and strange) noise/interference. However,

this is rarely a problem since most analog inputs have to (as explained above) be

grounded. Analog outputs are also typically referenced to ground so in most cases,

this is not an issue. However, there are instances when the analog outputs are not

referenced to ground and this can lead to unexpected problems.

For example, the NI S series DAQ card used in this experiment (PCI-6154) has

isolated analog outputs, which means that the shell of the co-axial cable can now

be floating if it is also not tied down to ground on the other end. Indeed, this was

exactly what happened when the four analog outputs from the isolated PCI-6154

card were used to control the magnetic field coils. As described above, these analog

outputs were each connected to the differential inputs of a INA121 instrumentation

amplifier for filtering and buffering. However, since the differential inputs of the

54It might perhaps seem easier to simply ground the motor/gear via the ceiling structure and to
break the ground connection between the motor and the amplifier. However, it was important to
directly ground the motor with the amplifier and not doing so can lead to wrong voltage differences
and increased noise, which we observed.
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INA121 were not tied down to ground, the shell of all four co-axial cables from

the isolated PCI-6154 card was inadvertently left floating, which led for a while to

very bizarre, bewildering and amusing behavior. For example, electrostatic charge

accumulated on the human body (for example by standing up from a chair) can

allow a human dancing near the entrance of the laboratory (away from any other

equipment) to affect the co-magnetometer’s signal as charge on the human body shift

the potential of the shell of the co-axial cables, which then result in a (small but

measurable) shift in the currents to the magnetic field coils that is then translated

to a measurable change in the co-magnetometer’s signal. We have confirmed the

electrostatic origin of this spooky action at a distance by checking that the effect

disappears as soon as the human grounds himself and reappears after the human

charges himself by, for instance, rubbing on a piece of plastic55.

In addition to shielding critical wires, electromagnetic interference from the mo-

tor’s amplifier was also mitigated at the source by placing the entire amplifier in a

µ-metal shield that was also grounded to minimize any high frequency switching noise

emanating from the amplifier itself. Nevertheless, the cable running from the ampli-

fier to the servo motor is still capable of radiating high frequency noise. A three-phase

reactor was installed on the output wires (within the µ-metal shield) to mitigate this

effect and a noise filter was also installed on the inputs to the amplifier to reduce any

noise coupling back into the wall power supplies. Finally, all motor related circuitry

was separated from the rest of the experiment; the computer that communicates with

the motor controller does so through an optically isolated DB-9 interface.

55The night this effect was discovered was probably this author’s most amusing night in the
dungeons of Jadwin since it seemed for a while as though he possessed a truly supernatural ability
to change the current in a wire by the mere movement of his body.
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4.5.2 Mechanical contact and vibration

During the course of SMILE, many diagnostic sensors were deployed in the hopes

of detecting systematic effects that the motion/position of the weights may have on

various experimental and environmental parameters, which might in turn induce a

systematic effect on the actual co-magnetometer’s signal. For example, there was

concern that the position of the vacuum chamber might shift ever so slightly due

to either the motion and/or position of the weights. Consequently, Omega’s LD701

series non-contact inductive linear displacement sensors were employed to measure

the position of the vacuum chamber. It was quickly discovered during early test runs

of SMILE that these sensors were measuring a large systematic effect with respect to

the position of the weights.
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Figure 4.32: Correlation measurements from a LD703 non-contact displacement sen-
sor at a motor period of 6 s.

Figure 4.32 shows the correlation of the vacuum can’s position as a function of

the time within a motor period, as analyzed using the procedure outlined in section

4.4.2. During this early phase of testing, we were using a different motor period of 6 s

in which the weights completed their motion in 3 s and waited for 3 s before reversing
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their positions. At first sight, the data in Figure 4.32 seems to be indicating that the

vacuum chamber’s position was very strongly correlated with the position of weights.

Based on the manufacturer’s calibration, a correlation of 80 µV would correspond

to a position correlation of roughly 20 nm, which is small enough to be believable.

However, the cause of this movement seems mysterious since analysis of data from a

tiltmeter mounted on the optical table using the methods described in section 4.4.2,

which has proven capable (see Figure 4.25) of detecting even slight mechanical contact

between the weights and optical table (or parts thereof), yielded null results implying

that there was never any mechanical contact between the weights and the vacuum

chamber.

Even though the mechanical load on the ceiling of the room is by design nominally

the same when the weights are at rest, it is perhaps plausible that to the extent that

the cancellation is imperfect, the position of the weights could still result in a slight

tilt of the optical table. Nevertheless, an overall tilt of the optical table cannot explain

the result in Figure 4.32 since to the degree that the LD701 detector and the vacuum

chamber are both rigidly mounted to the optical table, a overall tilt of the table does

not cause a relative change in position between the vacuum chamber and the LD701

detector. And in any case, the size of the position correlation in Figure 4.32 would

(naively and discounting the fact that both the detector and vacuum chamber are

in fact rigidly mounted on the optical table) have required a tilt correlation of ∼ 20

nrad, which was not detected.

A plain interpretation of the result in Figure 4.32 would suggest that the position

of the weights are somehow capable of warping either the mount holding the LD701

detector or the supports of the vacuum can. The aforementioned tiltmeter is in some

sense a vibration sensor but it has a low bandwidth (around 1 - 2 Hz), which might

obscure higher frequency mechanical noise that could potentially indicate some kind of

mechanical coupling between the weights and objects on the optical table. Therefore,

265



−

+
OP 27

22 MΩ

3 nF

22 MΩ

480 pF

Vin

5 kΩ

687 nF

−

+
OP 27

18.2 kΩ

18.2 kΩ

50 kΩ

20 nF

−

+
OP 27

100 Ω

100 Ω

100 kΩ

Vout

Figure 4.33: Circuit diagram for vibration sensor.

to further investigate the magnitude of any possible mechanical coupling between the

weights and the table, we devised an inexpensive home-built vibration sensor built

around a cantilever piezo film to mount on the optical table.

We used a LDT0 series cantilever piezo film with an added mass at its end for

increased sensitivity. The film has a quoted mechanical resonant frequency at 90 Hz

with f+3dB ∼ 45 Hz, and a capacitance of 480 pF. Figure 4.33 shows the electronic

circuit56 that was employed to read out the charge build-up on the film as a result

of it flexing due to motion/vibration. In Figure 4.33, the piezo film is modeled as

an oscillating voltage source in series with a 480 pF capacitor on the left, which is

56For the sake of brevity, power bypassing capacitors for all of the op-amps are not shown here.
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then connected to a charge amplifier57. The output of the charge amplifier is then fed

to a 2nd order Butterworth low-pass filter with a gain of 10 and a corner frequency

of f−3dB ∼ 45 Hz that was chosen to roughly match the f+3dB of the piezo film’s

mechanical resonance. Finally, the output of the Butterworth filter is passed into an

inverting voltage follower with a gain of 1000 for further amplification.

We tested the vibration sensor to ensure that it was functioning as expected.

Unsurprisingly, the vibration sensor excelled at detecting higher frequency mechanical

noise but was considerably less sensitive compared to the tiltmeter in measuring slow

tilts. Consequently, a sharp knock of the table with a hard, metallic object would

produce a signal in the vibration sensor but not in the tiltmeter whereas a knock with

a softer object like a human hand would produce a signal noticeable on the tiltmeter

but less so in the vibration sensor. We took additional data with the vibration sensor

but data from the vibration sensor also did not indicate anything unusual when the

weights are in motion and it was ultimately unable to explain the results in Figure

4.32.

It turns out that the large correlation observed in Figure 4.32 was a “dirty” effect

that has to do with the LD701’s principle of operation. As mentioned earlier, the

LD701s are inductive linear displacement sensors, which means that they measure

distance to a metal target by measuring the damping (back e.m.f) of a time-changing

magnetic field that a coil inside it produces. In the ideal case, there ought to be

no additional damping of the magnetic field besides that from the target but in the

real world, the presence of other metals in the LD701’s vicinity could contribute

to a false signal. This is particularly problematic in our case since even though the

weight stacks are arguably considerably further away from the sensor compared to the

vacuum chamber, it is nevertheless conceivable that some of the damping the sensor

57We note that the 22 MΩ resistor connected to the inverting input is necessary since a finite
input bias current at that terminal will otherwise eventually saturate the capacitors. The 22 MΩ
resistor at the non-inverting input is there for balancing.
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measures is attributable to the weight stacks, which implies that the sensor would

directly measure a signal that is correlated to the position of the weights through this

unintended coupling. To test this hypothesis, we shielded the sensor from the weights

by mounting and enclosing the sensor in a metallic box so that only its front, which

faces the vacuum chamber, is exposed. Copper tape between the mounting box and

the vacuum chamber further shield the sensor from the presence of the weights and

turned out to be an important additional piece of shielding. The result was dramatic.
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Figure 4.34: Effect of shielding on LD703 non-contact inductive displacement sensors.

Figure 4.34 shows the reduction in measured correlation after the implementation

of the aforementioned shielding. Clearly, the electromagnetic shielding of the LD701s

described above was successful in mitigating the false correlation first depicted in

Figure 4.32. However, we soon became aware of another correlation in the distance

measurements of the LD701 after we increased the motor period from 6 seconds to

10 seconds.

Figure 4.35 shows the magnitude and time-dependence of this new correlation

in the measurements of the LD701 sensor. We note that in Figure 4.35, the motor

moves the weights in 5 seconds and waits for an additional 5 seconds before reversing
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Figure 4.35: Correlation measurements from a shielded LD703 non-contact displace-
ment sensor at a motor period of 10 s

the positions of the weights. Evidently, the time dependence depicted in Figure 4.35

is quite distinct from that shown in Figure 4.32. Indeed, in Figure 4.32, the time

dependence of the correlation closely tracks the position of the weights, which is

consistent with the fact that the correlation originates, albeit in an unintentional

way, from the aluminum plates supporting the Pb weights. On the other hand,

the correlation depicted in Figure 4.35 does not track the position of the weights

since it continues to change long after the weights have come to a rest at 5 seconds.

Together with its reduced magnitude at 15 µV instead of 80 µV, this suggests that

the correlation shown in Figure 4.35 has a different physical origin and is not due to

the sensor unintentionally measuring the position of the weights.

In fact, the time dependence of this new correlation closely resembles the time de-

pendence of a correlation that appeared in the home-built vibration sensor described

above. As Figure 4.36 shows, the correlation from the vibration sensor has a simi-

larly long time constant that continues to change long after the motor has stopped at

5 seconds. We note here that although the vibration sensor was designed to have a

higher bandwidth compared to the tiltmeter, the analysis used to produce Figure 4.36
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Figure 4.36: Correlation measurements of vibration sensor’s DC offset.

effectively averages (see discussion in section 4.4.2) out the ac part of the vibration

sensor’s signal so that we should understand the result in Figure 4.36 as the correla-

tion in the DC offset of the vibration sensor’s signal. The DC offset of the piezo film

can be due to a mechanical force but the slow time dependence depicted in Figure

4.36 makes this possibility unlikely. Rather, the slow time dependence suggests a

thermal origin for the correlation, which the vibration sensor is particularly sensitive

to due to its high electronic gain.

To test if the correlation in Figure 4.36 is thermal in nature, we taped foam

insulation on top of the aluminum box housing the electronics of the vibration sensor

and acquired additional data. As Figure 4.37 demonstrates, there was a significant

decrease in the correlation of the vibration sensor’s DC level after application of the

foam insulation indicating that the cause of the correlation in Figure 4.36 is indeed

thermal in nature.

This suggests that the correlation of the LD701 displacement measurements is also

of thermal origin. Consequently, we started to cover as much of the vacuum chamber

with foam insulation as was feasible given spatial constrains.
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Figure 4.37: Effect of thermal insulation on vibration sensor’s correlation.
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Figure 4.38: Effect of thermal insulation on vacuum chamber.

Figure 4.38 shows how applying thermal insulation to the vacuum chamber affects

the measured correlation of the LD701 non-contact displacement sensor. We note

that the decrease in correlation is not as dramatic as in Figure 4.37 or in Figure 4.34.

Furthermore, a careful look at the measurements after 5 seconds reveal a small but

non-zero correlation that persists after the weights have come to a rest. The residual

correlation is ∼ 2µV, which translates into a displacement correlation of about 0.5
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nm. As we shall discuss in greater detail in the following section, we have measured

a 1 m◦C correlation in temperature difference between the two sides of the vacuum

chamber facing the weight stacks. Given a fractional linear expansion co-efficient of

23.1 × 10−6 per ◦C for aluminum [66], a displacement correlation of 0.5 nm due to

thermal expansion then seems quite plausible since an aluminum sheet with 25 mm

in linear dimensions would expand by ∼ 0.5 nm given an increase of 1 m◦C. Also, we

note that the correlation shown in Figure 4.38 does not cross zero in the middle of

the motor’s motion (at 2.5 seconds) as it does in Figure 4.32 (at 1.5 seconds), which

suggests that this remaining systematic effect is of a different physical origin and is not

due to the sensor measuring the position of the weights through an inductive coupling.

We therefore believe that the remaining systematic effect observed at the end of the

weights’ motion in Figure 4.38 is a real physical effect and is due to imperfect thermal

insulation of the vacuum chamber since there was insufficient clearance to apply any

thermal insulation to the sides of the vacuum chamber facing the weight stacks58,

where they are arguably most needed.

Since we were unable to completely remove this systematic effect, we sought to

quantify it by calibrating the co-magnetometer’s response to a slight displacement of

the vacuum chamber. This calibration was accomplished by pushing on the vacuum

chamber with a spring and measuring the signal of both the co-magnetometer and

the LD701 non-contact displacement sensor. The magnitude of this systematic effect

can then be constrained by measuring the actual displacement of the chamber during

the experiment.

58We note that this lack of clearance was intentional in the design of SMILE since it was desirable
to have the weights as close to the co-magnetometer as experimentally feasible given constrains such
as magnetic shielding.
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Figure 4.39: Circuit diagram of vacuum can temperature sensors.

4.5.3 Temperature gradient

As discussed in the previous section, placing foam insulation around the vacuum

chamber aided in reducing the correlation of its position with the position of the

weights as measured by the LD701 non-contact linear displacement sensors. This

strongly suggests that the origin of the vacuum chamber’s motion is due to a temper-

ature difference between different sides of it. To investigate this further, we placed

two 10 kΩ RTD on either side of the vacuum can facing the weight stacks. Since the

effect is expected to be small, we utilized the Wheatstone bridge circuit in Figure

4.39 to eliminate common mode drifts and noise between either RTD.

To account for variations in resistances, the circuit in Figure 4.39 was tuned by

placing the two RTDs, R3 and R4, together in a cup of melting ice. The potentiometer

R2 was then tuned to zero out the voltage difference V1−V2. During the experiment,

V1, V2 and V1 − V2 were measured. It is easy to show that given V1 and V2, the

resistance R3 and R4 are
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R3 = − R1R5V1

R1 (V1 − V2)−R5 (Vs − V1)

R4 =
R2R5V2

R2 (V1 − V2) +R5 (Vs − V2)
. (4.69)

The nominal values of the R1, R2, R5 and Vs are shown in Figure 4.39. A rough

calibration to temperature units may be accomplished using the nominal values of the

components and equations (4.69), and taking the temperature coefficient of resistance

of the platinum RTDs to be α = 0.00385 Ω/Ω/◦C (the ASTM standard).
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Figure 4.40: Measured correlation of temperature difference between the two sides of
the vacuum chamber.

Figure 4.40 shows the measured correlation in the temperature difference between

the two sides of the vacuum chamber facing the weight stacks. We note that it has

a long time constant like the correlation of the vacuum chamber’s position in Figure

4.35. Also, it has a magnitude of about 1 m◦C, which as argued in the preceding

section, is sufficient to explain a positional shift of the vacuum chamber by 0.5 nm due

to thermal expansion. There could be various causes for this correlated temperature

gradient to develop including differential cooling from the motion of the air when
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the weights are moved and/or decreased volume of air that restricts heat loss via

convection on one side of the vacuum chamber when one weight is close to it, and/or

changes in black body radiation gain/loss that depends on the position of the weights.

Clearly, there are a number of possibilities and it is not immediately obvious what

is the mechanism(s) responsible for the observed temperature gradient correlation.

This is an unexpected systematic effect that we did not anticipate during the design

of SMILE and will have to be addressed in future versions of SMILE.

4.5.4 Changes in ambient light

Besides the correlations observed in the vacuum chamber’s position, we also observed

a remnant non-zero correlation in the intensity of the probe laser as measured by

a quadrant photo-diode before the beam entered the vacuum chamber. Figure 4.41

shows a correlation of ∼ 3 µV after the weights have come to a stop. We note

that the time dependence of the correlation depicted in Figure 4.41 is reminiscent of

Figure 4.32 since the correlation here also tracks the position of the weights in that

it switches between one level to another during the first 5 seconds while the weights

are in motion and then remains at that level for the next 5 seconds while the weights

are at rest.

Even though the optical enclosures are all covered with blackout fabric and the

room lights are turned off during data taking, the time dependence of the correlation

in Figure 4.41 suggests that it might be due to changes in the remnant ambient light

as the weights alternately reverse positions. After all, if the probe laser’s intensity was

truly changing, one might expect the peak correlation to occur during the acceleration

of the weights when there is the largest amount of mechanical and electromagnetic

noise. To check if the correlation in Figure 4.41 is due to changes in the ambient light

as a result of the weights’ changing positions, we performed a test run in which the

weights were moved as usual but the probe laser was turned off so that any measured
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Figure 4.41: Measured correlation of probe intensity from quadrant photo-diode be-
fore the vacuum chamber.

correlation would be due only59 to changes in the ambient room light. It typically

requires a fairly long time of integration to achieve the level of uncertainty in Figure

4.41, especially since the signal of the quadrant photo-diode in Figure 4.41 is acquired

using a NI-DAQ card with ∼ 0.3 mV of resolution and there is additional noise from

the probe beam. We have therefore, for the sake of expedience, used a Keithley 7510

DMM with 7 digits of precision to acquire the quadrant photo-diode’s signal during

this test run.

Figure 4.42 shows the result of this test run. We note that the correlation measured

during the test run with the probe laser off and acquired using the DMM7510 has

the same time dependence as the correlation measured during the SMILE run and

acquired with a NI-DAQ card. However, the measured correlation of the test run is

somewhat smaller than in the SMILE run and subtracting the background correlation

(the test case) from the correlation in the SMILE run yields Figure 4.43, where there

is arguably still a faint trace of a correlation at the end of the motor’s motion.

59Technically, it could also be due to some electronic effect but that seems unlikely given the time
dependence of the correlation.
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Figure 4.42: Measured correlation due to ambient light.

−4

−2

0

2

4

0 1 2 3 4 5 6 7 8 9 10

P
ro

b
e

In
te

n
si

ty
C

or
re

la
ti

on
(µ

V
)

Time in motor period (s)

Background subtracted

Figure 4.43: Measured correlation of probe intensity after background subtraction.

Nevertheless, we do not believe that this is real (in the sense that it stems from a

real fluctuation of the probe beam intensity during the SMILE run) for a number of

reasons. Firstly, the fact that both the background and actual SMILE run have the

same time dependence for the correlation of the probe beam intensity (as measured

from that particular quadrant photo-diode) suggest that the correlation measured

during the SMILE run is due to changes in the ambient room light. Secondly, although
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the measured correlation during the background run is somewhat smaller than during

the actual SMILE run, this can be easily attributed to the difference in accuracy of

the calibration of the Keithley DMM 7510 and NI-DAQ card, which is older and

probably has a less accurate calibration compared to the Keithley DMM.

In any case, even if the remaining correlation is real and is due to real correlations

of the probe beam intensity, it is too small to seriously affect the final results for

SMILE. We may calibrate the effect of a real fluctuation of the probe beam’s intensity

on the co-magnetometer’s signal by deliberately modulating the probe laser’s current

and measuring the response in both the co-magnetometer and the quadrant photo-

diode. Applying this calibration to the “remnant” correlation in Figure 4.43 yields

a correlation of about 20 aT whereas the final statistical uncertainty of SMILE is 70

aT. Perhaps more importantly, other sensors that also measure the intensity of the

probe laser such as another quadrant photo-diode located after the vacuum chamber

and the second harmonic of the lock-in’s input signal did not register any significant

correlation. Indeed, the final correlation measurement of the probe beam’s intensity

from that other quadrant photo-diode was −7± 6 aT. Consequently, we feel justified

in ignoring the small “correlation” observed in this particular quadrant photo-diode.

4.6 Constraining Anomalous Spin-Mass Couplings

We present here the final results of SMILE and derive their constrains on anoma-

lous spin-mass couplings of unpolarized fermions to (spin) polarized neutrons and

electrons. As discussed in section 4.3, we search for a correlation between the co-

magnetometer’s signal and the position of the weights. More specifically, during the

SMILE data runs, the motor move the weights in 5 seconds and waits for another 5

seconds before reversing their position. For the final analysis of SMILE, we measured

the correlation of the signal with the position of the weights during the last 2 seconds
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Figure 4.44: Measured correlation of co-magnetometer’s signal for different SMILE
runs.

of the waiting period to let any transients die away. The correlation during the last

two seconds of the waiting period is then calculated using the string analysis method

detailed in section 4.4.1. As explained at the end of section 4.3, SMILE was ran in

two magnetic field configurations, B+ and B−, to cancel out spurious effects that

do not couple to the spins of the atoms. Figure 4.44 shows the result of 5 data runs

with different B field configurations. B− runs are denoted with red triangles point-

ing down while B+ runs are denoted with blue triangles pointing up. The weighted

average is given by the green square point. For 4 degrees of freedom, the χ̃2 is 0.73.

Estimates of systematic effects may also be obtained by measuring the correlations

of various other experimental parameters during the same last two seconds of the mo-

tor’s waiting period and then multiplying them by an appropriate calibration factor.

The calibration factor measures the sensitivity of the co-magnetometer’s signal to an

experimental parameter and may be measured by applying an appropriate excita-

tion and then measuring the response from both the co-magnetometer and the sensor

monitoring the parameter. For example, the sensitivity of the co-magnetometer to

external B field was measured as discussed in section 4.2.4 and its sensitivity to the
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position of the vacuum chamber may be calibrated as discussed at the end of section

4.5.2. Similarly, the co-magnetometer’s sensitivity to the position and intensity of

the laser beams may be calibrated by respectively moving the beams with a piezo

mirror and modulating the laser current while observing both the co-magnetometer

and quadrant photo-diode’s response. Table 4.2 delineates the measured calibrated

correlations from various experimental parameters as well as the correlation from the

co-magnetometer signal in both the B+ and B− configurations followed by the final

weighted average co-magnetometer correlation of all the runs in both configurations.

Experimental parameter Calibrated Correlation (aT)
Pump position X 2± 4
Pump position Y −12± 7
Pump intensity 2± 5

Fluxgate Bx −0.24± 0.02
Fluxgate By 0.03± 0.01
Fluxgate Bz −0.19± 0.03

Oven heater output −1± 1
Vacuum chamber position −13± 13
Pump glass tube position 2± 2

Probe position X −12± 9
Probe position Y −3± 6
Probe intensity −7± 6

Rotation Ωx 1± 1
Rotation Ωy 0.1± 0.7

Total −41± 20

Signal (B+) −5± 100
Signal (B−) 70± 100

Signal 32± 70

Table 4.2: Summary of measured correlations in the signal and other calibrated sen-
sors.

In addition to the experimental parameters listed in Table 4.2, we also measured

various other parameters that were not calibrated in the manner described above.

Nevertheless, we present them in Table 4.3 for completeness. We note that “oven

analog control” in Table 4.3 is not the same parameter as “oven heater output” in

Table 4.2. “Oven heater output” refers to the de-modulated amplitude of the actual

AC heating waveform going into the oven whereas “oven analog control” refers to the

control voltage that the temperature controller sends into the oven’s power amplifier.
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Experimental parameter Correlation
Signal 2nd harmonic 5± 3 µV

Pump intensity set point 50± 60 nV
Vibration DC offset 125± 25 µV

Optics air temperature 0.04± 1 µV
Oven analog control 3± 3 µV
AOM control voltage −3.7± 1.5 µV
Optical table height 200± 150 nV

Vacuum chamber temperature gradient 1± 0.009 m◦C

Table 4.3: Summary of measured correlations in other non-calibrated sensors.

We also note that two parameters in Table 4.3 show a clear correlation with the

position of the weights: the vibration DC offset and the vacuum chamber’s tempera-

ture gradient. The measurement of the vacuum chamber’s temperature gradient and

its potential causes were discussed in section 4.5.3, and as explained in section 4.5.2,

the vibration sensor’s DC offset is due to a correlation of its electronics’ temperature

with the position of the weights. Since the systematic effects from the various param-

eters listed in Table 4.2 should be independent, their uncertainties may be combined

in quadrature to give an estimate of the overall systematic uncertainty. Moreover,

as Table 4.2 shows, the final calibrated correlations of these experimental parameters

are not statistically significant and we therefore do not use them to correct the final

correlation from the co-magnetometer’s signal. Accordingly, we quote as the final

result,

βn − βe < (32± 70stat ± 20syst) aT,

which gives an upper limit |βe,n| < 155 aT at 95% C.L.

If we make the typical assumption that the coupling to unpolarized fermions gNs is

the same for neutrons and protons and is zero for electrons in the unpolarized mass,

then we may, barring accidentally cancellation of βe and βn, derive constraints on

gnp g
N
s from these limits by noting that the neutron is 87% polarized in 3He [212, 213],

which implies that we may set

µ3Heβ
n > gnp g

N
s 0.87A, (4.70)
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where µ3He is the magnetic dipole moment of 3He and A is the numerical factor from

the integration of (1.35) over all the nucleons in the Pb mass. Similarly, we may write

µBβ
e > gepg

N
s A, (4.71)

where µB is the Bohr magneton, to derive the limits on gepg
N
s . Figure 4.45 shows

the new constraints that this work places on gnp g
N
s . We note that in Figure 4.45, the

limits in [48, 50] were multiplied by 2 to obtain a 95% CL while those from [51] was

extrapolated by integrating over the Earth’s mass density for heavier axions. [214]

uses astrophysical constraints to limit gnp and the solid red line (1) in Figure 4.45

represents the constraints set by SMILE.
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Figure 4.45: Constraints (95% CL) on gnp g
N
s for the neutron.

Similarly, Figure 4.46 shows the new limits that SMILE places on gepg
N
s for the

electron. As before, the solid red line (1) represents the results of this work and the

limits in [50] were multiplied by 2 to obtain a 95% CL while those from [214] uses

astrophysical observations.
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Figure 4.46: Constraints (95% CL) on gepg
N
s for the electron.

Our results represent, by an order of magnitude, the most stringent laboratory

limits on gnp g
N
s for axion-like particles (ALP) with masses lighter than 3 × 10−6 eV,

although we note that for much lighter ALP masses (∼< 10−9 eV), additional con-

straints can be derived from experiments using the Earth as a source mass [51, 216].
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Chapter 5

Pulsed Co-magnetometer

In chapter 3, we introduced the continuously pumped1 co-magnetometer and showed

in section 3.1 that at the compensation point, it has a suppressed response to ordi-

nary B fields while retaining first order sensitivity to anomalous fields. Moreover,

as we demonstrate in section 3.3 and 4.2.4, the CW co-magnetometer also has a

suppressed response to slow changes in B. However, the Achilles’ heel of the CW

co-magnetometer is that although it has suppressed response to B fields at the com-

pensation point, deflections of the pump and probe beam still nevertheless, as a

cursory glance at (3.30) confirms, affects its signal at the same level as an anomalous

field. Physically, we may understand this as a geometric effect since at the compen-

sation point, the alkali atoms are in a low B field environment and they are therefore,

to a good approximation, polarized along the direction of the pump beam. Since

the probe beam measures the x projection of the alkali’s electronic polarization, any

projections of the pump beam in the x direction will appear as an un-suppressed first

order term in the co-magnetometer’s signal. The CW co-magnetometer’s first order

sensitivity to pump and probe beam deflections typically limits its low frequency sen-

sitivity as was the case in SMILE (see section 4.2.6) and has long been a bane to

achieving better sensitivities at low frequencies.

1We shall also for brevity refer to this as the CW co-magnetometer.
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The pulsed co-magnetometer however, has the potential to overcome these limita-

tions of the CW co-magnetometer and enable a whole new generation of alkali-noble

gas co-magnetometer that is capable of achieving significantly better low frequency

sensitivity. Since the pump beam affects the co-magnetometer’s signal at leading

order, the simplest solution would be to turn it off. However, since we need to spin

polarize the atoms, we cannot afford to have it off all the time. Consequently, the

compromise is to pump the atoms with short intense pulses and then to watch them

decay in the dark with a weak probe beam. Nevertheless, there remains the problem

of interpreting the decay and extracting useful information from it. Obviously, our

steady state treatment of the CW co-magnetometer in section 3.1 will be of no avail

here and in fact, the Bloch equation (2.361) that describes the macroscopic polar-

ization of the alkali atoms is somewhat less valid in this case since the polarization

of the alkali atoms will vary significantly during the decay and consequently, the

slowing down factor Q, which is assumed constant in (2.361), will also vary2. In the

sections below, we shall numerically investigate several properties of the pulsed co-

magnetometer but it is helpful to first gain an intuitive understanding of the pulsed

co-magnetometer’s signal.

As in the CW co-magnetometer, the spin orientation of the alkali atoms is read out

via optical rotation of a linearly polarized off-resonant probe beam and the signal of

the pulsed co-magnetometer is therefore proportional to the x projection of the alkali’s

electronic polarization. If the pump beam is exactly co-linear with the ambient B

field, the atom’s spin polarization will simply decay along the B field’s direction

without precessing during the dark period. If in addition the probe beam is exactly

orthogonal to the pump beam/B field, then there will be zero signal. However, if the

probe is misaligned with the pump/B field so that its inner product with them is

2This is less of a problem for the CW co-magnetometer since it’s polarization is relatively constant
during operation and so the slowing down factor can quite reasonably be taken to be constant.
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non-zero, then one would observe an almost3 exponentially decaying signal. Suppose

now that the probe beam is orthogonal to the B field but there is a misalignment

between the pump beam and the B field. Since the pump beam is not aligned with

the B field, the spin polarization of the alkali atoms will not be co-linear with the B

field and consequently, when the pump beam turns off, the spins will precess about

the B field. In this case, the signal will be an decaying (due to the spins’ transverse

relaxation) oscillation. In the most general case, the probe beam will not be exactly

orthogonal to the B field and consequently, the signal will also contain an (almost)

exponentially decaying term on top of the decaying oscillation. We therefore expect

a decay signal of the form

P e
x(t) ∝ S(t) = e−t/T2 [A sin(2πft+ φ) +D cos(2πft+ φ)] +Be−t/T1 + C, (5.1)

where we have included a constant offset C here to take into account a possible DC

offset from the optical rotation signal. A,D,B,C, T1 and T2 are in general all fit

parameters while φ is a fixed phase that the user provides.
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Figure 5.1: Fit of decay signal in a pulsed co-magnetometer.

3It’s technically only exponential at late time due to the non-constant slowing down factor.
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Figure 5.1 shows an example of a typical pump and decay signal from the pulsed

co-magnetometer. The pump intensity (red dash-dot) turns on for 6 ms before turning

off for 30 ms during which the spins precess and decay. The orange line is a fit of

(5.1) to the lock-in amplifier’s output (blue dots). Note that to prevent the lock-in

amplifier from over-loading during the pump phase, we gate its input so that it only

sees a constant DC signal when the pump is on, which explains the signal’s zero value

during the pump phase. After the pump turns off, the lock-in amplifier receives the

the signal from the photodiode and we wait for ∼ 2 ms before fitting (5.1) to the

data. As Figure 5.1 shows, the decay is fairly well described by (5.1) although we

note that there is an observable change in the signal’s frequency at the end of the

decay due to the changing slowing down factor which is not described by (5.1).

From the discussion above, it is evident tha misalignments between the pump

and B field will result in an oscillating decay. Similarly, anomalous fields, which

will serve to misalign the effective B field away from the pump beam, will also re-

sult in an oscillating decay. The signal of interest in the pulsed co-magnetometer is

therefore its oscillating decay component. In the CW co-magnetometer, we defined

a compensation field Bc = −Be − Bn that is the sum of the alkali and noble gas’

effective magnetization and showed that the co-magnetometer exhibits suppression

of B fields at that particular value of Bz. We expect that to be true of the pulsed

co-magnetometer as well except that in this case, Be is the average alkali effective

magnetization over a pump and decay period. This has important implications for

the choice of alkali/noble gas species in the pulsed co-magnetometer. Since the signal

of interest in the pulsed co-magnetometer is the oscillating component of the decay, it

is critical that the frequency of the oscillations is sufficiently rapid so that there are at

least a few cycles of oscillations within the decay time. However, the frequency of the

oscillations at the compensation point is determined by the magnitude of the alkali’s

effective magnetization |Be| and consequently, we need an alkali-noble gas pair with
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a sufficiently large contact interaction so that there are a few oscillations during the

decay time4. It turns out that the contact interaction between K and 3He is too small

but Rb and 21Ne, which as Table 2.3 shows has a contact interaction ∼ 5 times larger

than K and 3He, will suffice. Accordingly, although a Rb-21Ne co-magnetometer is

somewhat less sensitive compared to K-3He because of Rb’s faster relaxation, we work

with Rb-21Ne in the rest of this chapter on the pulsed co-magnetometer.

5.1 Density Matrix Simulations

To further investigate the properties of the pulsed co-magnetometer, we turn now

to numerical simulations. We begin by noting that the use of 21Ne introduces a few

complications. Firstly, as discussed briefly in section 2.9, the pre-dominant relaxation

of the K = 3/2, 21Ne is due to the interaction of its quadrupole moments with induced

electric fields during collisions with other atoms. Consequently, its relaxation rate is

determined by the number density of the surrounding buffer gas, which in this case

is predominantly Ne itself. Ghosh and Romalis have experimentally measured the T1

of Ne to scale as [95]

T1 =
214± 10

n
min, (5.2)

where n here is the number density in amagat. Secondly, the higher nuclear spin of

21Ne compared to 3He invalidates the spin-exchange rate equation with alkali atoms

found in (2.350) by interchanging S↔ K. Rather, from [116] and [95] we expect the

polarization of 21Ne to evolve as

dPn

dt
= γn

(
B + λMeP

e + βn +
Ω

γn

)
×Pn +Rne

se

(
ε(K,P n)S

K
Pe −Pn

)
−Rn

sdP
n,

(5.3)

4We note that Be depends also on the density of alkali atoms so going to higher temperatures
will also help. However, there is a limit to how high the temperature can be raised before the alkali
atoms start attacking the glass cell.
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where S = 1/2 and K = 3/2 is the electron and noble gas spin respectively, and

ε(K,P n) is the paramagnetic coefficient as defined in (2.115), except that K and P n

are now the spin and polarization of 21Ne. Compared with (2.356), the main difference

here is the presence of the paramagnetic coefficient ε, which is here a measure of how

efficiently the noble gas atom with spin K depolarize/polarize the alkali atoms with

electronic spin S [75]. As we noted above, the Bloch equations in (2.361) for the alkali

atom will be quantitatively wrong since it assumes a constant slowing down factor.

This assumption is true to an excellent approximation in the CW co-magnetometer

since the bulk of its polarization is longitudinal and constant. However, in the case of

the pulsed co-magnetometer where the alkali polarization will vary significantly during

each pump and decay cycle, it is best to model its dynamics using a density matrix

formulation that will accurately take into account the changing slowing down factors.

One key distinction between the pulsed co-magnetometer and its CW counterpart is

that in the pulsed co-magnetometer, we aim to fully polarize all of the alkali atoms

during the short intense pulses. In the CW co-magnetometer, fully polarizing the

atoms will result in poor sensitivity to anomalous fields since the spin orientation of

the atoms will then be mostly dominated by the pump beam. However, this is no

longer a problem in the pulsed co-magnetometer since the atoms will precess freely

in the dark during the measuring interval. A corollary of this is that in the pulsed

co-magnetometer, there should ideally be no polarization gradient (except near the

walls) since all of the atoms in the bulk are fully polarized during the pump pulses.

Consequently, there is no need for hybrid pumping. We therefore pump the alkali
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atoms directly and model them with the density matrix equation

dρi

dt
=

1

i~
[H̃ + δEse − 2Emsm · S− 2Epsp · S, ρ] +Rm(φi(1 + 2sm · S)− ρi)

+Rp(φ
i(1 + 2sp · S)− ρi) +Ri

sd(φ
i − ρi) +Ren

se (φi(1 + 4 〈K〉 · S)− ρi)

+
∑
j

Rij
ex(φ

i(1 + 4
〈
Si
〉
· S)− ρi), (5.4)

where we have set qm,p = 2sm,p for D1 pumping and all the terms are as described

in (2.357) and (2.358). We have retained the superscript i here since in natural

abundance Rb, which we used in one of our cells, there is a significant amount of

both 85Rb with I = 5/2 and 87Rb with I = 3/2. Consequently, we include both

species (labeled by the superscript i) to take into account their different slowing

down factors. We note that to be fully accurate there should be a correction in the

Ren
se term corresponding to the ε factor in (5.3). However, we have for simplicity

omitted that correction in these simulations. We note that in general the inclusion

of that correction will modify how effectively the noble gas depolarizes the alkali

atoms via spin-exchange collisions and its absence will therefore have the effect of

underestimating the alkali’s spin relaxation.

Simulating the density matrix equations (5.4) can be quite computationally ex-

pensive, especially since the full system has 8× 8 + 12× 12 = 208 complex elements

and the ground-state hyperfine constant is in the GHz range, which will necessitate

a very small integration time step. However, since we are interested in the behavior

of the system at much longer time scales, and the density matrix elements that are

off-diagonal in F will be oscillating at hyperfine frequencies, we may regard them as

effectively averaged to zero. Consequently, we follow [217] and set the off-diagonal

terms in F to zero. We have verified that there is no discrepancy in the behavior of

the system at our time scales of interest when this major simplification is used.
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Simulations in this chapter were all performed in Python since its object-oriented

structure made it significantly easier to construct modular and re-usable code. For

example, an alkali atom class can be defined just once and different instances of the

class corresponding to different alkali atoms containing all the necessary member spin

operators relevant to it can be easily generated later on. Using Python also allows us

to easily re-use a set of fitting routines written in C to automatically fit the decays to

(5.1). As we will discuss in more detail later, these routines were first developed and

written in C to allow LabVIEW to fit the measured decays in real-time and has been

indispensable in allowing us to interact with the system in real-time. By using the

same fit routines in the simulations as in the experiment, we eliminate one possible

source of artificial discrepancy between the both of them. More practically, this

makes maintaining all the various codes much easier since there is less unnecessary

duplication and more portability. Git was used to help with version control of bug fixes

and upgrades while PyTables was used to organize most of the simulation results in a

hdf5 file so that simulation parameters and results can be stored and viewed together.

Although (5.4) is a differential equation of the density matrix, we have followed [75]

in converting it into a Liouville vector, which has allowed us to easily use standard

ODE solvers in SciPy.

5.1.1 Suppression of pump beam deflections

One of the prime motivation behind the pulsed co-magnetometer is the hope that it

will provide some suppression to misalignment of the pump beam. Since the pump

beam is off during the dark measuring period, it might seem at first sight that all

dependence on the pump beam should be removed from the pulsed co-magnetometer.

However, this is an oversimplification since the system retains a “memory” of the

pump beam’s direction that is imprinted in the alkali’s initial spin orientation before

they decay. Indeed, unless the pump beam is exactly co-linear with the B field, the
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alkali atoms will in general freely precess around the B field during the dark period.

Nevertheless, we can still expect some suppression due to the noble gas. Consider a

pump beam misalignment away from the B field. The beam’s misalignment polarizes

the alkali atoms away from the B field, which then creates a transverse effective field

for the noble gas atoms in the opposite direction5. The rotation of the total field

the noble gas experiences causes them to orient away from the alkali, which in turn

causes a transverse effective field for the alkali atoms. This effective field rotates the

total B field the alkali experiences closer to its polarization orientation, which reduces

the amplitude of its oscillating decay. Notice that while the noble gas’ polarization

will also re-orient in a similar manner in the CW co-magnetometer, its re-orientation

does not cause the alkali to re-align back to it’s original orientation and the effect

of a pump misalignment is therefore not suppressed. On the other hand, since the

signal of interest in the pulsed co-magnetometer is the oscillating part of the decay,

the field’s re-orientation does suppress the effect of a pump misalignment by reducing

the amplitude of the oscillations.
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Figure 5.2: Total oscillation amplitude after a pump beam misalignment in the y-
direction.

5It’s opposite since the g-factor is negative.

292



We may verify this by numerically solving the coupled differential equations (5.4)

and (5.3) for a fixed pump beam misalignment of 0.1◦ in the y direction while scan-

ning Bz and fitting the decay to (5.1) after the system reaches steady state from

the excitation of the misalignment. Figure 5.2 shows the total oscillation amplitude

(
√
A2 +D2 from (5.1)) as a function of Bz detuning from the expected compensa-

tion point Bc = −Bn − 〈Be〉, where by 〈Be〉 we mean here the average of Be over a

pump/decay cycle. As the orange dash-dot line in Figure 5.2 shows, there is a clear

dip in the magnitude of the oscillations at the compensation point due to a pump

beam misalignment. It is interesting to compare this with the case where this is no

noble gas. To make this a fair comparison, the applied B field has to be reduced to

ensure that the alkali atoms see |B| = Be at zero detuning in both cases. As the blue

line depicts, there is, as expected, no suppression of the pump beam misalignment in

this case.
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Figure 5.3: Pulsed co-magnetometer suppression of pump beam misalignment in the
y-direction.

We may define the pulsed co-magnetometer’s suppression to pump beam mis-

alignment as the ratio of the oscillation amplitude in a pulsed magnetometer (i.e.

no noble gas) to that of a pulsed co-magnetometer. Dividing the blue line with the
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orange dash-dot line yields Figure 5.3, which shows that the pulsed co-magnetometer

has a suppression of ∼ 10 for the parameters used in the simulation. As mentioned

above, we used natural abundance Rb here with rates Rnp = Rm + Re
sd + Ren

se = 493

/s and Rp = 4434 /s so that the maximum Rb polarization is about 90%. |Bn| was

4.52 mGs and |Be| was 285 µGs, corresponding to an average (over a full pump/decay

cycle) polarization of 2.43 % and 36.7 % respectively. The average polarization of the

alkali during the dark period is slightly lower at 28.6%. We note that the HWHM of

the suppression curve is ∼ Rnp/(Qγe) ≈ 16 µGs, for a Q of 10.

5.1.2 Suppression of magnetic fields

Besides suppressing pump beam deflections, we expect that the pulsed co-

magnetometer, like the CW co-magnetometer, will be capable of suppressing B

fields as well. As in the preceding section, we have verified this numerically with the

same simulation parameters as in section 5.1.1 but without any pump beam misalign-

ment. Rather, we deliberately apply a By field of 10 µGs and scan the Bz field across

the expected compensation point. In the CW co-magnetometer, the suppression of

B fields is compared relative to the (first-order) response of the co-magnetometer to

an anomalous field. Accordingly, we compare the pulsed co-magnetometer’s response

to a By and βny field of the same magnitude (10 µGs) in Figure 5.4. In order to not

obscure details from each response, the pulsed co-magnetometer’s total oscillation

amplitude (
√
A2 +D2 from (5.1)) response to βny field (blue line) is plotted on the

left axis while its response to By field (orange dash-dot) is plotted on the right

axis. It is interesting to note that the pulsed co-magnetometer’s peak sensitivity to

anomalous fields does not exactly coincide with maximal suppression of By fields and

that it increases for positive Bz detuning. We will discuss this more fully in section

5.1.3 but for now, we note that there is indeed maximal suppression of By fields at

the compensation point as expected.
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Figure 5.4: Total oscillation amplitude due to a By field.
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Figure 5.5: Pulsed co-magnetometer’s suppression of By fields.

Figure 5.5 shows the pulsed co-magnetometer’s suppression to By fields (blue

crosses), which we have defined here as the ratio βny /By. We may compare this to the

suppression of By fields in the CW co-magnetometer. From (3.30), the ratio of the CW

co-magnetometer’s steady state response to βny and By is simply Bn/Bz, where Bz is

the detuning of the longitudinal magnetic field away from the compensation point. As

in section 5.1.1, Bn in the simulation here is 4.52 mGs. Dividing this by the (absolute)
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Bz detuning over a partial range of Figure 5.5 yields the orange CW curve, which

shows good agreement with the pulsed co-magnetometer’s suppression. We note that

the agreement becomes significantly worst at smaller (absolute) Bz detuning since

the simple expression Bn/Bz would naively predict infinite suppression whereas the

pulsed co-magnetometer simulations obviously predict a finite suppression. This is

not surprising since there are higher order terms in (3.30) that we have left out (such

as terms due to spin-exchange between the alkali and noble gas atoms) that will give

the CW co-magnetometer a small but non-zero By response even at zero Bz detuning.

It is interesting to note that for the same simulation parameters, the pulsed co-

magnetometer exhibits significantly more suppression to By compared to pump beam

misalignments in the y-direction. We believe that this is not an accident since there

are subtle differences in the suppression mechanisms of the two cases. In the case of B

field suppression, the noble gas reacts directly to the change in B and moves to orient

itself parallel to the new B field. In doing so, its effective magnetic field cancels out

part of the change in B that the alkali atoms would have otherwise experienced and

consequently, the co-magnetometer’s response to B is suppressed. On the other hand,

in the case of pump suppression, the noble gas reacts to the change of the effective

magnetization from the alkali atoms and it suppresses the oscillation by rotating the

total effective B that the alkali atoms experiences to align with the pump beam.

5.1.3 Simultaneous dual axis sensitivity

In the CW co-magnetometer, we are as (3.30) shows, primarily only sensitive to

anomalous coupling fields in the y direction. Physically, this is not surprising since

the probe beam is only sensitive to P e
x , the projection of the alkali polarization in the

x direction, which is exactly the direction that an anomalous field in the y direction

will tilt the alkali spins in. It is however, not sensitive to anomalous coupling fields

in the x direction since they cause the spins to tilt in the y direction, which the
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probe beam cannot detect. In the pulsed co-magnetometer, the probe beam is also

only sensitive to P e
x . Nevertheless, there is a subtle difference since in the pulsed

co-magnetometer, the signal consist of the oscillation amplitude of the precessing

alkali polarization during the dark period. If the B field is exactly aligned with the

pump beam, then the magnitude of those oscillations is a measure of how much the

anomalous coupling fields tilt the effective B field of the alkali atoms away from the

pump beam. But since an anomalous field in the x direction can cause a misalignment

as well as an anomalous field in the y direction, we expect that in contrast to the CW

co-magnetometer, the pulsed co-magnetometer will exhibit first order sensitivity to

anomalous fields in both the x and y directions.
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Figure 5.6: Sensitivity of the pulsed co-magnetometer to βnx and βny as a function of
Bz detuning.

Figure 5.6 shows the simulated magnitude of the oscillations due (separately)

to an applied βnx and βny of 10 µGs and demonstrates that there is no significant

difference in the pulsed co-magnetometer’s response to anomalous fields in the x

or y directions. The simulation parameters used here are the same as in section

5.1.1. We may also compare the pulsed co-magnetometer’s sensitivity to βnx and

βny fields with the CW co-magnetometer’s sensitivity to βny fields as a function of
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Bz detuning. As explained at the beginning of this chapter, the signal of interest

in the pulsed co-magnetometer is in the amplitude of the oscillations whereas in

the CW co-magnetometer, the signal of interest is simply the steady state value of

P e
x given by (3.30). We may therefore compare the magnitude of the pulsed co-

magnetometer’s oscillations to the CW co-magnetometer’s response given in (3.30)

due to an anomalous field βny = 10 µGs. In Figure 5.6, we also show calculations of

the CW co-magnetometer’s response given the same Rnp = 493 /s relaxation rates

of the pulsed co-magnetometer’s simulations. The green dash-dot line shows the CW

co-magnetometer’s response to βny = 10 µGs with a longitudinal alkali polarization

P e
0 of 28.6%, which corresponds to the average alkali polarization of the pulsed co-

magnetometer (in the simulations of Figure 5.6) during the dark measuring period,

while the red dashed line shows the CW co-magnetometer’s response with an optimum

(see section 3.2) longitudinal alkali polarization of 50%. Evidently, the green dash-

dot line corresponding to calculations using the average alkali polarization of the

pulsed co-magnetometer during the dark, measuring period is a better match to the

simulated magnitude of the oscillations of the pulsed co-magnetometer at zero Bz

detuning.

It is interesting to note that in the CW co-magnetometer, the sensitivity to anoma-

lous fields is maximal at the compensation point and falls off as 1/(Re 2
tot + γ2

eB
2
z ) per

(3.30) whereas in the case of the pulsed co-magnetometer, the sensitivity to anomalous

fields seem to increase at positive Bz detuning away from the compensation point,

which corresponds in the simulations of Figure 5.6, to a smaller longitudinal B field

for the atoms. This has two important implications for the pulsed co-magnetometer.

Firstly, positive detuning of Bz in this case reduces the frequency of the alkali’s oscil-

lations and can completely eliminate it when the total applied longitudinal magnetic

field cancels out the noble gas’ effective magnetization. Practically, this means that

at certain values of positive Bz detuning where |Bn − Bz| is small, it is no longer
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possible to fit the decay to (5.1) since there are not enough oscillations within the

dark period and the magnitude of the oscillations then becomes ill defined. For the

simulations in Figure 5.6, this occurs at a Bz detuning of around 80 µGs, which

explains its upper Bz limit. Secondly, as a positive Bz detuning reduces the lon-

gitudinal B field that the atoms experience, the total rotation/misalignment of the

effective field that the atoms experience increases for a fixed magnitude of anomalous

field. Indeed, when the positive detuning exactly cancels out the noble gas’ effec-

tive magnetization so that the alkali atoms experience zero B field, an anomalous

electron coupling field in the y-direction will cause the alkali atoms to see a maxi-

mal 90◦ misalignment between the pump and its effective magnetic field (assuming

that the pump is aligned with the longitudinal magnetic field) during the dark pe-

riod. This will cause it to precess completely in the x-z plane and result, barring

relaxation and decoherence, in maximal oscillation amplitude of P e
x . However, this

effect is not measurable for small βey fields since the frequency of these oscillations

will be too slow compared to both the lifetime of the alkali’s polarization and the

dark period. In reality, we can therefore only observe an increase in anomalous field

sensitivity due to an increased misalignment of the effective field until the oscilla-

tions become too slow to measure as Figure 5.6 shows. We note that the dynamics

is quite different in the CW co-magnetometer’s case since the presence of the pump

beam and its strong pumping rate there means that the atoms are mostly oblivious

to these changes in misalignments as Bz is changed. Rather, the dependence of the

CW’s co-magnetometer’s sensitivity to anomalous fields on Bz detuning is likely due

to changes in how strongly the alkali and noble gas atoms are coupled to each other.

Besides having equal sensitivity to anomalous fields in both x and y directions,

we expect that the oscillations in a pulsed co-magnetometer due to an anomalous

field in the x direction will be 90◦ out of phase with oscillations due to an anomalous

field in the y direction, which implies that we can simultaneously measure anomalous
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fields in the x and y directions by simultaneously measuring the in and out-of-phase

components of the oscillating decay. Figure 5.7, which shows the decay of P e
x due
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Figure 5.7: Decay of the pulsed co-magnetometer to βnx and βny as a function of Bz

detuning.

to a βnx and βny field, reveals that this expectation is well founded. We note that

for ease of comparison, the plot for the βny decay has been offset by 0.05. The phase

difference between these two oscillations can be quantified by fitting them to (5.1) and

varying the fixed parameter φ over 2π and choosing the value of φ that maximizes

the fit parameter A (or D). If we perform this procedure, we find that there is a

81◦ phase difference between the decay due to βnx and βny . The exact reason for this

9◦ departure from 90◦ is currently unknown but we believe that it may be due to

the slight exponential character of the decays and/or the slightly changing frequency

of each decay due to the variable slowing down factor, which makes (5.1) only an

approximation.
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5.2 Experimental Implementation

The pulsed co-magnetometer has been experimentally implemented on an rotating

apparatus that was originally designed to search for Lorentz violation [140, 206].

Detailed information about the experimental setup can be found in [152] and we do

not reproduce it here. Rather, we discuss the modifications made to the setup for the

purposes of implementing the pulsed co-magnetometer.

5.2.1 Pump laser

Originally, the rotating apparatus employed a K-3He co-magnetometer cell and relied

on direct pumping of K using a distributed feedback laser diode providing 8.3 mW of

pumping light [152]. In [140], 3He was replaced with 21Ne to enable measurements of

tensor anisotropy. To effectively pump 21Ne via spin-exchange collisions, Rb, which

has a higher spin-exchange cross-section with 21Ne than K (see Table 2.2), was used

instead. Also, hybrid pumping with K as the lean, donor species was employed to

allow an optically thick vapor of Rb to be pumped without generating large polar-

ization gradients. However, as we noted in section 5.1, the pulsed co-magnetometer

does not in theory require hybrid pumping since the goal is to completely polarize the

alkali atoms during the short intense laser pulses, which will automatically eliminate

any polarization gradient in the bulk. Consequently, we directly pumped Rb in our

Rb-21Ne cells and swapped out the seed diode laser and tapered amplifier (TA) in

[140] for a distributed Bragg reflector 795 nm seed diode laser and a 3W, 4A 795 nm

TA from m2k similar to the one employed in SMILE and described in section 4.1.6.

As in [152] and [140], we expand the pump beam to the size of the cell and have a

linear polarizer and λ/4 wave-plate combination to circularly polarize the pumping

light.
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Initially, the “pulses” were simply generated by quickly modulating the laser cur-

rent of the tapered amplifier. However, to avoid potential instabilities arising from

significant modulation of the pump laser current (the max operating current can be

as high as 4.2A), we decided to use an acoustic-optical modulator (AOM) instead.

By using the first order diffracted beam of the AOM to illuminate the cell, we can

ensure that almost no pumping light reaches the cell during the dark period without

having to modulate the laser current of the TA. The disadvantage to operating in

this mode is that there is less transmission of the beam during the bright period.

Using a commercial RF amplifier, we were able to achieve a diffraction efficiency of

about 70% into the first order mode. It is likely that focusing the beam down to

a point and employing a mechanical chopper will retain similar modulation depths

while having higher transmission during the bright period. This has been tested but

not yet implemented since there are also possible problems ranging from vibration of

the chopper’s motor to greater difficulty in the synchronization of the pump/decay

cycle with other parts of the experiment that we discuss in further detail below.

5.2.2 Electronics

Operating in the pulsed mode requires additional synchronization between various

parts of the experiment. For example, since the signal of interest is in the oscillating

part of the decay, we would like to fit the decays in real time to (5.1), which implies

that the data acquisition has to be synchronized to the pump/decay cycle. This

is accomplished by setting up a NI M Series data acquisition card to perform re-

triggerable finite acquisition that re-triggers at the start of each pump cycle on a

synchronization TTL output from the function generator modulating the AOM’s RF

amplifier. We have found that this provides sufficient synchronization between the

data acquisition and pump/decay cycle over long time scales.
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An additional complication arises when the pump beam is fully on since scattered

light from the cell is then sufficient to saturate the signal’s photo-diode. The photo-

diode itself can recover quickly from saturation since its electronics were designed to

have a bandwidth above 100 kHz. However, as in the case of SMILE, the photodiode’s

output is fed into a lock-in amplifier that de-modulates the photodiode’s signal6 that

was previously modulated at 50 kHz by a photo-elastic modulator (PEM). When the

photo-diode saturates, the sudden jump in the lock-in’s input causes it to overload

and its recovery time can be, depending on its time constant, significantly longer.

To prevent the lock-in from overloading, we therefore switch its input between an

adjustable DC level and the photodiode’s output. A second channel on the AOM’s

function generator provides a synchronized 0 to −3 V square wave7 that switches the

lock-in amplifier’s input to the DC level during the bright period and back to the

photodiode’s output during the dark period. By adjusting the DC level to closely

match the mean voltage level of the photodiode’s output, we were able to prevent the

lock-in from overloading during the transition between bright and dark periods.

5.2.3 Real time curve fitting

One of the practical challenges to operating the pulsed co-magnetometer is to have

real-time feedback from the system. Since the useful information is now encoded

in the amplitude of the oscillations, we would like to be able to extract that in-

formation in real-time while adjusting various experimental parameters rather than

downloading and analyzing them later, which would make operation of the pulsed co-

6We note that in the experimental setup here, a λ/4 plate and PEM is used to modulate the
polarization of the light in a way that is reminiscent of SMILE in section 4.1.5. However, here
the position of the λ/4 plate and PEM are reversed. Nevertheless, it is shown in [178] that the
de-modulated first harmonic signal is still proportional to the optical rotation caused by the atoms.

7The 0 to -3V square wave used to switch the lock-in’s input is a historical relic from the time
when the pump beam was modulated via modulation of the laser current and the function generator
only had one output, which necessitated the use of a comparator to convert the 0 to -3V square
wave into a 0 to 5 V waveform that was then fed into the switch. Currently, the comparator is no
longer necessary since the function generator has two outputs but since it works just fine, it has not
been removed.
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magnetometer rather clunky and un-intuitive. The data acquisition scheme described

above in section 5.2.2 allows us to acquire data in a fashion that is synchronized

to the pump/decay cycle so that we are always looking at the same portion of the

pump/decay cycle. However, we need still need to fit the decay data to (5.1) to obtain

useful information. Early attempts to use LabVIEW’s native curve fitting functions

did not prove too successful since it was not sufficiently fast and the fits simply could

not keep up with the data acquisition rate. Since the period of the pump/decay cy-

cle was 36 ms, we would require the fits to be completed in less than that time to

ensure real-time operation of the pulsed co-magnetometer and a simple application

of LabVIEW’s curve fitting functions were inadequate for that purpose. Although

it’s possible that additional clever programming and algorithms in LabVIEW will

allow it to meet these requirements, it was deemed that adding this complexity on

a LabVIEW’s programming GUI will turn it into a hideous monstrosity. Besides,

there was also need for such a set of curve fitting routines in the simulations and

therefore, it makes sense to develop just one set of curve fitting routines that can

be used in both the simulations and experiment, which means that programming in

LabVIEW would be out of the question. Consequently, we elected to write a set of

curve fitting routines in C, compile it into a Dynamically Linked Library (DLL), and

have LabVIEW call it using its Call Library Function Node.

The curve fitting functions were written with the aid of the least-square fitting

library in the GNU Scientific Library (GSL) and compiled into a DLL with Visual

Studio 2017. Consequently, it is necessary to install the (free) Microsoft Visual C++

Redistributable for Visual Studio 2017 packages on the target computer since the tar-

get computer might not otherwise have the necessary run-time components needed

for the DLL to work correctly. For compatibility with older continuously pumped

co-magnetometer LabVIEW VIs, the pulsed co-magnetometer VIs were also writ-

ten as 32-bit LabVIEW VIs, which means that they have to interface with a DLL
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that is compiled for x86. Since we typically employ 64-bit programs in the simula-

tions however, we compile the DLL in both x86 and x64 versions. For LabVIEW

to use the routines in these DLL reliably, it is crucial to prevent memory leaks that

might otherwise inadvertently appear in the interface between them. In particular,

it is important that the DLL does not create any object that is then passed out to

LabVIEW, since those objects will likely not be cleaned up by either the DLL or

LabVIEW. Consequently, all fitting routines in the DLL were written as void func-

tions. The onus is on LabVIEW to create correctly sized arrays and to provide their

pointers to the DLL, which will then write into them without performing any mem-

ory allocation or de-allocation. LabVIEW is then fully responsible for managing the

allocation/de-allocation of those arrays. Although functions in the DLL should au-

tomatically de-allocate any C variables created within it when it exits, they might

not de-allocate memory from a GSL object and therefore any GSL objects should be

explicitly de-allocated before the function exits.

The ability of these curve fitting functions to quickly fit a decay to (5.1) in less

that 36 ms depends crucially on obtaining good initial guesses. Over the course

of the pulsed co-magnetometer implementation, we have written various routines

that treat different variables in (5.1) as fit variables. Obviously, once the system is

relatively stable at the compensation point, it is ideal to treat “non-essential” variables

(such as T1, T2, C and f) as fixed so that we only need to vary the amplitude of the

oscillations, which is what we are ultimately most interested in. This linearizes the

fit and simplifies the fitting. Nevertheless, we require a more general fitting routine

while attempting to zero the pulsed co-magnetometer where all of these parameters

(especially f) can vary substantially.
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Here we sketch out our strategy behind automatically obtaining good guesses for

the decay in the most general case where we fit the decay to a variant of (5.1)

S(t) = Ae−t/T2 sin(2πft+ φ) +Be−t/T1 + C, (5.5)

with A, T2, f, φ, B, T1 and C as free fit parameters. In this case, the strategy to

obtaining a good initial guess for (5.5) comes down to first attempting to separate

out the exponential component from the oscillating component. We do so by first

fitting the decay to an exponential decay

S(t) = Be−t/T1 + C. (5.6)

If the best fit T1
8 is absurd, i.e. it is zero, negative or too large (which we define as

4 times the decay interval), then we subject the decay to a linear fit and estimate

B, T1 and C from a first order expansion of (5.6). The estimated values of B, T1

and C are then used to subtract the exponential and constant term from (5.5). We

then obtain an estimate of f by performing a Fast Fourier Transform (FFT) on the

exponential (and constant) subtracted decay signal. Armed with an estimate of f ,

we may then guess φ by searching for the maximum stationary point in one period

and measuring its distance from the origin (t=0). If this does not exist due to the

phase of the decay signal and/or the quality of the prior background subtraction, we

use the maximum stationary point in the second period instead. Getting an estimate

on T2 and A is somewhat more involved and would ideally require a minimum of two

or more periods in the decay interval to be successful. The basic idea is to use the

maximum stationary points in the first two periods and to estimate T2 and A from

them. However, we are occasionally unable, as in the case of the φ estimate, to obtain

a maximum stationary point in the first period. In that case, if the decay interval

8We typically use R1 ≡ 1/T1 in the actual code.
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contains 3 decay periods, we use the maximum stationary points of the second and

third period to estimate T2 and A, which should be more reliable since the “edge

effect” of the background subtraction becomes less important at late times although

the signal is also admittedly smaller. If the decay interval only contains 2 decay

periods, we use the maximum and minimum in the second period to estimate T2 and

A as a last resort. After obtaining A, T2, f and φ, we then re-estimate B, T1 and C by

subtracting the first term of (5.5) from the decay signal and then subjecting it again

to either an exponential or linear fit per the conditions outlined above.

Although the strategy above is not perfect and can still sometimes cause the fit

to fail to converge, it has proven useful and robust over a wide range of parameters.

Obviously, if there are very small oscillations, then this most general fit will fail since

it will not be able to accurately estimate the frequency. In that case, it is advisable

to switch to a routine in which f, T2, T1 and C (or some combination of them) is

fixed. The fitting routines in the DLL can be programmed via an input to accept

an initial guess from the user instead of automatically calculating their own guesses

using strategies similar to the one outlined above. This is especially useful in their

implementation in LabVIEW since upon a first successful fit, LabVIEW can pass

the fit parameters from the last fit as the initial guess of the next fit and will only

revert to an automatic guess when the previous fit fails for whatever reason. This

helps reduce unnecessary computation and helps the fits keep up with the acquisition.

Lastly, we note that it is important to employ a producer/consumer loop architecture

in LabVIEW that is linked together by first-in first-out (FIFO) queues, which allow

the acquisition and fitting to be performed in separate while loops. This ensures that

the acquisition buffer does not fill up or miss a trigger even if the fitting falls behind

the acquisition.
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5.3 Calibration and Measurement of Earth’s Ro-

tation

In section 3.6, we described two ways of calibrating the CW co-magnetometer’s sensi-

tivity to anomalous fields. The first relied on the Bz zeroing procedure first described

in section 3.5, which made use of the quasi-static steady state response of the CW

co-magnetometer. The second relied on the co-magnetometer’s response to a low

frequency Bx modulation. In the case of the pulsed co-magnetometer, we would

not expect the first method that is based on the quasi-static response to work but

as we saw from above, the pulsed co-magnetometer still exhibits suppression to B

fields and we therefore expect that it might have a similar behavior to the CW co-

magnetometer in response to a slow changing Bx field. Consequently, we expect in

analogy to the slow Bx calibration of the CW co-magnetometer that the amplitude

(A or D of (5.1)) of oscillations in the pulsed co-magnetometer will vary in response

to a slow Bx = B0 cos ωt modulation as

A(t) = a sin ωt+ b cos ωt ≈ a sin ωt =
1

C

ω

γnBn

B0 sin ωt, (5.7)

where a, b here are respectively the measured out and in-phase response of the am-

plitude A in response to a Bx = B0 cos ωt modulation, C is the desired calibration

constant and Bn is the noble gas’ effective magnetization. Ideally, b should be close to

zero for a sufficiently slow Bx modulation (see (3.50)). In the pulsed co-magnetometer,

Bn can be easily measured as the limiting value of Bz where the frequency of oscilla-

tions goes to zero. (5.7) also assumes that D in (5.1) is effectively zero throughout the

entire Bx modulation. In general, this will not be true since the ratio of A to D will

depend on the fixed phase parameter φ. However, we can re-analyze the data from

the calibration for different φ and select the φ that minimizes D. As we saw in section
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5.1.3, A and D in (5.1) can be viewed as the pulsed co-magnetometer’s response to

orthogonal anomalous fields. In the CW co-magnetometer, the slow Bx modulation

yields the co-magnetometer’s sensitivity to anomalous fields in the y direction. We

therefore expect that fixing φ by choosing a value that minimizes D in response to

a slow Bx modulation effectively sets the amplitude A and D to measure anomalous

fields in the y and x direction (as defined by the field coils) respectively.
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Figure 5.8: Pulsed co-magnetometer’s measurement of Earth’s rotation.

Since the pulsed co-magnetometer was implemented on a rotating platform, we

may verify the accuracy of this slow Bx modulation by rotating the apparatus 360◦

and measuring Earth’s rotation, which is an example of an anomalous field. Figure

5.8 shows the result of a typical Earth rotation measurement9. In obtaining Figure

5.8, we have simultaneously measured A and D in (5.1) while rotating the apparatus

360◦. Due to magnetic field offsets, there is a large constant offset in the out-of-phase

90 deg bearing in Figure 5.8 does not correspond to North.
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component and we have therefore plotted the in and out-of-phase components on

different y axes to better demonstrate their orthogonality to each other. We note

that as expected, the pulsed co-magnetometer demonstrates dual axis sensitivity and

accurately measures Earth’s rotation along two orthogonal axes as it rotates about the

vertical axis by 360◦. The calibration obtained with a slow Bx modulation gives the

correct magnitude of Earth’s rotation in Princeton to within 30%. We are currently

working on a zeroing procedure to zero out magnetic field offsets that should, in

principle, remove the offsets in the Earth rotation curves of Figure 5.8.
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Chapter 6

Conclusion

We have in this work placed new limits on possible anomalous spin-mass interactions

that can arise from a variety of sources including the QCD axion, axion-like particles

and very light spin-1 bosons that have CP -violating couplings to fermions. In par-

ticular, we have, using a K-3He co-magnetometer and two 250 kg Pb source masses,

improved the best existing laboratory constraints on gnp g
N
s , the product of the axion’s

pseudoscalar and scalar coupling to neutrons and nucleons respectively, by an order

of magnitude over two decades of axion mass range from 1 − 0.01 µeV. At a 95 %

confidence level (C.L), we have set an upper bound of gnp g
N
s < 4.2× 10−30 for axions

lighter than 1 µeV. Similarly, we set an upper bound of gepg
N
s , the product of the

axion’s pseudoscalar and scalar coupling to electrons and nucleons respectively, of

gepg
N
s < 1.7× 10−30 at a 95 % C.L for axions lighter than 1 µeV.

These results can still be significantly improved. The co-magnetometer’s low fre-

quency sensitivity is currently limited by optical rotation and pump beam deflection

noise. We have pinpointed the source of optical rotation noise as arising primar-

ily from the inhomogeneously birefrigent vacuum windows, which can potentially be

greatly reduced by using dense flint glass like SF57 that have extremely low stress

induced birefrigence. Noise arising from pump beam deflection is somewhat more
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challenging to defeat. One approach would be to further reduce the optical path

between the cell and pump beam’s optical fiber. This is not, in principle, difficult to

accomplish but would require additional clearance below the vacuum chamber. As-

suming that the co-magnetometer’s low frequency sensitivity is no longer limited by

optical rotation or pump deflection noise, our analysis of the correlation data during

the experiment indicates that unforeseen thermal effects that were correlated with

the position of the source masses are likely to become a significant systematic effect.

Consequently, it will be imperative to either control these thermal effects or to reduce

the co-magnetometer’s sensitivity to them. We note that if the co-magnetometer’s

low frequency sensitivity is improved by about an order of magnitude, then the sen-

sitivity of multiple sensors will also have to concomitantly be improved to ensure

that they can continue to constrain other systematic effects below the level of the

co-magnetometer’s sensitivity.

Finally, we presented work on a new pulsed co-magnetometer that can potentially

help defeat noise due to deflections of the pump beam. Simulations of the pulsed

co-magnetometer indicate that it should be able to suppress noise due to pump beam

deflections by slightly more than an order of magnitude. In addition, the pulsed

co-magnetometer retains the CW co-magnetometer’s high suppression of ordinary

magnetic fields and has the additional feature of being sensitive to anomalous fields

in both x and y directions simultaneously. These developments can potentially help

alkali-noble gas co-magnetometers to achieve previously unattainable low frequency

performance and enable them to perform even more precise measurements of anoma-

lous spin coupling fields that are a harbinger of new physics beyond the Standard

Model.
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Appendix A

Angular Momentum in Quantum

Mechanics

A.1 Spherical Tensors

The computation of matrix elements in quantum mechanics often requires the selec-

tion of an appropriate basis that is diagonal with respect to the operators involved

in the calculation. In problems involving angular momentum where the total angular

momentum J is conserved, the {|j,mj〉} basis is frequently used in computations since

they are eigenstates of the total angular momentum operator J2 and the z-projection

angular momentum operator Jz. By Noether’s theorem, if the total angular momen-

tum is conserved, then the system is also rotationally symmetric and a convenient

basis is thus one in which the operators and wavefunctions of the system transform

as irreducible tensors under rotation. Such a basis is convenient because irreducible

tensors cannot, by definition, be decomposed into parts that transform differently.

Spherical tensors are tensors expressed in a spherical coordinate representation so

that they are irreducible under rotation.
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We follow Rose and define the (irreducible) spherical tensor TLM of rank L as a

member of a set of 2L + 1 operators (M = −L,−L + 1 . . . , L− 1, L) that transform

according to the 2L + 1 dimensional representation of the rotation group [218]. In

other words, the result of a rotation operation on TLM can be expressed as a 2L + 1

linear combination of the elements in the set

RTLM R−1 =
∑
M ′

DL
M,M ′T

L
M ′ , (A.1)

where in the equation above, we have denoted the rotation operator as R and DL
M,M ′

are its matrix elements in the LM basis. Equivalently, as Racah first showed [219–

221], a spherical tensor TLM transforms according to the 2L+ 1 dimensional represen-

tation of the rotation group if it obeys the commutator relations with the angular

momentum operators Ji:

[Jx ± iJy, TLM ] =
√

(L∓M)(L±M + 1)TLM±1 (A.2)

[Jz, T
L
M ] = MTLM . (A.3)

A new spherical tensor TLM can be formed by the sum1 of the products of two (lower

rank) spherical tensors Y l
m and Xλ

µ :

TLM =
∑
mµ

Y l
mX

λ
µC(lλL;mµM). (A.4)

The coefficient C(lλL;mµM) are the usual Clebsch-Gordan co-efficients2 for cou-

pling two angular momentum states |l,m〉 and |λ, µ〉 (which are examples of spherical

tensors) to form the coupled state |L,M〉 (which is also a spherical tensor).

1As usual, when the limits of summation are not explicit, we mean to sum over all possible values.
2We follow the Clebsch-Gordan notation of [218] here and elsewhere in this work.
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Use of the orthogonality relation (A.54) of the Clebsh-Gordan co-efficients allows

us to obtain the inverse to (A.4)

Y l
mX

λ
µ =

∑
L

TLm+µC(lλL;mµ). (A.5)

In problems involving angular momentum, it is frequently useful to express spatial

vectors in the spherical basis since they are spherical tensors of rank 1 and transform

conveniently as irreducible tensors under rotations. The spherical basis consist of the

basis vectors

i1 = − ix + i iy√
2

i0 = iz

i−1 =
ix − i iy√

2
. (A.6)

The spherical basis vectors are orthgonal to each other and have the relations

i∗µ · iν = δµν (A.7)

i∗µ = (−1)µi−µ. (A.8)

Spatial vectors may be expanded in the spherical basis as

r =
∑
µ

(−1)µrµi−µ. (A.9)

Operators like the polarizability operator ←→α ∝ κ ∝ pp are spatial tensors of rank

2 and it is convenient to express them as spherical tensors. We follow [130] and

introduce a set of basis dyadics QL
M that follows from (A.4) apart from a normalization
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factor

QL
M =

∑
µ

iµ(iµ−M)∗(−1)µ−M−1C(11L;µ,M − µ). (A.10)

As in (A.5), use of the orthogonality relation (A.54) gives the inverse relationship

iνiµ = −
∑
L

QL
µ+νC(11L; ν, µ). (A.11)

The unit dyadic is

1 = ixix + iyiy + iziz =
∑
µ

iµ(iµ)∗ =
√

3Q0
0, (A.12)

and the cross product of two vectors may be expressed in terms of the basis dyadics

Q1
M as

A×B = −i
√

2
∑
M

(−1)MA−MQ1
M ·B. (A.13)

In particular, the cross-product e× e∗ is given by

e× e∗ = −i
√

2
∑
Mµ

(−1)Me∗µe−MQ1
M · iµ, (A.14)

where e is any vector and e∗ is its complex conjugate (the expansion of e∗ can be

performed by expanding e using (A.9) and using (A.8) after taking its complex con-

jugate). Taking the complex conjugate, expanding Q1
M with (A.10) and using (A.8)

gives

e∗ × e = −i
√

2
∑
Mµ

e∗−Meµ−MC(111;µ,M − µ)i−µ, (A.15)

so that if e is the (complex) polarization vector of a propagating light wave, then the

mean photon spin s is

s ≡ e∗ × e

i
= −
√

2
∑
Mµ

e∗−Meµ−MC(111;µ,M − µ)i−µ. (A.16)
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Moreover, we have from (A.9), (A.8) and (A.7) for any vector A

A · s = −
√

2
∑
Mµ

AMe
∗
−µe−µ−MC(111;−M,M + µ). (A.17)

The hyperfine eigenstates |F = I + J, µ〉 are spherical tensors of rank F and operators

between these hyperfine states can be expressed as spherical tensors using (A.4).

As before, we follow the normalization in [130] and introduce the spherical tensor

operators TLM(F, F ′)

TLM(F, F ′) =
∑
µ

|F, µ〉 〈F ′, µ−M | (−1)µ−M−F
′
C(FF ′L;µ,M − µ). (A.18)

The inverse relationship, which follows from application of (A.54), is

|F, µ〉 〈F ′, ν| =
∑
L

TLµ−ν(F, F
′)(−1)ν−F

′
C(FF ′L;µ,−ν). (A.19)

Moreover, the operators {TLM(F, F ′)} are orthonormal, that is

Tr
[
TLM(F, F ′)

[
T lm(f, f ′)

]†]
=
∑
Gρ

〈G, ρ|TLM(F, F ′)
[
T lm(f, f ′)

]† |G, ρ〉
= δLlδMmδFfδF ′f ′ . (A.20)

Accordingly, {TLM(F, F ′)} can be used as an orthonormal basis for ground state op-

erators and any such operator O can be expanded as

O =
∑

LMFF ′

OL
M(F, F ′)TLM(F, F ′), (A.21)
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where the coefficients OL
M(F, F ′) can be evaluated by applying the orthonormality

conditions (A.20) to (A.21) to obtain

OL
M(F, F ′) = Tr

[
OTLM(F, F ′)†

]
. (A.22)

Alternatively, the ground state operator O can also be expanded in terms of the

uncoupled basis operators TKM (I, I)TLN(S, S) as

O =
∑

KMLN

O(KM ;LN)TKM (I, I)TLN(S, S). (A.23)

Since S = 1/2, we may explicitly compute TLN(S, S) using (A.18) as

TLM
(

1
2
, 1

2

)
=
∣∣1

2
, 1

2

〉 〈
1
2
, 1

2
−M

∣∣ (−1)MC
(

1
2

1
2
L; 1

2
,M − 1

2

)
+
∣∣1

2
,−1

2

〉 〈
1
2
,−1

2
−M

∣∣ (−1)−1−MC
(

1
2

1
2
L;−1

2
,M + 1

2

)
, (A.24)

where the Clebsch-Gordan coefficients can be evaluated using (A.65) and (A.66).

Doing so, we obtain

T 1
1

(
1
2
, 1

2

)
= −

∣∣1
2
, 1

2

〉 〈
1
2
,−1

2

∣∣ = −S+ =
√

2S1

T 1
0

(
1
2
, 1

2

)
=
√

2
(

1
2

∣∣1
2
, 1

2

〉 〈
1
2
, 1

2

∣∣− 1
2

∣∣1
2
,−1

2

〉 〈
1
2
,−1

2

∣∣) =
√

2Sz

T 1
−1

(
1
2
, 1

2

)
=
∣∣1

2
,−1

2

〉 〈
1
2
, 1

2

∣∣ = S− =
√

2S−1

T 0
0

(
1
2
, 1

2

)
= 1√

2

(∣∣1
2
, 1

2

〉 〈
1
2
, 1

2

∣∣+
∣∣1

2
,−1

2

〉 〈
1
2
,−1

2

∣∣) = 1√
2
1, (A.25)

where S+, S− are the raising/lowering operators and S±1, Sz are the spherical basis

components of the electron spin operator S (A.38).
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In the coupled basis, the expansion coefficients JLM(F, F ′) of the electron angular

momentum operator J can be computed as

JLM(F, F ′) =
∑
Gρµ

〈G, ρ |J|F ′, µ−M〉 〈F, µ|G, ρ〉︸ ︷︷ ︸
δFGδµρ

(−1)µ−M−F
′
C(FF ′L;µ,M − µ)

=
∑
µ

〈F, µ |J|F ′, µ−M〉 (−1)µ−M−F
′
C(FF ′L, µ,M − µ). (A.26)

The matrix element 〈F, µ |J|F ′, µ−M〉 can be evaluated by means of the Wigner-

Eckhart theorem (A.89) to obtain

〈F, µ |J|F ′, µ−M〉 =
∑
ρ

(−1)ρi−ρC(F ′1F ;µ−M,ρ, µ) 〈F ||J||F 〉 , (A.27)

while the reduced matrix element 〈F ||J||F 〉 can be computed with the aid of a

corollary to the Wigner-Eckhart theorem (A.90) to give

〈F ||J||F 〉 = 〈IJgF ||J|| IJgF 〉 = (−1)I+1−Jg−F
√

(2Jg + 1)(2F ′ + 1)

×W (JgF
′JgF ; I1) 〈Jg ||J|| Jg〉 , (A.28)

but the reduced matrix element 〈Jg ||J|| Jg〉 is given simply by

〈
Jg,mg |Jz| Jg,m′g

〉
= m′gδmgm′g = C(Jg1Jg;m

′
g0mg) 〈Jg ||J|| Jg〉

=⇒ 〈Jg ||J|| Jg〉 =
√
Jg(Jg + 1), (A.29)

and therefore the matrix element 〈F, µ |J|F ′, µ−M〉 is (after application of the W

symmetry relation (A.81) and recalling that I − Jg − F ′ ∈ Z)

〈F, µ |J|F ′, µ−M〉 = (−1)F
′−F
√
Jg(Jg + 1)(2Jg + 1)(2F ′ + 1)W (1JgFI; JgF

′)

×
∑
ρ

(−1)ρi−ρC(F ′1F ;µ−M,ρ, µ). (A.30)
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Substituion of (A.30) into (A.26) yields after applying the Clebsch-Gordan symmetry

relation (A.61) and property (A.55a)

JLM(F, F ′) = (−1)F
′−F

√
Jg(Jg + 1)(2Jg + 1)(2F ′ + 1)(2F + 1)

3

∑
ρ

i−ρ(−1)ρ

×
∑
µ

C(FF ′1;µ,M − µ, ρ)C(FF ′L;µ,M − µ)︸ ︷︷ ︸
δ1L

δMρ

= (−1)F
′−F+M i−M

√
Jg(Jg + 1)(2Jg + 1)(2F ′ + 1)(2F + 1)

3
W (1JgFI; JgF

′)δ1L,

(A.31)

and the electronic angular momentum operator J is therefore3, in terms of the spher-

ical tensor operator TLM ,

J =
∑
MFF ′

(−1)F
′−F+M i−M

√
Jg(Jg + 1)(2Jg + 1)(2F ′ + 1)(2F + 1)

3

× T 1
M(F, F ′)W (1JgFI; JgF

′). (A.32)

A.2 Angular momentum operators

Angular momentum operators in quantum mechanics possess several generic and

useful properties that we state here for convenience. For a general angular momentum

operator J, its cartesian components obey the commutation relation

[Ji, Jj] = i εijkJ
k, (A.33)

3We note that there is a sign difference here compared to [130] that seems to stem from differences
in (A.90). This is not too much of an issue though because the signs eventually cancel out and we
obtain the same multipole components of the polarizability tensor as in [130].
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where Einstein’s summation notation is implied and εijk is here the anti-symmetric

Levi-Civita symbol with the following useful summation identities in 3D

εijkε
imn = δ mj δ

n
k − δ nj δ mk (A.34)

εimnε
jmn = 2δ ji (A.35)

εijkε
ijk = 6. (A.36)

The raising J+ and lowering J− operators are defined as

J± ≡ Jx ± i Jy. (A.37)

J may then, in analogy to (A.6), be expanded in spherical basis as

J1 = −Jx + i Jy√
2

= − 1√
2
J+

J0 = Jz

J−1 =
Jx − i Jy√

2
=
J−√

2
. (A.38)

From the commutation relation (A.33) and the definitions of J+ and J−, it follows

that

[Jz, J±] = ±J± (A.39)

[J+, J−] = 2Jz. (A.40)

Similarly, it is straightforward to show that

J−J+ = J2 − J2
z − Jz (A.41)

J+J− = J2 − J2
z + Jz. (A.42)
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Using the Condon-Shortley phase convention, the action of the raising/lowering op-

erator on a |j,mj〉 state is

J+ |j,mj〉 =
√
j(j + 1)−mj(mj + 1) |j,mj + 1〉 (A.43)

J− |j,mj〉 =
√
j(j + 1)−mj(mj − 1) |j,mj − 1〉 . (A.44)

The angular momentum operators are all traceless since in the spherical basis,

Tr[J0] = Tr[Jz] =

j∑
mj=−j

〈j,mj |Jz| j,mj〉 =

j∑
mj=−j

mj =
(2j + 1) (j − j)

2
= 0, (A.45)

and

Tr[J±1] = ∓ 1√
2

Tr[J±] = ∓ 1√
2

j∑
mj=−j

〈j,mj |J±| j,mj〉 = 0. (A.46)

Besides possessing all of the above generic properties, the electron spin operator also

obey the anti-commutation relation

{Si, Sj} =
1

2
δij. (A.47)

Adding the commutator (A.33) and anti-commutator (A.47) yields the useful identity

SiSj =
1

4
δij +

i

2
εijkS

k. (A.48)
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Using (A.48), we can derive another useful property

SjSiS
j = Sj

(
1

4
δ ji +

i

2
ε jki Sk

)
=

1

4
Si +

i

2
ε jki

(
1

4
δjk +

i

2
εjklS

l

)
=

1

4
Si −

1

4
ε jki εljk︸ ︷︷ ︸

2δil

Sl

=
1

4
Si −

1

2
Si = −1

4
Si, (A.49)

where in the third line we have made use of (A.35). The electron spin operator S is

also a generator of rotations and the operator e−iθSi rotates a state by θ about the i

axis. More generally, e−iΘ·S may be expressed as

e−iΘ·S = e−iΘ
iSi =

∞∑
m=0

(−iΘiSi)
2m

2m!
+
∞∑
m=0

(−iΘiSi)
2m+1

(2m+ 1)!

=
∞∑
m=0

(−1)m

2m!
(ΘiSi)

2m︸ ︷︷ ︸
(|Θ|/2)2m

−iΘiSi

∞∑
m=0

(−1)m

(2m+ 1)!
(ΘiSi)

2m︸ ︷︷ ︸
(|Θ|/2)2m

= cos

(
1

2
Θ

)
− i2Θ̂ · S sin

(
1

2
Θ

)
. (A.50)

A rotated spin operator Sj is therefore

eiΘ·SSje
−iΘ·S = Sj cos Θ + (Θ̂× S)j sin Θ + 2Θ̂j Θ̂ · S sin2

(
Θ

2

)
. (A.51)

A.3 Clebsch-Gordan coefficients

In the context of quantum mechanics, Clebsch-Gordan coefficients typically arise as

the expansion coefficients of a coupled angular momentum state |j3,m3〉 in terms of

323



its uncoupled basis states |j1,m1〉 |j2,m2〉

|j3,m3〉 =
∑
m1m2

C(j1j2j3;m1m2m3) |j1,m1〉 |j2,m2〉 . (A.52)

Equivalently, they are the matrix elements of a unitary transformation from one basis

to another and are sometimes written as 〈j1m1j2m2| j3,m3〉. Accordingly, they are

subject to the orthonormality conditions

∑
m1

C(j1j2j;m1,m−m1)C(j1j2j
′;m1,m−m1) = δjj′ (A.53)

∑
j

C(j1j2j;m1,m−m1)C(j1j2j;m
′
1,m

′ −m′1) = δm1m′1
δmm′ , (A.54)

where we have used the notational short hand C(j1j2j;m1,m−m1) = C(j1j2j;m1m2m)

in the equations above since the Clebsch-Gordan coefficients are zero unless

m2 = m − m1. Indeed, the Clebsch-Gordan coefficients are in general subject

to the conditions

C(j1j2j;m1m2m) = 0 unless



m1 +m2 = m (A.55a)

−(j1 + j2) ≤ m ≤ j1 + j2 (A.55b)

|j1 − j2| ≤ j ≤ j1 + j2 (A.55c)

m, j ∈ Z or m, j ∈
(
Z +

1

2

)
. (A.55d)

The conditions (A.55c) and (A.55d) are often combined together and stated as the

triangular inequality ∆(j1j2j)

|j1 − j2|, |j1 − j2|+ 1, . . . , j, . . . , j1 + j2 − 1, j1 + j2. (A.56)

We note here that the relations (A.55b) and (A.55c) typically make it unnecessary to

specify the limits of summations over m and j as in (A.53) and (A.54) and in general,
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where the limits of summation is not explicit, it is taken to be over all possible values

consistent with (A.55b) and (A.55c). Moreover, (A.55a) implies that for fixed m, a

sum over m1 or m2 is equivalent to a double sum over m1 and m2. The Clebsch-

Gordan coefficients can be chosen to be real and they possess the following useful

symmetry relations

C(j1j2j3;m1m2m3) = (−1)j1+j2−j3C(j1j2j3;−m1,−m2,−m3) (A.57)

= (−1)j1+j2−j3C(j2j1j3;m2m1m3) (A.58)

= (−1)j1−m1

√
2j3 + 1

2j2 + 1
C(j1j3j2;m1,−m3,−m2) (A.59)

= (−1)j2+m2

√
2j3 + 1

2j1 + 1
C(j3j2j1;−m3,m2,−m1) (A.60)

= (−1)j1−m1

√
2j3 + 1

2j2 + 1
C(j3j1j2;m3,−m1,m2) (A.61)

= (−1)j2+m2

√
2j3 + 1

2j1 + 1
C(j2j3j1;−m2,m3,m1). (A.62)

Moreover, by considering the seemingly trivial case of coupling no angular momentum

to an angular momentum state,

|j1,m1〉 = C(j10j1;m10m1) |j1,m1〉 |0, 0〉 , (A.63)

we obtain a useful relation

C(j10j3;m10m3) = δj1j3δm1m2 , (A.64)

that together with the symmetry relations above allows us to compute any Clebsch-

Gordan coefficient when either j1, j2 or j3 is zero. For the typical case of coupling to
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an electron spin with j2 = 1/2, the Clebsh-Gordan coefficients are [218]:

C(j1,
1

2
, j1 ±

1

2
;m3 −

1

2
,
1

2
,m3) = ±

√
j1 + 1

2
±m3

2j1 + 1
(A.65)

C(j1,
1

2
, j1 ±

1

2
;m3 +

1

2
,−1

2
,m3) =

√
j1 + 1

2
∓m3

2j1 + 1
. (A.66)

A.4 Racah W Coefficients and Wigner 6-j Symbols

The Clebsch-Gordan coefficients C(j1j2j;m1m2m), as we saw earlier, are the matrix

elements of a unitary transformation between the uncoupled basis of two angular mo-

mentum states {|j1,m1〉 |j2,m2〉} and the coupled basis {|j,m〉}. Racah W coefficients

arise similarly in the coupling of three angular momentum states. To be more specific,

we consider three uncoupled angular momentum states |j1,m1〉 , |j2,m2〉 , |j3,m3〉 and

the final coupled state |j,m〉. There are three ways to add |j1,m1〉 , |j2,m2〉 , |j3,m3〉

to obtain |j,m〉:

|j3j1j2j,m〉 = |j3,m3〉 ⊗ (|j1,m1〉 ⊗ |j2,m2〉) = |j3,m3〉 ⊗ |j1j2j
′,m′〉 (A.67)

|j1j2j3j,m〉 = |j1,m1〉 ⊗ (|j2,m2〉 ⊗ |j3,m3〉) = |j1,m1〉 ⊗ |j2j3j
′′,m′′〉 (A.68)

|j2j1j3j,m〉 = |j2,m2〉 ⊗ (|j1,m1〉 ⊗ |j3,m3〉) = |j2,m2〉 ⊗ |j1j3j
′′′,m′′′〉 . (A.69)

The three representations are related to each other by a unitary transformation. For

example, if Rj′j′′ is the matrix element of that unitary transformation, then

|j3,m3〉 ⊗ |j1j2j
′,m′〉 =

∑
j′′

Rj′j′′ |j1,m1〉 ⊗ |j2j3j
′′,m′′〉 . (A.70)

The Racah W coefficient is in turn defined by:

W (j1j2jj3; j′j′′) =
1√

(2j′′ + 1)(2j′ + 1)
Rj′j′′ . (A.71)
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These W coefficients obey the following equivalent relations4 that we shall state with-

out proof. The interested reader may find their derivations in [218].

∑
j′′

√
(2j′ + 1)(2j′′ + 1)W (j1j2jj3; j′j′′)C(j2j3j

′′;m2m3)C(j1j
′′j;m1,m2 +m3)

= C(j1j2j
′;m1m2)C(j′j3j;m1 +m2,m3) (A.72)√

(2j′ + 1)(2j′′ + 1)W (j1j2jj3; j′j′′)C(j1j
′′j;m1,m2 +m3)

=
∑
m2

C(j1j2j
′;m1m2)C(j′j3j;m1 +m2,m3)C(j2j3j

′′;m2m3)

(A.73)

√
(2j′ + 1)(2j′′ + 1)W (j1j2jj3; j′j′′)

=
∑
m1m2

C(j1j2j
′;m1m2)C(j′j3j;m1 +m2,m3)C(j2j3j

′′;m2m3)C(j1j
′′j;m1,m2 +m3).

(A.74)

In addition to the relations above, the W coefficients also obey the following sum

rules due to Racah [220, 221] and Biedenharn [222] respectively

∑
j′

(2j′ + 1)(−1)j1+j2−j′W (j1j2jj3; j′j′′)W (j2j1jj3; j′j′′′) = W (j1j
′′j′′′j2; jj3) (A.75)

∑
g

(2g + 1)W (a′gdc; ac′)W (bgec′; b′c)W (a′gfb; ab′) = W (adbe; cf)W (a′db′e; c′f),

(A.76)

and they are also orthonormal in the sense that

∑
j′

(2j′ + 1)(2j′′ + 1)W (j1j2jj3; j′j′′)W (j1j2jj3; j′j′′′) = δj′′,j′′′ . (A.77)

4(A.73) and (A.74) follow from (A.72) by multiplying the appropriate Clebsch-Gordan coefficient,
summing and using (A.53). We note that m2 + m3 = constant and m1 + m2 + m3 = constant in
(A.73) and (A.74) respectively.
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In the special case when one of the angular momentum argument vanishes, the W

coefficient evaluates to a particularly simple form

W (abcd; e0f) =
(−1)f−b−dδabδcd√
(2b+ 1)(2d+ 1)

. (A.78)

Moreover, it is evident from the definition of the angular momenta in the argument of

the W coefficient that they must obey the underlying triangular inequalities (defined

in (A.56)):

W (j1j2jj3; j′j′′) = 0 unless

{
∆(j1j2j

′),∆(j′j3j) (A.79a)

∆(j2j3j
′′),∆(j1j

′′j). (A.79b)

The Racah W coefficient has a large number of symmetries under the interchange of

the six angular momenta [218]:

W (abcd; ef) = W (badc; ef) = W (cdab; ef) = W (dcba; ef) = W (acbd; fe)

= W (cadb; fe) = W (bdac; fe) = W (dbca; fe) (A.80)

(−1)b+c−e−fW (abcd; ef) = W (aefd; bc) = W (eadf ; bc) = W (fdae; bc) = W (dfea; bc)

= W (afed; cb) = W (fade; cb) = W (edaf ; cb) = W (defa; cb)

(A.81)

(−1)a+d−e−fW (abcd; ef) = W (ebcf ; ad) = W (befc; ad) = W (cfeb; ad) = W (fcbe; ad)

= W (ecbf ; da) = W (cefb; da) = W (bfec; da) = W (fbce; da).

(A.82)

As expressed above, the symmetries of the W coefficient can be difficult to remember

and apply. These symmetries are usually most readily exploited when the coefficient
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is expressed as a Wigner 6-j symbol5:

W (j1j2j5j4; j3j6) = (−1)(j1+j2+j4+j5)

{
j1 j2 j3

j4 j5 j6

}
. (A.83)

The Wigner 6-j symbol has convenient and memorable symmetries. It is invariant

under any permutation of its columns and it is also invariant if the upper and lower

arguments are interchanged in any two columns:

{
j1 j2 j3

j4 j5 j6

}
=

{
j2 j1 j3

j5 j4 j6

}
(A.84){

j1 j2 j3

j4 j5 j6

}
=

{
j4 j5 j3

j1 j2 j6

}
. (A.85)

Moreover, as is evident from its relationship with the Racah W coefficient, the Wigner

6-j symbol is zero unless j1, j2, j3 satisfy the triangle conditions: j1 = |j2 − j3|, |j2 −

j3|+ 1, . . . , j2 + j3− 1, j2 + j3. Due to the large number of angular momenta involved,

the sum rules (A.75) and (A.76) are typically easiest to use when expressed in the

Wigner 6-j symbols, which are easier to maniupulate due to their simpler symmetries.

In terms of the Wigner 6-j symbols, (A.75) and (A.76) are respectively

∑
j′

(2j′ + 1)(−1)j1+j2−j′
{
j1 j2 j′

j3 j j′′

}{
j2 j1 j′

j3 j j′′′

}
= W (j1j

′′j′′′j2; jj3)

= (−1)j1+j2+j′′+j′′′
{
j1 j′′ j
j2 j′′′ j3

}
(A.86)

5We note that j1 + j2 + j4 + j5 ∈ Z and so the pre-factor can be either (−1)(j1+j2+j4+j5) or
(−1)−(j1+j2+j4+j5). This is true since if j1+j2+j4 ∈ (Z+1/2), then j5 ∈ (Z+1/2) and j1+j2+j4+j5 ∈
Z. Alternatively, if j1 + j2 + j4 ∈ Z, then j5 ∈ Z and j1 + j2 + j4 + j5 ∈ Z.
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∑
g

(2g + 1)(−1)3g

{
a′ g a
c d c′

}{
b g b′

c′ e c

}{
a′ g a
b f b′

}
= (−1)−(2a′+2b+c+d+e+c′+f)W (adbe; cf)W (a′db′e; c′f). (A.87)

We conclude this discussion on the Racah W coefficients by reproducing the expres-

sion of some simple W coefficients used in this work that was compiled and listed in

[218]:

W (aacc; 1f) = (−1)a+c−f−1 a(a+ 1) + c(c+ 1)− f(f + 1)√
4a(a+ 1)(2a+ 1)c(c+ 1)(2c+ 1)

. (A.88)

A.5 Wigner-Eckhart Theorem

The Wigner-Echkart theorem states that the matrix element of a spherical tensor

operator TLM can be expressed as a product of a Clebsch-Gordan coefficient and a

reduced matrix element that does not depend on the orientation of the system

〈
j1,m1

∣∣TLM ∣∣ j2,m2

〉
= C(j2Lj1;m2Mm1)

〈
j1

∣∣∣∣TL∣∣∣∣ j2

〉
. (A.89)

This is a powerful result as it enables the separation of the physics due to rotational

symmetry, which is now encoded in the Clebsch-Gordan coefficient where all depen-

dence of m1,m2 and M now lies, and the remaining physics of the system that is

encoded in the reduced matrix element
〈
j1

∣∣∣∣TL∣∣∣∣ j2

〉
, which is independent of m1,m2

and M . This significantly eases the computation of the (full) matrix elements since

the reduced matrix element need only to be computed once for fixed L, j1 and j2 and

the matrix elements
〈
j1,m1

∣∣TLM ∣∣ j2,m2

〉
are then easily obtained for all valid m1 and

m2 by multiplying the reduced matrix element with the appropriate Clebsch-Gordan

coefficient.
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The Wigner-Echkart theorem also allows us6 to obtain a relationship between the

reduced matrix element of a spherical tensor operator TL(1), which only acts in the

space of |j1,m1〉 in the |j1,m1〉⊗|j2,m2〉 coupled representation, to its reduced matrix

element in the uncoupled representation:

〈
j′1j
′
2j
′ ∣∣∣∣TL(1)

∣∣∣∣ j1j2j
〉

= δj′2j2(−1)j2+L−j1−j′
√

(2j′1 + 1)(2j + 1)

×W (j1jj
′
1j
′; j2L)

〈
j′1
∣∣∣∣TL(1)

∣∣∣∣ j1〉 . (A.90)

6The interested reader may find a derivation of this in [218].
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